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Abstract / Résumé
There is growing interest for the terahertz (THz) frequency range due to several specifici-
ties. Located at the highest frequencies reached in electronics, there are applications for
faster data bit rate in telecommunications. Moreover, due to the low energy of the photons,
there are also applications in security, non-destructive monitoring for the industry and art
conservation. Since this radiation is non-ionizing, another field of interest is biology.

These last two decades have seen the rise of published articles in the literature, made
possible by the advances in terahertz time-domain spectroscopy setups. Many studies have
been conducted on sugars, solvents, and even DNA and proteins. However, there is still no
consensus in the Terahertz (THz) community on the experimental or data analysis protocols
to implement.

This thesis displays three advances towards this direction. First, it presents a reliable
and quantitative time-domain fitting process with a comparison metric that makes it possi-
ble to trust the results obtained and compare them to the theory. This enables us to move
forward and analyze more and more complex samples, to come closer to in vivo conditions
for biological samples. Indeed, I was able to provide more insight on the analysis of liquid
water, which has been a great topic of interest since the beginning of THz time-domain spec-
troscopy, and on the influence of ions and proteins on the structure of its network. Further-
more, we made it possible for smaller samples, either in size or in quantity, to be analyzed
as well thanks to our butterfly device. The protocols as well as the fitting software can still
be improved, but they provide trustworthy results and give a criterion for comparison of
data. We foresee that this will lead the way to a better understanding and more intricate
experiments with THz time-domain spectroscopy for biology.

Le domaine TeraHertz (THz) est de plus en plus attractif grâce à ses propriétés partic-
ulières. Il se situe à la limite haute des fréquences pour l’électronique et entre naturellement
en jeu pour de nombreuses applications en télécommunications. De plus, la faible énergie
du photon THz le rend non ionisant, ce qui crée des applications dans des domaines variés
tels que la sécurité, le contrôle non-destructif dans l’industrie, ou la conservation d’art. Un
autre important domaine d’application est la biologie.

Le nombre d’articles publiés dans la littérature ces vingt dernières années n’a fait qu’
augmenter, ce qui a été rendu possible par les avancées sur les dispositifs de spectroscopie
THz dans le domaine temporel. De nombreuses études ont été réalisées sur des sucres,
des solvants, ainsi que sur de l’ADN et des protéines. Cependant, il n’y a toujours pas de
consensus dans la communauté THz concernant les protocoles expérimentaux et d’analyse
des données à implémenter.

Cette thèse expose trois avancées dans cette direction. Tout d’abord, elle présente un
protocole de "fit" (ou d’ajustement des données) dans le domaine temporel fiable et quan-
titatif, ainsi qu’un critère de comparaison, ce qui permet une plus grande confiance dans
les résultats obtenus et de les comparer à la théorie. Nous pouvons donc avancer et anal-
yser des échantillons toujours plus complexes, de manière à être de plus en plus proche des
conditions in vivo pour les échantillons biologiques. En effet, j’ai pu fournir de nouvelles
perspectives à l’analyse de l’eau liquide, qui est un sujet phare depuis les débuts de la spec-
troscopie TeraHertz à domaine temporel, et sur l’influence des ions et des protéines sur la
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structure de son réseau. En outre, nous avons rendue possible l’analyse de petits échan-
tillons, que ce soit en taille ou en quantité, grâce à notre dispositif appelé "papillon". Les
protocoles ainsi que le logiciel de fit peuvent encore être améliorés, mais ils ont permis de
fournir des résultats fiables et donnent un critère pour la comparaison d’information. Nous
espérons que ce travail ouvrira la voie à une meilleure compréhension et à de plus com-
plexes expériences sur les échantillons biologiques grâce à la spectroscopie TeraHertz dans
le domaine temporel.
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General introduction
In the 16th century, a controversy between D’Alembert, Euler and Bernoulli put the spot-

light on the study of objects resonant vibrations. This led to many consequences, at very
different scales, up until these days. Indeed, this enabled researchers to link an object’s size
to its vibration frequency; from the Earth’s mantle, to violin cords, or to molecular bonds
scanned with infrared spectroscopy. As for biological samples, their resonant frequencies lie
in the terahertz range (from 0.1 to 10 THz). Moreover, terahertz waves cover photon ener-
gies that are orders of magnitude smaller (0.4 to 40 meV) than the visual spectrum. The low
energy carried by such waves indicates that they are not ionizing and are overall considered
to be weakly hazardous for fragile samples such as proteins, cells or viruses. Hence, there is
a strong motivation for developing THz spectroscopy.

This technique is highly promising as it takes advantage of recent progress in THz sys-
tems (sources, detectors,...) and nanotechnological advances. It already has some appli-
cations in security, such as detection of explosives or contraband products, or in the food
industry, with the detection of foreign bodies in food products, or even in art conservation,
with the analysis of paint layers. However, there is some struggle when analysing biological
samples.

Biological objects, such as proteins, cells, or viruses, in addition to having a complex
molecular structure, change their conformation according to the environment they are in.
Therefore, in order to observe their structural dynamics under conditions as close as possible
to living conditions, they have to be kept in buffer solutions during the investigation. These
solutions are mostly composed of liquid water, which is highly absorbing in the terahertz
range, making it already difficult to have any usable signal. Therefore, there is a need to
adapt the experimental setup first. Moreover, it is challenging in itself to analyze liquid
water alone. There has been countless studies on liquid water, but, even if some progress
has been made, its dynamical behavior is still only partially understood, and there is no
consensus on how to model the way the THz pulse is modified when going through it.
As a result, we cannot dissociate the contribution of liquid water from the contribution of
the biological samples inside the solution. Next, biological objects are often very small and
available in small volumes, which means that the signal to detect should be very small and
hidden by the high absorption of the buffer solution. Therefore, there is also work to be
done on data analysis, in order to find a correct way to model liquid water’s contribution, if
we want to analyze biological samples. Finally, analyzing small volumes, of the order of the
nL, in THz-TDS (Terahertz Time-Domain Spectroscopy) is needing a way to enhance light
matter interactions between the THz pulse and the sample.

In this work, we will review the challenges undertaking such studies bring, whether it
be from a data analysis point of view or the modifications of experimental protocols, or even
new devices to help increase interactions with biological samples. The outline of this thesis
is organized as follows:

• Chapter 0 is devoted to introducing the THz domain, its history, and the variety of
applications it offers. In this chapter, we will review the principle of THz-TDS and the
biological samples that were studied with it in the past.

• In chapter 1, we will discuss the concept of information in THz-TDS and how to re-
trieve optical constants from the recorded data. We will show that we can fit these data
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in the time-domain with permittivity models and present our fitting software fit@TDS.
We will also discuss the importance of taking experimental noise into account when
analysing THz-TDS data and illustrate it on a α-lactose monohydrate pellet sample.

• Chapter 2 will be focused on the analysis of liquids with THz-TDS. We will look at
one of most discussed samples in the community, liquid water. We will review the
permittivity models proposed in the literature, compare them when fitting our own
data and look at other models to expand to higher frequencies. We will also check
how temperature affects the models and therefore the microscopic processes in liquid
water. Next, we will analyze a very similar sample, heavy water. We will also show
that THz-TDS is sensitive to the disruption of the structure of water when components
such as ions are added to it. Finally we will analyse a biological sample in liquid water:
hen egg white lysozyme.

• Chapter 3 will present the challenge of analysing small biological samples and how to
overcome this. We will present our light confinement device, from its first design to
the new improved version, and show its usefulness for the analysis of biosamples with
a volume of the order of the nanolitre. We will also present a quasi-optics setup for the
characterization of the far-field radiation patterns of THz antennas or metamaterials,
used on our device.

• Chapter 4 will present an overall conclusion as well as guidelines and perspectives for
analysing even more complex samples with THz-TDS.
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Chapter 0

Introduction

0.1 Definition and applications of the terahertz domain

The THz frequency range does not have a standard definition yet, but it is commonly de-
fined as the region of the electromagnetic spectrum between 100 GHz and 10 THz (or be-
tween 3.33cm−1 and 333cm−1). It is also called far infrared and is located between the mi-
crowave domain and the infrared: it is at the crossroads of electronics and optics, as illus-
trated in figure 1.

FIGURE 1: The terahertz domain in the electromagnetic spectrum

The terahertz domain being set between 100 GHz and 10 THz, it means that its wave-
length borders are 30 µm and 3 mm, or 0.4 meV and 40 meV in energy (see figure 2).

FIGURE 2: Unit conversion in the THz frequency range [1]
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This part of the electromagnetic spectrum remains the least explored region mainly due
to the technical difficulties involved in making efficient and compact THz sources and detec-
tors. The lack of suitable technologies led to the THz band being referred as the “terahertz
gap”, which remained unexplored for decades. However, this technological gap has been
rapidly diminishing for the last thirty years with the advances both in optics and electronics.

Nowadays, the THz region is an active research domain. Indeed, it is crowded by spec-
tral features associated with fundamental physical processes such as rotational transitions
of molecules, large-amplitude vibrational motions of organic compounds, lattice vibrations
in solids, intraband transitions in engineered semiconductors, and energy gaps in supercon-
ductors. Therefore, it has applications in multiple domains:

Astronomy It is possible to identify the compounds of cosmic clouds, retrace their history
and discover their residual lifetime [2]. It is also possible to image objects through
dust disks. In fact, several satellites have been sent to space with onboard equip-
ment that can detect terahertz and sub-millimetre signatures of celestial objects. More-
over, there are also THz radiotelescopes on earth, such as the Atacama Large Millime-
ter/submillimeter Array (ALMA) [3].

Industry It is used for non-destructive quality control. With THz, we can measure the dry-
ing time of car paint as well as its thickness for instance [4, 5].

Defense It is now possible to detect weapons through clothes or to detect the signatures of
contraband products or explosives [6, 7].

Telecommunications Since more than a century a general trend in wireless telecommunica-
tions is an increase in carrier frequency that allows higher data rates. Since ten years,
systems moved from cm to mm wavelength and might reach the submm range which
have free spectral ranges. Also, increasing the frequency of the telecommunications
signals increases data speed. Hence, a few systems have demonstrated high speed in
free space over tens of meters, which proves the feasibility [8, 9].

Biology Since the energy of the THz waves are of the same order of magnitude than the en-
ergies of molecular rotations and vibrations, we can identify materials or molecules[10–
12]. One of the tools to perform such identification is terahertz time-domain spec-
troscopy.

0.2 A brief history of terahertz time-domain spectroscopy

While the term “terahertz” is quite recent, research in this frequency range dates back to
more than a century. One of the pioneers of terahertz research is Heinrich Rubens, who
spent 30 years studying the far infrared. Among more than 150 publications, he studied far
infrared vibrations in crystals [13], gave a description of black bodies [14] and made the first
measurement of a water vapour absorption spectrum [15] (see in figure 3a).

Progress in telecommunications was made in the 1940s with new techniques and new
detectors that are the basis to current terahertz detectors using semiconductors. Then, the
1960s saw numerous breakthroughs such as the first CO2 laser [17] or the first measurement
of cosmic black-body radiation [18]. In 1968, the first TDS (time-domain spectroscopy), in
the microwave range, was developed [19].
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(A) Water vapour absorption spectrum measured
and hand-traced by Rubens [15].

(B) Water vapour absorption spectrum re-
trieved with THz-TDS [16].

FIGURE 3: The water vapour spectrum: hand-traced by Rubens in 1921 using
a mercury vapor lamp and a grating spectrometer and then the first one re-

trieved by THz-TDS in 1989.

For terahertz time-domain spectroscopy, research really started in the 1980s with the
advent of picosecond and femtosecond lasers. Research groups led by Dan Grischkowsky
(IBM Watson Research Center), David Auston (Columbia University), Gerard Mourou (Rochester
University), and Martin Nuss (Bell Labs) were trying to generate and detect ultrashort elec-
trical transients as they propagated down a transmission line. It was realized that these
transmission lines were also radiating short bursts of electromagnetic radiation: this was the
beginning of photoconductive antennas. In the late 1980s, reports were published wherein
these radiated pulses were propagated through free space from a generator to a detector [20–
22]. Thanks to these discoveries as well as mode-locked lasers, THz spectroscopy was born
[23]. The first measurement of water vapour in the terahertz range, thanks to this technique,
was made possible in 1989 [16] (see figure 3b).

Since then, advances in system designs and materials have promoted much growth in
THz generation and detection and we can now find efficient commercial setups of THz-TDS
that can scan physical and chemical properties of samples over frequencies ranging from 0.1
to 6 THz. Some research setups with very short pulses can even cover a frequency range up
to 30 THz [24].

0.3 What is terahertz time-domain spectroscopy?

THz-TDS is a coherent technique with a high signal-to-noise ratio and good stability, so
it can determine the complex electromagnetic response of a material accurately. It is also
broadband, as it is one of the few techniques that cover several decades. It investigates
physical and chemical properties of materials in the THz range. Moreover, since this fre-
quency domain covers both rotational transitions from the microwave regime and vibra-
tional modes from the infrared, multiple phenomena may be observed and abundant data
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can be extracted and interpreted. Polar gases will prominently exhibit rotational transitions;
liquids typically have broad absorption due to strong interactions between molecules and
hydrogen bonding (for polar liquids containing hydrogen) and lower-energy vibrations; and
solids may either absorb broadly (if they are amorphous with polar bonds, such as glasses)
or can have sharper-absorbing peaks (in the case of crystals) due to low frequency molecular
vibrations or lattice vibrations (phonons).

0.3.1 Principle

THz-TDS is a spectroscopic technique in which the properties of matter are probed with
short pulses of terahertz radiation. By measuring in the time-domain, this technique pro-
vides information on the sample’s effect on both the amplitude and the phase of the tera-
hertz radiation contrary to other conventional techniques such as Fourier-transform spec-
troscopy with the standard approach (sample in frond of the detector).

FIGURE 4: Schematic of the principle of THz-TDS

As illustrated in figure 4, a femtosecond laser (here a Ti:Sapphire) emits an ultrafast pulse
train that is split in two by a beamsplitter and directed to photoconductive (PC) antennas.
When the ultrashort pulse excites the emission antenna, it creates charges carriers that are
accelerated by a DC electric field to create the radiated terahertz pulse. The delay line allows
to adjust the path length of the probe pulse before reaching the detection antenna. The probe
pulse strobes the detector, which is sensitive to the electric field when excited by the optical
pulse. Hence, by varying the path length, the signal is reconstructed as a function of time
with the same principle as an equivalent-time sampling oscilloscope. Finally, a single tera-
hertz pulse will contain frequency components covering a large part of the terahertz range.
However, the spectral resolution is limited as it is linked to the time-window of the mea-
surement (limited by the travel range of the delay line) and ultimately by the repetition rate



0.3. What is terahertz time-domain spectroscopy? 7

FIGURE 5: An example of a THz pulse measured by a TDS setup (on the
left) and its spectrum (on the right). The measurement is taken in a nitrogen
purged environment without any sample between the emission and detection

antennas.

of the pulsed laser. An example of a time-domain pulse as well as its Fourier transformed
spectrum can be observed in figure 5.

0.3.2 THz generation and detection

There are numerous techniques for the generation and detection of broadband THz radi-
ation. A few examples are PC antennas, second-order non-linear electro-optic crystals,
plasma oscillations and electronic non-linear transmission lines. In THz-TDS, the most com-
monly used are photoconductive and electro-optical rectification techniques schematized in
figure 6. Since our setup contains PC antennas, I will focus on the generation and detection
of THz radiation using this technique.

Optical 
rectification

fs laser pulse nonlinear 
crystal

χ(2)

broadband 
THz variation

Photoconductive 
switches

fs laser pulse

I(t)

broadband 
THz variationphotoconductive 

antenna

FIGURE 6: Principle of THz radiation from optical rectification and photocon-
ductive antennas
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Generation of broadband THz radiation using photoconductive antennas

A PC antenna, also called photoconductive switch, presented in figure 7, is formed by two
metal electrodes separated by a gap of a few micrometers, both laid on a semiconductor
substrate. A DC bias is applied between the electrodes. Focused on the gap, the laser beam
triggers the creation of electron-hole pairs when the energy of the incident photons exceeds
the bandgap energy of the semiconductor. The static bias accelerates the free carriers and,
simultaneously, the charge density declines by trapping carriers in defect sites on the time
scale of carrier lifetimes. The acceleration and decay of free carriers give rise to a photocur-
rent that is the source of the subpicosecond pulses of electromagnetic radiation.

FIGURE 7: Schematic of the emission of a THz pulse with a photoconductive
antenna, in blue is the semiconductor substrate, in yellow are the two metal
electrodes, in pink the incoming femtosecond pulse, in dark blue the exiting

THz pulse. E⃗ is the radiated electric far-field, dJ⃗
dt is the time-derivative of the

current density.

The radiation source of a PC emitter can be modelled as a Hertzian dipole antenna whose
size is smaller than the wavelength of the emitted radiation (depending eventually on the
size of the metal electrodes). The radiated electric far-field is proportional to the time deriva-
tive of the current, Ip, (or equivalently to the current density Jp) as [25]:

ETHz(t) ∝
δJp(t)

δt
(1)

The photocurrent is generated by the transition of electrons from the valence band to the
conduction band under laser illumination. Hence:

Jp(t) = −e · n(t) · v(t) (2)

where e is the electron charge, n(t) is the density of photocarriers, and v(t) is their velocity.
The same relation holds for the holes, but since their effective mass is much larger than that
of electrons their contribution to the THz current and radiation is much smaller and can be
neglected.

Several factors can affect the characteristics of the generated transient field, as well as its
spectral range, such as the antenna structure and shape, the characteristics of its substrate,
the bias voltage, and the duration of the pulsed laser. The bandgap energy of the substrate
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must match the laser pulse characteristics to trigger the generation of photocarriers. More-
over, The switch-on time is a function of the laser pulse duration, and the switch-off time is
mainly determined by the photoexcited carrier lifetime in the semiconductor substrate of the
antenna; therefore, in addition to a short laser pulse duration, a short carrier lifetime is a vital
property for fast generation and particularly for detection. Since Ti:Sapphire femtosecond
lasers with wavelengths around 800 nm are often used, the PC substrates are usually made
of low-temperature grown Gallium Arsenide (LT-GaAs), of which its short carrier lifetime
of around 1 ps or below is very suitable, and that can also operate at 1550 nm [26]. Other
common semiconductor materials used are irradiated silicon and indium gallium arsenide
(InGaAs).

Detection of broadband THz radiation using photoconductive switches

FIGURE 8: Schematic of the detection of a THz pulse with a photoconduc-
tive antenna, in blue is the semiconductor substrate, in yellow are the two
electrodes, in dark blue the incoming THz pulse. The ammeter measures the
photocurrent. E⃗ is the radiated electric field to detect, J⃗ is the current density.

The detection of THz waves by PC antennas relies on the same principle as their gen-
eration. The structure of the detector is similar to the PC antenna used as an emitter, as is
shown in figure 8. A femtosecond laser beam is focused on the gap between the electrodes
of the detector to generate photocarriers. In this case, the electrodes of the receiver are not
biased. The generated photocarriers are accelerated by the THz electric field to be detected,
meaning that the photocurrent is proportional to the THz electric field. The THz pulse shape
is mapped out in the time domain by measuring the photocurrent while varying the time
delay between the THz pulse and the optical probe. A current-voltage converter with high
gain is necessary to convert the weak current signals into measurable voltages. In order
to enhance the signal-to-noise ratio, the signal is processed by a lock-in amplifier synchro-
nized with an optical intensity modulator such as an optical chopper. The current can be
also directly measured without any lock-in amplifier, in this case the signal/noise ratio is
enhanced thanks to the averaging of a lot of sweeps obtained with a fast delay line. The
detected photocurrent at a time delay of t can be explained based upon Ohm’s law:

Jdet(t) = ETHz(t) ∗ σdet(t) = ETHz(t) ∗ [e · µe · nr(t) + Sσdet (t)] (3)
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where σdet represents the conductivity of the detector, ETHz is the received THz signal, µe
is the detector’s semiconductor electron mobility, and nr(t) is the generated photocarrier
density. Finally, Sσdet (t) corresponds to the shot noise of the detector.

For photoconductive materials with ultra-short carrier lifetime, we can consider nr(t) =
δ(t) (the Dirac function) which gives:

Jdet( f ) ∝ ẼTHz( f ) (4)

With f the frequency. On the other hand, if the carrier lifetime is long, nr(t) behaves like a
step function which gives:

Jdet( f ) ∝
ẼTHz( f )

f
(5)

This demonstrates that characteristics of the photo-carrier density in the detector antenna
and its decay behaviour affect the bandwidth of the detected signal. In between these two
cases, distortion effect of the detector on the incident THz field is considered by convolving
the detector response with the THz field (in the time-domain). Thus, the detected photocur-
rent is linked to the spectral shape of the laser pulses, Ilaser( f ), and to the frequency response
of excited photocarriers, B( f ):

Jdet( f ) ∝ Ilaser( f ) · B( f ) · ẼTHz( f ) (6)

More generally, the response time of the detector determines the amount of detected signal
at high frequencies, which is governed by the carrier lifetime and the RC time constant re-
lated to the device capacitance. But usually the capacitance of the typical structures showed
in figure 8 is quite low and the carrier lifetime is the main limitation.

0.3.3 The delay line

The position of the optical delay line, usually a retroreflective mirror, is controlled by a com-
puter allowing detection at different time steps. It allows to record the temporal variation
of the detected photocurrent, as its path length ∆x corresponds to a time interval between
successive measurements:

∆t =
2∆x

c
+ τ(t) (7)

where c is the celerity of light in vacuum and τ(t) is the sampling error due to mechanical po-
sitioning errors [27]. Thus, using the Fourier Transform, the variation of both the amplitude
and phase of the electric field can be measured over a broadband spectral range.

0.3.4 Applications of terahertz time-domain spectroscopy

Throughout the last 30 years, THz-TDS has been employed to investigate gases, liquids and
solid-state samples. There are many applications to THz-TDS, more being researched as the
technique gains more recognition. Here are listed some of these applications.

Solid-state materials Solids are probably the most extensively studied materials in THz-
TDS [28]. Semiconductors, conducting polymers [29], insulators [30] and supercon-
ductors [31] have been studied. Electronic processes [32, 33] as well as lattice modes
(phonons) [34], have been investigated. THz spectroscopy is well adapted for these
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studies because scattering events of carriers in semiconductors tend to be on time
scales of tens to hundreds of femtoseconds and phonon modes in solids are often
found in the range of several THz to tens of THz. Thus, they are all located in the
range covered by THz-TDS.

Security THz radiation has the ability to penetrate many materials including clothes and
shoes. Because many threatening weapons are metal-based, a THz signal would be
reflected when encountering such objects. Furthermore, even a ceramic knife can be
detected. Moreover, The low-power and non-ionizing nature of the THz beam en-
sures no health hazards. Another use for THz-TDS in the field of security has been the
detection of explosives [35, 36] and contraband items [37]. Indeed, numerous materi-
als, components of these items, display absorption peaks in the THz range allowing
qualitative identification. Moreover, these materials can be detected through covering
layers such as cotton, leather or plastic as shown in figure 9. However, there are still
limitations to the technique, the most important one being the absorption of the THz
signal by the water vapour in the atmosphere.

FIGURE 9: Absorption spectra of explosives compounds RDX (Cy-
clotrimethylenetrinitramine) and HMX (Cyclotetramethylene tetranitramine)
covered with different materials (plastic, cotton and leather). The black curve
is the transmission spectra of pure samples, the red one is the transmission
spectra of covered samples, the blue one is the transmission spectra of the
covers, and the green one is the sum of pure samples and covers. The THz

spectrum of ambient air is used as reference. [36]
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Food industry The detection of foreign bodies in food products plays an important role in
the food industry. Currently, the techniques used are metal detectors and X-ray sys-
tems. Yet, the former can only detect metallic contaminations while the use of X-ray
scanners is limited due to the fear that consumers might not buy products tested with
ionizing radiation and because big screens are needed to protect the staff. Therefore,
THz systems may offer an alternative for the non-ionizing nature of THz waves. How-
ever, due to the water content of several edible goods, the technique cannot be applied
to all. For instance, THz-TDS works well for the investigation of chocolate, as it con-
tains little water and mostly weakly absorbing molecules [38]. Another promising
application is dry powders, or dry ingredients such as pasta, which are quite transpar-
ent to THz waves. It has been demonstrated that it is possible to detect foreign bodies
in different powdered eatables such as sugar or wheat flour [39].

Paper industry In this field, THz-TDS systems are used to monitor the thickness and mois-
ture content of the paper during the production process [40]. [41] demonstrated a
quantitative method for determining the moisture content in paper based on extinc-
tion and phase measurements in the lower THz range while [42] looked for a simul-
taneous determination of thickness and moisture content of paper sheets. While this
application is quite new, its low cost and results are promising for the paper industry.

Art conservation Infrared and X-ray techniques have been used for non destructive detec-
tion of images hidden below the top layers of paint in valuable paitings and murals.
However, these techniques are limited by their resolution and penetration depth. Us-
ing THz-TDS, it has been demonstrated that different paints have different absorp-
tion depths and can therefore be distinguished [43]. Next, [44] generated a database
on the THz properties of different pigments, binders and their mixtures using THz-
FTIR (Fourier-Transform InfraRed spectroscopy) and extended their investigations on
a medieval manuscript using THz-TDS. There has also been studies in reflection mode
showing that we could recover a graphite drawing through paint and plaster layers
(since graphite possesses a high reflectivity in the THz range) [45]. Finally, results of
reflection images of hidden paint layers in a painting were compared with X-ray ra-
diography results, which showed that only THz imaging provided information on the
thickness of the hidden paint layers [46].

Imaging Because far-infrared radiation passes through many plastics when visible and in-
frared radiation cannot, it is possible, for example, to image the layout inside in-
tegrated chip packages [47]. There have also been some studies of semiconductor
wafers: it is possible to map out the doping density semiconductor wafers with sub-
millimeter resolution [48]. Images are often obtained by raster-scanning the sample
through the focused THz beam. It is also possible to collect a two-dimensional image
using a CCD camera as a detector (using the electro-optic effect instead of the photo-
conduction), which allows very high data acquisition rates [49]. A more recent imag-
ing technique is THz tomography, wherein the echo or return of a pulse reflected off
an object is captured and analyzed or the transmitted beam is analyzed as the sample
is rotated [5, 50]. Finally, this techniques appears to be of utmost interest for biology,
and THz imaging of plant and animal material debuted in 1995 [47] (see example in
figure 10). It has been possible to image biological samples, especially of specimens
that have a high contrast between aqueous and non-aqueous regions [51].
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FIGURE 10: On the left is the THz image of a fresh leaf. On the right is the
same leaf 48 hours later. The THz radiation is highly attenuated by the water
inside the leaf, which explains that the dryer the leaf is the less absorption

there is. This is illustrated by the colorbar on the right. [47]

In the next section, we will focus on biological samples as it is the application domain of
this thesis.

0.4 Biology and THz

THz-TDS is a low-power technique that is favorable in many applications where samples
are delicate. It is non-ionizing but strongly interacts with molecules, creating potential for
use in biological samples. Moreover, to understand the dynamics and structure of biological
samples, it is interesting to analyze collective displacements of their atoms at the nanometer
and micrometer scales. Indeed, the intermolecular interactions energies are comparable to
the thermal energy kT ∼ 6THz, which is accessible with THz-TDS. That is why this tech-
nique has been widely used to analyze several types of biological samples since the 1990s.

0.4.1 Molecular crystals

In the THz region, crystals mainly exhibit phonon vibrations due to their lattice structure.
This structure has both intramolecular vibrations, occurring within a single molecule, and
intermolecular vibrations, arising from interactions between adjacent molecules. These in-
termolecular vibrations are probed in the THz region while individual molecular vibrations
are seen in the infrared and pure rotations are seen at microwave frequencies (in large
molecules, low frequency intramolecular vibrations can reach the THz range). The easi-
est way to analyze crystalline structured samples that can be produced in large quantities is
to turn them into pellets, namely discs composed of pressed powder.

Structurally simple samples have first been studied, such as saccharides. Glucose has
been a sample of choice in THz-TDS analysis because of the unique absorption features
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its spectrum exhibits. It has been compared to sucrose as the glucose molecule essentially
comprises half of the entire sucrose molecule. Interestingly, it was found that their spectra
were quite different with little overlap of absorption bands, highlighting the difference in
their microscopic structures [11]. Another "golden sample" is lactose, which has proven to be
more complex than generally thought. Using periodic DFT simulations of lactose molecular
crystals, [52] investigated the role of water in the lactose THz spectrum, presenting both
direct and indirect contributions. They showed that, firstly, THz modes are spread over
more than one molecule and require periodic computation rather than a gas-phase one.
Secondly, hydration water does not only play a perturbative role but also participates in the
facilitation of the THz vibrations [53].

The pharmaceutical industry can also rely on THz-TDS analysis, as several drugs such
as aspirin, palatinose, and riboflavin were scanned [54]. Component analysis has been used
to identify concentrations of aspirin, palatinose, and riboflavin in pellets, which could be
useful for non-destructive quality investigations. Another use of THz-TDS for this industry
is its ability to differentiate a crystalline form from another. Indeed, different isomers lead to
different crystalline structures with different spectral fingerprints in the THz range. Hence,
an organic compound can come in different polymorphic forms that typically differ in their
physico-chemical properties and ultimately in their pharmaceutical performance. For ex-
ample, different polymorphs may exhibit varying rates of dissolution in the body, thereby
affecting the bioavailability of that molecule [55, 56]. Therefore it is imperative to identify
which crystalline forms are most effective and stable when establishing new drugs to treat
illnesses.

0.4.2 Water

Since the beginning of THz research, it has been clear that water was the main obstacle due
to its high absorption in this frequency range. In gas phase, it limits the propagation of
THz radiation in free space as well as in samples that contain water in condensed phase,
which concerns most biological samples [57]. Indeed, the great majority of biological tissues
contain water, whether it be in small quantity (for fat or teeth for example) or the major part
of their weight (for soft tissues, such as lungs, skin or muscles) [58]. However, it can also
be seen as a great informative feature when comparing different levels of hydration inside
samples and it also makes a very interesting subject on its own.

Water molecules can be found in two states, free or bound, depending on if they are a
structural unit of an enzyme molecule or a solvent for example. In biological tissues, water
is bound to other molecules, which modifies its structure and thus its THz vibrational re-
sponse. Therefore, knowing liquid water properties in its free or bound state, in the terahertz
range, is fundamental for the study of any biological sample [59, 60].

Many researchers have studied the dielectric response of water since P. Debye introduced
the rotational diffusion model of polar liquids in 1929. If progress has been made on mod-
elizing the dielectric response of liquid water at THz frequencies, there is still no consensus
on the correct model to apply and the molecular-level mechanisms controlling its behavior
remain essentially unknown. This will be the subject of chapter 2.
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0.4.3 Analyzing complex biological samples

After analyzing simple biological samples, researchers have wanted to investigate more
complex ones, such as DNA. Calculations of vibrational modes in the millimeter-wave or
THz ranges have been published for a long time but in 1997, researchers observed vibra-
tional modes in herring DNA for the first time [61]. This created hope for cancer research
as it was thought that defects or damage in DNA strands could be identified because the
local-mode absorbance frequencies would shift. From this, they extrapolated that the de-
gree of tissue damage could be determined from these DNA modes. Furthermore, it has
been discovered that the methylation of DNA, which is an alteration of DNA during the
development of cancer, has a vibrational frequency at 1.65 THz. As a result, several research
groups have been working on the ability to demethylize DNA in the hope of curing cancer
[62].

Other biological samples of importance are proteins. They were first studied in 2000 [10]
and numerous studies have followed since. In order to be closer to in vivo condition, where
the protein is in an aqueous environment composed of water, salts, small organic molecules
and other macromolecules (some of which may interact with it), the protein can be studied
in a simpler defined substitute called a buffer solution. In this type of solution, researchers
were able to probe the conformational changes in these proteins. They found that the major
contribution to absorption of THz radiation is the hydration level in the protein and that the
hydration level can indirectly detect conformational change [63]. Below 10 THz, the analysis
of the structure of proteins is possible in theory if the collective modes can be distinguished
from the hydrogen bond and other modes [64]. However, as was said in the previous section,
liquid water is a strong absorber of low energy photons masking the absorbance due to the
protein. A way to overcome this problem would be to remove water by lyophilisation [65],
however proteins have been demonstrated to lose their structural integrity while in the dry
form. Another way is to freeze the protein in the solution as ice absorbs far less than liquid
water in the THz range but, still, its absorbance prevents much of the spectrum to be used.

All sorts of other biological samples were also investigated. Indeed, slices of skin, adi-
pose tissue, striated muscle, artery, vein, nerve, and portions of blood were scanned from
0.5 to 1.5 THz with THz in transmission mode [66]. The hope of this study was to gain
knowledge in order to be able to interpret scans of complete skin samples.

This succint review of the biological applications for THz-TDS shows its potential. How-
ever, if many studies have been done, the information retrieved is mainly only phenomeno-
logical. In this work, we will focus on the retrieval of information in THz-TDS studies in
order to exploit the potential of this technique in gaining knowledge on all sorts of biolog-
ical samples. After a thorough explication of our data analysis method, we will apply it to
the study of biological samples. First, by analyzing liquid water that is the foundation of
every biological sample and then by working with more complex samples in order to be
able to study virus samples in the future.
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Chapter 1

Recovering information in THz-TDS

Commercial THz-TDS systems are becoming more and more accessible, which attracts many
researchers and industrialists because of the broad range of applications they offer. How-
ever, there are no standardized measurement protocols that ensure traceable results, and no
standardized data analysis either. In this chapter, I will focus on the concept of informa-
tion in THz-TDS, explaining what type of information we can retrieve from experiments,
the limitations of current data analysis processes and how to overcome them thanks to our
home-made fitting software.

1.1 Information in a THz-TDS experiment

The detection antenna in a THz-TDS setup records a time-reconstructed THz pulse, as ex-
plained in section 0.3.1 on the principle of the technique. As a result, at the end of an exper-
iment, the data we obtain is a recording of the pulse, a time-domain trace, that we are going
to analyse to get further information on the material properties.

1.1.1 The transfer function

The ability to measure directly the electric field of the THz pulse gives access to both the
phase and the amplitude of the waveform. Therefore, it provides information on the ab-
sorption coefficient and the refractive index of the sample versus the frequency. This is
achieved by comparing two signals: a reference and a sample time-traces, which propagate
through the setup without and with sample in place respectively. Then, by performing a
Fourier transform of the two time-traces and taking the ratio between them, we obtain what
is called the transfer function of the experiment that can be written as:

T̃(ω) =
Ẽs(ω)

Ẽre f (ω)
(1.1)

Where Ẽs(ω) and Ẽre f (ω) are the Fourier transforms of time-domain signals Es(t) (sample
time trace) and Ere f (t) (reference time trace) respectively.

In order to characterize the propagation of the waveforms inside the setup and model
the transfer function, we can use the transfer matrices inside a material and at the interface
between two materials. In figure 1.1 is illustrated the propagation of the electric field in a
material, at normal incidence, where eFi corresponds to the field propagating to the right
while eBi corresponds to the field propagating to the left, where i ∈ N is the number of
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the layer (or material). Tij and Rij correspond to the transmission and reflection matrices
respectively, with {i, j} ∈ N.

FIGURE 1.1: Propagation of the electric field through material 2 surrounded
by two different materials (1 and 3). eFi is the forward propagating field, eBi
is the backward propagating field, Tij is the transmission matrix between ma-
terials i and j, Rij is the reflection matrix at the interface between materials i

and j, and d2 is the thickness of the second layer.

The relation between the fields at the interface between materials 1 and 2 is:{
eF2 = T12eF1 + R21eB2

eB1 = R12eF1 + T21eB2
(1.2)

Now, we can write the fields from material 2 considering material 1:{
eF2 = T12eF1 − R21T21

−1R12eF1 + R21T21
−1eB1

eB2 = T21
−1eB1 − T21

−1R12eF1
(1.3)

As a result, the transfer matrix between 1 and 2 is:

T1→2 =
(

T12 − R21T21
−1R12 R21T21

−1

−T21
−1R12 T21

−1

)
(1.4)

Where (
eF2
eB2

)
= T1→2

(
eF1
eB1

)
(1.5)

Similarly, we can write the transfer matrix of the propagating wave inside a material:(
eF3
eB3

)
=
(

exp (−jñ2ωd2/c) 0
0 exp (jñ2ωd2/c)

)(
eF2
eB2

)
= P2

(
eF2
eB2

)
(1.6)
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Where ñ2 is the complex refractive index of material 2 where the real part corresponds to a
delay and the imaginary part to an absorption in the material, d2 is its thickness, and ω is
the angular frequency.

In a THz-TDS experiment, material 2 is the sample and materials 1 and 3 are the layers
surrounding the sample, which will be considered as air here. Thus, there are 3 transfer
matrices to consider: the two transmission matrices at the interfaces between materials and
the propagation matrix inside 2. The experiment can then be modelled as:(

eF4
eB4

)
= T2→airP2Tair→2

(
eF1
eB1

)
(1.7)

The THz beam arriving on the sample is eF1 and we suppose that no pulse arrives from the
right which means that eB4 = 0. Since the objective is to obtain the transfer function, it is
more convenient to write equation 1.7 differently:(

eF1
eB1

)
= T−1

air→2P−1
2 T−1

2→air

(
eF4
eB4

)
(1.8)

Since the beam arrives at normal incidence, the transmission and reflection matrices are
singletons which allows us to simplify the transfer matrices:

T−1
air→2 =

(
Tair2

−1 −Tair2
−1R2air

Rair2Tair2
−1 T2air − Rair2Tair2

−1R2air

)
=

1
tair2

(
1 −r2air

rair2 1

)
(1.9)

Resolving equation 1.8 allows us to find the transfer function of the sample:

T̃(ω) =
ẼF4

ẼF1
= tair2t2air

exp(−jñ2ωd2/c)
1 + rair2r2air exp(−2jωd2ñ2/c)

(1.10)

For a multilayer sample, the method stays the same. In figure 1.2 is shown the example
of a 3-layer material, which is a common case in THz-TDS experiments as it depicts, for
instance, a liquid sample held inside a microfluidic cell or a cuvette.

In this case, the relation between the entering and exiting field is:(
eF1
eB1

)
= Tair→1

−1P1
−1T1→2

−1P2
−1T2→3

−1P3
−1T3→air

−1
(

eF8
eB8

)
(1.11)

Which gives the following result:(
eF1
eB1

)
=

1
t3airt23t12tair1

(
A B
C D

)(
eF8
eB8

)
(1.12)

With the A, B, C, D coefficients:

A = exp (jω(n3d3 + n2d2 + n1d1)/c) + r3airr23 exp (jω(−n3d3 + n2d2 + n1d1)/c)
+ r12r23 exp (jω(n3d3 − n2d2 + n1d1)/c) + r12r3air exp (jω(−n3d3 − n2d2 + n1d1)/c)
+ r12rair1 exp (jω(n3d3 + n2d2 − n1d1)/c) + rair1r12r3airr23 exp (jω(−n3d3 + n2d2 − n1d1)/c)
+ rair1r23 exp (jω(n3d3 − n2d2 − n1d1)/c) + rair1r3air exp (jω(−n3d3 − n2d2 − n1d1)/c)
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FIGURE 1.2: Propagation of the electric field through a 3-layer sample. eFi is
the forward propagating field, eBi is the backward propagating field, Tij is the
transmission matrix between materials i and j, Rij is the reflection matrix at
the interface between materials i and j, and di is the thickness of the ith layer.

B = − rair1 exp (jω(n3d3 + n2d2 + n1d1)/c) − rair1r3airr23 exp (jω(−n3d3 + n2d2 + n1d1)/c)
− rair1r12r23 exp (jω(n3d3 − n2d2 + n1d1)/c) − rair1r12r3air exp (jω(−n3d3 − n2d2 + n1d1)/c)
− r12 exp (jω(n3d3 + n2d2 − n1d1)/c) − r12r3airr23 exp (jω(−n3d3 + n2d2 − n1d1)/c)
− r23 exp (jω(n3d3 − n2d2 − n1d1)/c) − r3air exp (jω(−n3d3 − n2d2 − n1d1)/c)

C = − r3air exp (jω(n3d3 + n2d2 + n1d1)/c) − r23 exp (jω(−n3d3 + n2d2 + n1d1)/c)
− r12r23r3air exp (jω(n3d3 − n2d2 + n1d1)/c) − r12 exp (jω(−n3d3 − n2d2 + n1d1)/c)
− rair1r12r3air exp (jω(n3d3 + n2d2 − n1d1)/c) − rair1r12r23 exp (jω(−n3d3 + n2d2 − n1d1)/c)
− rair1r23r3air exp (jω(n3d3 − n2d2 − n1d1)/c) − rair1 exp (jω(−n3d3 − n2d2 − n1d1)/c)

D =rair1r3air exp (jω(n3d3 + n2d2 + n1d1)/c) + rair1r23 exp (jω(−n3d3 + n2d2 + n1d1)/c)
+ rair1r12r23r3air exp (jω(n3d3 − n2d2 + n1d1)/c) + rair1r12 exp (jω(−n3d3 − n2d2 + n1d1)/c)
+ r12r3air exp (jω(n3d3 + n2d2 − n1d1)/c) + r12r23 exp (jω(−n3d3 + n2d2 − n1d1)/c)
+ r23r3air exp (jω(n3d3 − n2d2 − n1d1)/c) + exp (jω(−n3d3 − n2d2 − n1d1)/c)

Finally, the transfer function of a 3-layer material is:

T̃(ω) =
eF8

eF1
=

t3airt23t12tair1

A
(1.13)

The transfer matrix method can be applied to any n-layer material.
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1.1.2 Extraction of optical parameters

Equation 1.1 sets the “forward problem”: knowing Ẽre f (ω) and ñ(ω) one can obtain Ẽs(ω).
Since the experiment gives Ẽre f (ω) and Ẽs(ω), the actual interest is the “inverse problem”,
that is, with knowledge of Ẽre f (ω) and Ẽs(ω), one can determine an estimate of the frequency-
dependent optical properties of a sample (complex index of refraction, permittivity, or per-
meability). The complex refractive index is ñ(ω) = n(ω) + jκ(ω) (or ñ(ω) = n(ω) − jκ(ω)
according to the conventions, we will consider the former here), where n(ω) is what we call
the refractive index and κ(ω) is the extinction coefficient of the sample.

As can be seen in the previous section, three parameters impact the transfer function: the
real and imaginary parts of the complex refractive index and the thickness d of the sample.
If we write the transfer function as: T̃(ω) =

∣∣T̃(ω)
∣∣ exp(−jϕ(ω)), knowing both the exper-

imental expression of the transfer function, T̃(ω)exp, from equation 1.1 and its analytical
expression, T̃(ω)model, from equations 1.10 and 1.13 according to the sample scanned, we
can deduce the real and imaginary parts of the complex refractive index with:

n(ω) = nair +

∣∣∣∣ϕ(ω)c
dω

∣∣∣∣ (1.14)

κ(ω) =
c

dω
ln

(∣∣T̃(ω)
∣∣

T̃(ω)

)
(1.15)

Moreover, we can recover the absorption coefficient α(ω) of the sample with:

α(ω) =
2κ(ω)ω

c
(1.16)

Finally, the complex dielectric permittivity ϵ̃(ω) = ϵ′(ω) + jϵ′′(ω) of the sample, where
ϵ′(ω) is its real part and ϵ′′(ω) its imaginary part, can also be retrieved with:

ϵ′(ω) = n(ω)2 − κ(ω)2 (1.17)

ϵ′′(ω) = 2n(ω)κ(ω) (1.18)

In order to gain more knowledge on the studied sample, one can fit these retrieved
curves to a permittivity model.

1.1.3 Permittivity models

When a particle is placed in a constant field E, the polarizability, α, is defined as:

p = ϵ0αE (1.19)

Where p is the polarization of the particle. When E is not stationary, the polarization is then:

p(t) = ϵ0

∫
α(t − t′)E(t′)dt′ ⇐⇒ p̃(ω) = ϵ0α̃(ω)Ẽ(ω) (1.20)
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The interaction between a material and the electromagnetic field is described by the di-
electric permittivity ϵ̃ and the linear dielectric susceptibility χ̃. The susceptibility is a di-
mensionless proportionality constant that indicates the degree of polarization of a dielectric
material in response to an applied electric field. By making the approximation that the di-
electric susceptibility is linear, we have:

P(t) = ϵ0

∫
χ(t − t′)E(t′)dt′ ⇐⇒ P̃(ω) = ϵ0χ̃(ω)Ẽ(ω) (1.21)

Where P is the polarization density, that can also be defined as:

P̃(ω) = −ner̃(ω) (1.22)

With n the number of dipole moments (per volume), e the elementary charge and r the
displacement from the negative to the positive charge. From equation 1.21, we see that
χ(t) is the impulse response of the material to the electromagnetic wave, and because of
causality it is equal to 0 for (t − t′) < 0; which is translated in the frequency domain by
Kramers-Kronig relations.

The first step is to understand how these macroscopic values depict microscopic pro-
cesses, that is how the charges in the material and the forces acting on them are linked to the
refractive index, the permittivity or the susceptibility.

The Drude model

(A) Simplified drawing of the Drude model. In
blue are the fixed positive charges and in pink are
the electrons propagating inside the material and

colliding with the charges.

(B) Example of the permittivity calculated with a
Drude model with a plasma frequency of 100 THz

and a width γ of 1 THz, where γ = 1
τ .

FIGURE 1.3: Simplified drawing of the Drude model and an example of a
permittivity curve calculated with it.

This model was developed by Paul Drude to represent the behavior of conduction elec-
trons in a metal. The metal is considered as a network of fixed positive charges in which
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the negatively charged electrons travel, as illustrated in figure 1.3a. There are no interac-
tions between electrons and the collisions are inelastic. If we suppose that the electric field
is polarized linearly (and we neglect the magnetic field), the equation of motion is:

me
d ⟨v(t)⟩

dt
+

me

τ
⟨v(t)⟩ = −eE(t) (1.23)

With me the electron effective mass, E the electric field, ⟨v(t)⟩ the mean electron velocity, and
τ the average time between two collisions. This can be written in the frequency domain as:

me jω ⟨v(ω)⟩+ me

τ
⟨v(ω)⟩ = −eẼ(ω) (1.24)

We can then deduce the dielectric susceptibility of the material in the frequency domain:

χ̃Drude(ω) =
P̃(ω)

ϵ0Ẽ(ω)
=

−nev(ω)
jω

ϵ0Ẽ(ω)
(1.25)

When replacing Ẽ(ω) with equation 1.24 we find:

χ̃Drude(ω) =

ne2

meϵ0

j
ω

τ
− ω2

=
w2

p

j
ω

τ
− ω2

(1.26)

Where the plasma frequency ωp is defined as usual: ωp =

√
ne2

meϵ0
.

This shows that the radiation has an effect on the charges via the Drude-Lorentz forces,
which drive the electron motion and then lead to the dielectric susceptibility. This model
is applied to materials containing free charges, such as plasma, metals and doped semi-
conductors. Its dispersion is shown in figure 1.3b. At low frequency (below the plasma
frequency), the materials act as a reflector (very high permittivity) while its behaviour at
high frequencies is the one of a dielectric.

The Lorentz model

The Lorentz harmonic oscillator model is another very famous model. Here, the electrons
are linked to the nucleus with a spring force and the oscillator movement is damped. This is
represented on figure 1.4. The equation of motion, projected on the polarization axis (which
we suppose is the same as the spring axis) is:

me
d ⟨v(t)⟩

dt
+ meΓ ⟨v(t)⟩+ meω

2
0 ⟨r(t)⟩ = −eE(t) (1.27)

With me the effective mass of the electrons, Γ the damping coefficient, ω0 the resonance
pulsation frequency corresponding to the square-root of the ratio between the spring force
and the effective mass of the electron. In the frequency domain, we have:

me(jω)2 ⟨r(ω)⟩+ meΓjω ⟨r(ω)⟩+ meω
2
0 ⟨r(ω)⟩ = −eẼ(ω) (1.28)
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FIGURE 1.4: Simplified drawing of the Lorentz model. The electrons are repre-
sented in blue, the nucleus is the pink circle containing protons and neutrons.

FIGURE 1.5: Example of the permittivity of a Lorentz model with a plasma
frequency ωp of 100 THz, a resonance frequency ω0 of 100 THz and a width of
10 THz. On the left is the real part of the permittivity, the imaginary part is on

the right.

Therefore, using the same method as with the Drude model, we can deduce the susceptibil-
ity:

χ̃Lorentz(ω) =

ne2

meϵ0

ω2
0 − ω2 + jωΓ

=
ω2

p

ω2
0 − ω2 + jωΓ

(1.29)

Its dispersion is traced on figure 1.5. A Lorentz model corresponds to a resonant mode,
its width is the inverse of the damping coefficient in the damped oscillator model.

The Debye model

Another case to cover is the one of polar molecules in gas or liquid phase. In this case,
the molecule has a dipolar moment µ⃗ and the electromagnetic response is triggered by the
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(A) (B)

FIGURE 1.6: (A) The water molecule, its dipolar moment is represented in
blue. (B) Simplified drawing of the Debye model. The blue arrows represent

the dipoles reorienting inside the sample.

dipole orientation. The usual way to represent this is the Debye model. It gives the dielectric
constant of a liquid composed of polar molecules diluted in a liquid composed of non-polar
molecules. An important hypothesis to keep in mind is that there are no dipole-dipole in-
teractions inside the liquid in this model.

The equation of motion, in this case, is a Euler Langevin equation [67], which describes
the rotational Brownian motion in the space of a sphere, when the inertia of the sphere is
neglected:

−Γ
#     »

ω(t) =
#    »

λ(t) +
#    »

µ(t) ∧ #     »

E(t) (1.30)

With Γ
#     »

ω(t) the damping torque due to Brownian movement,
#    »

λ(t) the white noise driving
torque due to Brownian movement (so that <

#    »

λ(t) >= 0 and <
#      »

λi(t).
#        »

λj(t′) >= 2kTΓδi,jδ(t −
t′), where the indices i, j = 1, 2, 3 in Kronecker’s delta δi,j correspond to the Cartesian coor-
dinate axes X, Y, Z), and

#    »

µ(t) the dipole. Since this dipole is considered rigid:

d
#    »

µ(t)
dt

=
#    »

µ(t) ∧ #     »

ω(t) (1.31)

Equation 1.30 becomes, after multiplying by
#    »

µ(t):

−Γµ̇(t) =
#    »

λ(t) ∧ #    »

µ(t) + µ2 #     »

E(t) −
(

#    »

µ(t).
#     »

E(t)
)
∧ #    »

µ(t) (1.32)

After a few steps [67], this results in a Fokker-Planck equation from which we find the
response to a step function (the field E⃗(t) is null at t = 0):

P(t > 0) =< µ⃗(t > 0) >=
nµ2E0

3kT
exp(− t

τD
) (1.33)
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With E0 the amplitude of E before t = 0, T the temperature, k the Boltzmann constant, and

τD the Debye relaxation time constant where τD =
Γ

2kT
.

In any integrable linear system, the response to a step function is the integral of the
impulse response, which is the susceptibility. Therefore, we can calculate the susceptibility
by deriving the response to a step function. So, in the case of a polar liquid:

χ̃(ω) =
∫ ∞

−∞

(∫ ∞

0

nµ2

3kt
1

τD
exp

(
−t
τD

)
exp(jωt)dt

)
exp(jωt)dω =

nµ2

3kT
1

1 + jωτD
(1.34)

=
∆ϵ

1 + jωτD
(1.35)

Where ∆ϵ =
nµ2

3kT
.

This formula does not take into account the inertial term, by taking it into account, 3kT
[67] becomes 2kT. An example of dispersion of the Debye model is traced on figure 1.7.

FIGURE 1.7: Example of the relative permittivity calculated with a Debye
model with ∆ϵ = 1000 and a time constant of 0.01 ps.

All of these examples illustrate how the motion of electric charges inside a material
builds the refractive index and, reciprocally, how the excitation of a material with a beam
will trigger a motion of charges.

1.2 Retrieving information in the frequency domain

We have seen that it is possible to deduce the complex refractive index from the experimen-
tal data. However, the inverse problem stated in section 1.1.2 can only be solved analytically
by ignoring the Fabry-Perot term (i.e. by ignoring reflections inside the sample) by using a
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temporal filter for instance [68] and only for a sample without absorption. These assump-
tions imply that there is no phase term in the transmission coefficients. Hence, the method
consists in the extraction of the unwrapped phase from the THz-TDS data in the frequency
domain in order to obtain the refractive index with equation 1.14. Another implication of
these assumptions is that there are no losses during the pulse propagation. As a conse-
quence, this method is limited to optically-thick (nd > 1.5 mm), non-absorbing samples for
a typical THz-TDS setup.

Nevertheless, it is possible to determine the real part of the refractive index from the
unwrapped phase, and then add the losses contribution by adding an imaginary term to the
refractive index. This creates the need to compensate the phase term in the transmission due
to this imaginary part, thus doing these two steps several times until a satisfactory result
is reached. However, this method does not guarantee the convergence or any reliability
of the obtained results. Since this technique does not fulfill the Kramers-Kroenig relation
(therefore it is intrinsically non-causal), it can be improved by solving the inverse problem
with a numerical approach. To do so, one defines an error function:

Err(ñ)(ω) = (|T̃exp(ω)| − |T̃model(ω)|)2 + ψ(ϕexp(ω) − arg(T̃(ω)model))2 (1.36)

This error function adds the errors from both the modulus and the phase between the mod-
eled transmission coefficient and the experimental one. ψ is a weighting coefficient en-
abling the addition of the phase and modulus errors, its value is usually set to 1 amplitude
unit/rad.

Once the error function has been defined, a minimization algorithm must be imple-
mented. For example, one can use the simplex method (a gradient free method) [69] or a
quasi-Newton algorithm [70, 71]. This has to be applied to every single frequency and gives
as a result the real and imaginary parts of the complex refractive index ñ(ω) and κ̃(ω). This
method is fast and works regardless of whether the Fabry-Perot effect is taken into account
or not. However, the result does not respect the Kramers-Kroenig relations, which creates a
significant issue during the unwrapping step that strongly depends on the dynamic range.

It has been shown that it is possible to partially solve this problem by including a correc-
tion of the unwrapped measured phase using partial Kramers-Kroenig relations [72]. More-
over, in the error function 1.36, both the modulus and the phase errors have the same weight.
Any weighting other than 1 amplitude unit/rad could improve or diminish the efficiency
and accuracy of the algorithm.

Both the iterative and the optimization techniques show good results, but they are lim-
ited: there is still a need for a precise measurement of the sample thickness or the implemen-
tation of an additional optimization step to retrieve it [73]. In addition, a low dynamic range
of the measured data or a strong absorption in the sample lead to difficulties in obtaining
the refractive index following the Kramers-Kroenig relations. Indeed, the phase is lost in the
frequency range where the signal value is below the noise level [72], which implies an addi-
tional step while performing the phase unwrapping. This step includes more assumptions
of the number and the shape of the absorption peaks. Furthermore, the arbitrary weighting
between the phase and the amplitude, as well as an arbitrary limitation of the bandwidth to
avoid the range of low dynamic range, limits the robustness and thus the expansion of the
optimization method.

Nevertheless, with the complex refractive index retrieved by these techniques, it is pos-
sible to extract further information about the material itself. For this purpose, the refractive
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FIGURE 1.8: The fitting process in the frequency domain

index is fitted using permittivity models such as described in section 1.1.3 [74–80], or an-
other possibility is to fit directly the dielectric permittivity [81–85]. Indeed, the parameters
of these permittivity models give insight on the motion and the state of the charges inside a
sample, or on the signature of a compound. To retrieve them with a fitting process in the fre-
quency domain, optimization routines are used [86, 87], such as genetic algorithms [88], or
nonlinear least square fitting [76, 78, 84, 89] for example based on the Levenberg-Marquardt
algorithm [81, 90, 91]. Some groups are also using home-made softwares [92, 93]. The prin-
ciple of the fitting process is shown in figure 1.8, it has shown promising results, but has
several drawbacks as previously described, this is why a few researchers are looking into
fitting the data in the time-domain instead.

1.3 Retrieving information in the time-domain

THz-TDS outputs a signal as a function of time, which means that a Fourier transform has
to be applied in order to fit the data in the frequency domain. In addition to losing the phase
for strong absorption, this produces artifacts that can degrade the quality of the fit and yield
misleading results. As a result, we decided to create our own fitting software, coded with
the Python language, in which the fits are done in the time-domain [94].

In this case, we need two types of information to begin the optimization routine:

1. The experimental data, that is two time-traces: one without sample, Ere f (t), and one
with sample, Esample(t).

2. A permittivity model depending on a set of parameters {pi} depicting how the sample
transforms the reference pulse into the modeled one (Emodel{pi}(t)).
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Then, the error function to minimize is:

Err{pi} =
t=tmax

∑
t=0

(Emodel{pi}(t) − Esample(t))2dt (1.37)

The result given by this function changes according to the values the model parameters
{pi} take. The goal of the optimization algorithm is to find the parameters that minimize it.
This function is proportional to the electromagnetic energy, which helps the user interpret
the results and understand any discrepancies in either the experiment or the model. For
instance, it facilitates the understanding of any divergence or convergence of the fit algo-
rithm to some local minimum, or validates the choice of a model during the optimization.
Moreover, Parseval’s theorem states that the norm of a function is the same as the norm of
its Fourier transform, meaning that:

Err{pi} =
ωmax

∑
ω=ωmin

∣∣Ẽmodel{pi}(ω) − Ẽsample(ω)
∣∣2 dω (1.38)

This is extremely convenient as it allows the calculation of the error function in both the time
and frequency domain without performing a Fourier transform at each iteration. Specifi-
cally, since all the refractive index models are defined in the frequency domain, this formula
allows one to perform the time-domain optimization while computing the error function in
the frequency domain.

1.3.1 Optimization algorithms

To perform the optimization, we implemented several routines in order to have a versa-
tile tool adapted to any parameter retrieval. As a result we decided to use a library offering
several optimization algorithms (the Python-based optimization package called PyOpt [95]),
which is designed to formulate and solve nonlinear constrained optimization problems. The
main advantage of this package is that it includes 20 different optimization algorithms, al-
lowing the users of Fit@TDS (the name of our time-fitting software) to change the algorithm
according to their specific needs. In addition, PyOpt allows parallelization, which is ex-
tremely useful for decreasing the computation duration. Here is a short description of the
different algorithms we use in the software.

Swarm particle algorithms

A swarm particle algorithm solves the problem by having a population of candidate solu-
tions, the particles, and moving these particles around in the search-space according to a
formula over the particle’s position and velocity. Each particle’s motion is influenced by
its local best known position, but is also guided towards the best known positions in the
search-space, which are updated as better positions are found by other particles. Therefore,
the swarm moves slowly towards the best solutions. This algorithm ensures to find a global
minimum of the error function.

The swarm routine we implemented is called “ALPSO” (Augmented Lagrangian Particle
Swarm Optimizer), which is an improvement on the basic “swarm particle optimization”
approach used in constrained engineering design and the optimization problem [96]. It
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is a parallel augmented Lagrange multiplier particle swarm optimizer developed in Python
[95]. Its advantage is that it is a versatile method that makes no or few assumptions about the
problem being optimized, and can search very large spaces of candidate solutions. However,
it is not optimized in terms of computation time, and is the slowest out of all the proposed
algorithms.

Gradient descent optimization algorithms

The principle of a gradient descent is to take repeated steps in the opposite direction of the
gradient of the function at the current point, because this is the direction of steepest descent.
The derivative (or slope) at the starting point will be steeper, but as new parameters are
generated, the steepness should gradually reduce until it reaches the lowest point on the
curve, which is the point of convergence.

We use two different gradient descent algorithms. The first one is called “L-BFGS-B”
(Limited-memory Broyden–Fletcher–Goldfarb–Shannon Boxed algorithm), from the scipy
library, and the second one is called “SLSQP” (Sequential Least-Squares Programming).
They both use quasi-Newton methods [95]. Contrary to the “ALPSO” algorithm, they have
a very low computation time, but they only provide a local minimum, which means that the
first guess of the parameters must be close to their optimized value.

Dual annealing algorithms

There is also a dual annealing algorithm provided in fit@TDS, which is based on the simu-
lated annealing optimization algorithm. In this a simulated annealing routine, a candidate
solution is modified in a random way and the modified solutions are accepted to replace
the current candidate solution probabilistically. This means that it is possible for worse so-
lutions to replace the current candidate solution. The probability of this type of replacement
is high at the beginning of the search and decreases with each iteration, controlled by the
“temperature” hyperparameter.

Among several modifications to the simulated annealing approach, in dual annealing,
a local search algorithm can be applied to the solution found by the simulated annealing
search [97]. This way, the algorithm can locate the search-space where the optimal solution
is and then locally search the optima in the area. This diminishes the computation time and
gives an alternative to a swarm particle algorithm when there is no previous knowledge on
the parameters to retrieve.

1.3.2 Validation of the method on a simulated sample

To showcase the efficiency of our software, let us use it on a simulated sample. To do so, I
recorded a reference spectrum (hence there is no sample inside the setup) with the TeraSmart
THz-TDS setup by Menlo Systems GmbH (with 1000 accumulations). Then, I simulated the
time-trace we would obtain if a 5 mm thick sample was placed in this setup by convoluting
the transfer function of equation 1.10 with the reference time-trace. The complex permittiv-
ity of the simulated sample was set to follow a Lorentz model with the following parameters:
ϵ∞ = 4; ∆ϵ = 0.001; ω0 = 0.5THz; γ = 0.1THz, where:

ϵ(ω) = ϵ∞ +
∆ϵω2

0

ω2
0 − ω2 + jωγ

(1.39)
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(A) (B)

FIGURE 1.9: (A) Time-traces of the experiment. In black is the reference time-
trace, in pink the time trace of the simulated sample, in blue dots the resulting
fitted time-trace and in grey the difference between the pink and blue curves
(times 100) and shifted for clarity. (B) The corresponding spectra to the time-

traces on the left.

Finally, to be closer to real experimental conditions, I added a Gaussian white noise to the
sample time-trace, with a magnitude equivalent to the level of the high frequency noise
observed in figure 1.9 (5.10−4 of the amplitude unit used, and approximately −80 dB com-
pared to maximum power spectral density). The data at the end of the reference time-trace,
on a segment length corresponding to the time delay between the two THz pulses (with and
without sample), was set to zero to avoid any folding effect due to the periodicity of the fast
Fourier transform (FFT) ("Zero padding").

These two time-traces were used as inputs into fit@TDS, their time-traces and spectra are
shown in figure 1.9. The retrieved permittivity is shown in figure 1.10. Then, after entering
guesses and bounds for all the parameters (±1% for the thickness, ±50% for the other pa-
rameters), I chose the dual annealing algorithm with 1000 iterations. The optimization took
around 10 s on a common personal computer (Intel(R) CoreTM i5-8250U CPU @ 1.60 GHz)
and retrieved the correct parameters, with a final error equal to 0.086%. In fact, the com-
putation time strongly depends on the algorithm chosen, the size of the search-space, and
thus on the bounds we specify. In the difference between the fit and the simulated data,
we can see an extremely small discrepancy between the targeted sample time-trace and the
fitted one. This discrepancy is due to the noise added to the simulated sample time-trace,
meaning that the algorithm converged and that the L2 residual error is simply the L2 of the
added noise. The results for the Lorentz model parameters are very close to the targeted
ones, their retrieved value is: ϵ∞ = 4.00000506; ∆ϵ = 0.000998788733; ω0 = 0.499980203THz;
γ = 0.0998637352THz and thickness = 4.99999319mm. Moreover, the advantage of fitting
in the time-domain is highlighted by figure 1.10 in which we see the artifacts that appeared
due to the frequency domain retrieval on the pink curve. The blue curve is obtained with
the time-domain fitting process.
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(A) (B)

FIGURE 1.10: Permittivity retrieved with the frequency domain formula from
section 1.1.2 (in pink) and retrieved from the fit (in blue). (A) is the real part

and (B) is the imaginary part.

1.4 Improving the extraction of information by taking experimen-
tal noise into account

Our time-domain fitting software works well for simulated samples or samples where a
Gaussian random noise has been added. However, as for other fitting methods, the permit-
tivity model used for the fit is an ideal noiseless one. This is not a problem if we make the
approximation that the experimental noise is a Gaussian white noise but, when correlated
and non-Gaussian noise is also present, the algorithm considers its distribution as part of
the data to fit and can mistake it for real physical features. To sum up, it offers poor dis-
crimination between good models and bad ones, as studied by [98]. This is problematic
when analyzing all sorts of samples. For example, the model chosen in the case of gases
will change the shape of the absorption lines in the spectrum, leading to different interpre-
tations as the broadening can be caused by collisions or by the Doppler effect. In liquids,
and more precisely water, the question is even more important as there is no consensus on
the correct model in the THz range. Several models are discussed, hence different physical
interpretations, so a good criterion is necessary to pick the right one.

1.4.1 Implementing a new error function for the fitting process

So, how do we take experimental noise into account during the fitting process? Our first
idea was to enter a new information, the experimental noise envelope, corresponding to
the difference between two measurements of the sample inside the setup. This information,
Enoise(t), is used to define a new error function:

Err{pi} =
t=tmax

∑
t=0

(Emodel{pi}(t) − Esample(t))2

Enoise(t)
dt (1.40)
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However, if it indicates where the uncertainties are located, it doesn’t take into account the
input noise and correlations: when the input noise is convoluted by the transfer function,
its contribution is found in all of the Fabry-Perot echoes in the sample time-trace. That is
why we looked into the maximum likelihood estimator method explained in [98]. For this
method, there is an additional step of creating a noise matrix that will be implemented later
into the error function calculation. This noise matrix contains information about the noise
both in the reference and sample time-traces but also information about the correlations.
The creation of such a noise matrix is explained later in section 1.6.2.

Now, it is possible to use a least-square algorithm to minimize an error function taking
into account this noise convolution matrix (NCM) as all of the information about the noise
is present. This new error function is [98]:

Q(pi) = [r(pi)]⊺r(pi) (1.41)

where
r(pi) = [Mnoise(pi)]−

1
2 [(Emodel(pi) − Esample)] (1.42)

and Mnoise(pi) is the noise convolution matrix, Emodel(pi) is the vector containing the fitted
time-trace data points, Esample is the vector containing the experimental sample time-trace
data points.

With this error function, the software is only fitting the data. A last step to compare two
models between one another is to use the Akaike criterion [98]:

Qcompare(pi) = Qoptimum(pi) + 2Npi (1.43)

where Npi is the number of free parameters in the model and Qoptimum(pi) is the result of
equation 1.41 for the optimum parameters. The smaller the result, the better the model.
Moreover, this way, the optimal model is the one that has the best fit while not being over-
parametrized.

This equation is the last one from [98], and has certain limitations. Indeed, their method
relies on a Monte-Carlo study that cannot be applied on real experiments as we would have
to record a large number of spectra consecutively (their example shows 50 waveforms),
which is impossible for stability reasons (temperature variations, etc...). Moreover, their
transfer function is equal to 1, meaning that they don’t have a sample inside their simulated
experiment, they only compare two reference time-traces. Finally, they suppose that experi-
mental noise is non-deterministic, which is not true in a real THz-TDS setup, as we will see
in the next paragraph.

1.4.2 Experimental noise is deterministic

Experimental noise arises from different parts of the setup. It is the combination of different
types of noises, such as dark noise or delay noise. The causes are numerous, such as fluc-
tuations of the femtosecond laser intensity, vibrations in the delay line, noise in the bias of
the photoconductive antennas, reflections within components, noise in the transimpedance
amplifier, or influence of the temperature on the optical fibres as illustrated on figure 1.11.
The sample can also be seen as a source of noise, or more generally non-reproducibility, as
it may differ from the model due to its inhomogeneity, its scattering properties, or simply
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FIGURE 1.11: THz-TDS setup and its sources of experimental noise

because of the temperature variations of its environment during the experiments. Uncorre-
lated Gaussian white noises can be minimized by increasing the number of averaging when
data is collected but averaging during a long time can lead to other artifacts due to the vari-
ations in the environment so that a compromise has to be made. Moreover, other noises are
correlated to the signal or determinated by the signal and thus independent from the aver-
aging and cannot be minimized by accumulation during the experiment but should instead
be modelled.

There are a lot of different contributing noises and, if some are uncorrelated and can
indeed be depicted as Gaussian noises, others are to be analyzed before approximating that
all experimental noises are Gaussian noises. The approximation is valid for noises such as
thermal noise, Johnson noise (or thermal noise), Shot noise, amplification noise or laser noise
because, no matter their shape, the error bars of THz-TDS experiments are greater than their
contribution amplitude for an adapted averaging. However, other noises contribute more to
the experimental noise and these are the ones we are going to analyze here. It is important
to keep in mind that the noise profiles are also extremely dependent on the setup.

We analyse the four noises shown in figure 1.12 separately in order to find a way to
remove them from the experimental signal so that they don’t impair the fitting process. If
they can’t be removed, a procedure will be implemented in the fitting software to take their
contribution into account.

Dark noise (absence of IR excitation on both antennas)

We call "dark noise" the random signal that is generated by the detector. Even when no
THz (or IR) pulse is shone onto the detector, some charge carriers exist in the semiconductor
and hole-electron pairs can be created, generating a small current leading to this dark noise.
We recorded it by unplugging the two optical fibres that link the femtosecond laser to the
PC antennas so that they are no longer excited. The result is shown on figure 1.12a. This
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(A) Dark noise (no optical excitation on both pho-
toconductive antennas) recorded with two differ-
ent averages, its contribution decreases when the
averaging increases, independently of the time

window.

(B) THz-dark noise (no optical excitation on the
emitter) recorded with two different averages, its
contribution decreases when the averaging in-
creases. However, it is a deterministic signal that

depends on the chosen time window.

(C) The two types of THz-dark noises, in blue
without excitation on the emitter, in pink with op-
tical excitation on the emitter and an absorber be-

tween the two antennas.

(D) Remaining noise after removing the contribu-
tions of the THz-dark noise and fixing the delay.

A zoom between −5 ps and 5 ps is provided.

FIGURE 1.12: The most contributing noises to the THz-TDS experimental
noise.

noise is not deterministic and its amplitude decreases as we increase the averaging number
(or the integration time). Indeed, its noise spectral density goes from 5.10−6µV/

√
Hz for

50 averages to 1.10−6µV/
√

Hz for 5000 averages. As expected it does not depend on the
time window scanned. The approximation that it is a Gaussian white noise can be made. In
conclusion, it impacts the fitting process, as it will be present in the Fabry-Perot echoes, but
does not invalidate the fit because of its amplitude and the fact that it is non deterministic.
It will be neglected in the rest of the study.
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THz-dark noise

We call “THz-dark noise” the signal recorded by the THz-TDS in the absence of emission
of a THz pulse. Hence, the detector is excited by the femtosecond laser but there is no THz
pulse received as the optical fibre going to the emitter is unplugged. As we can see on figure
1.12b, the excitation has an impact on the noise recorded, its amplitude is now one order
of magnitude greater than the previous recording (Dark noise 5000 averages). Moreover,
it seems that there are two components to this noise: an uncorrelated variable one and a
deterministic uncorrelated one (that we can call artefact).

FIGURE 1.13: Five measurements of the THz-dark noise, the shape is very
repeatable.

Figure 1.13 shows 5 measurements of this THz-dark noise with an averaging number of
5000 (i.e. an integration time of around 20 min). It is clear that its shape is very different from
a Gaussian noise and is repeatable, as well as its amplitude. This artefact varies with time,
and its amplitude contribution is most important at low frequencies, below 200 GHz, that
is close to the frequency limit of the system. Hence, it is of utmost importance to remove
this artefact, as it is a signal that does not go through the sample, otherwise it is easy to
mistake it for real physical features when it is added to the pulse signal. This artefact is not
present in standard THz-TDS setups like the ones based on Titanium-sapphire lasers and
slow mechanical delay lines. It seems to be typical of the Menlo TeraSmart design.

In a usual experiment, both of the PC antennas are excited by the femtosecond laser.
Thus, we recorded the THz-dark noise signal again by blocking the slot occupied by the
sample during an experiment with a THz absorber (microwave absorber panel from Mi-
crowave Absorbers Inc., reference MA-F025K). We will call this THz-dark noise signal ’B’
while calling the first one ’A’. The result is shown in figure 1.12c. Ideally, this signal should
have been the same as the previous one but it is clearly not the case. It implies that some
parasitic signal arrives to the detector even when we block the path of the main signal.
Therefore, it is most probably purely optical. The contribution of this parasitic signal, as re-
peatable as the previous one, is also most important at frequencies below 200 GHz, meaning
that we should filter the data in order to get rid of both THz-dark noises. That is why we
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implemented a high-pass filter into fit@TDS in order to get rid of the unwanted data. This
filter is a smooth step function, with the following formula:

y[n] = 0.5 + 0.5 tanh
(

( f [n] − fcut)α
fcut

)
(1.44)

Where f is the frequency, fcut the cut frequency (200 GHz in our case), and α the sharpness
of the filter, set at 10 here. This can be adjusted to each setup according to the company’s
claims considering the frequency range. With a cut frequency of 200 GHz, we obtain the
result shown in figure 1.14. The deterministic component of the noise (the artefact) is no
longer there and the remaining THz-dark noise signals, without and with excitation on the
emitter, have, after this filtering, a contribution of the same order of magnitude as the dark
noise. In conclusion, this perturbation is no longer deterministic and can be neglected after
the filtering.

FIGURE 1.14: THz-dark noises ’A’and ’B’, before and after the filtering pro-
cess. On the left is the frequency domain and on the right the time domain.

Delay noise

When recording the same time trace repeatedly, it appears that there is a small delay between
each pulse of the order of a few femtoseconds, smaller than the laser pulsewidth. In fact, the
variations in the delay line mechanical positioning can cause a mechanical jitter and a small
time drift during an experiment. Then, this delay corresponds to the average of the time
drift during the time the spectrum was recorded. This small delay can lead to imprecision
when retrieving the refractive index and/or the thickness of a sample. In order to lessen its
contribution to the experimental noise, we implemented a feature in fit@TDS that allows the
user to readjust two pulses so that there is no more delay between them.

1.4.3 There is a small noise depending on the signal left

The other sources of experimental noise cannot be recorded separately. The only possibility
is to find out what is left in the noise when all of the previous ones have been fixed. To do
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that, we take 5 reference measurements, that is with both antennas excited by the femtosec-
ond laser and no absorber inside the setup. Then, we use the high pass filter with a 200 GHz
frequency cut and readjust the average delay between the pulses. Finally, we subtract each
of the 5 signals to the mean. Figure 1.12d shows that there is still a small noise left, which is
not deterministic but correlated to the signal.

This noise corresponds to a sum of signals coming from the other sources of noise in
the setup, such as delay drift (we only adjusted the mean time drift), shot noise and laser
power fluctuations. This noise is correlated to the signal. It means that noise at one partic-
ular time contains information about the noise at neighbouring times. We found that this
leftover noise is proportional to the signal and its second derivative. The first derivative
corresponding to the average delay drift, it has already been fixed. Thus, before any fitting
process can be done on the data, one has to fit this leftover noise, y(t), with the following
model:

y(t) = a × x(t) + b × ẍ(t) (1.45)

Where x(t) is the time-domain signal and ẍ(t) its second derivative. a and b are the propor-
tionality coefficients.

Once this final step has been done, we can see on figure 1.15, that most of the experi-
mental noise has been eliminated. There is only a small contribution left. We found that this
signal corresponds to the flickered noise, which is non deterministic. Therefore, by taking
the envelope of this noise, we will now apply the method proposed by [98] and retrieve the
corresponding convolution noise matrix and use the new error function during the fitting
process.

FIGURE 1.15: Experimental noise recorded on our Menlosystems THz-TDS
setup after having removed the contribution from other sources of noise and
the term proportional to the signal derivative. A zoom between −5 ps and

5 ps is also provided.
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1.5 An overview of fit@TDS

Now that the theory behind the software has been explained and all the different features
mentioned, I will give an overview of the interface of the software. It has greatly improved
since [94], and this overview corresponds to its current state, three years later. The interface
is now composed of four tabs. The first one is called “create material” and allows the user
to create a file containing the model parameters of a material (he chooses). This file is useful
if we want to use a fixed material in the study.

FIGURE 1.16: Initialization tab of the software

The second tab is called “Initialisation” and is shown on figure 1.16. The yellow part
consists in entering information on the sample, such as the number of layers it contains,
the number of materials we want to optimize and the number of fixed materials (meaning
that we already know the parameters of this layer). The two bottom lines correspond to the
path of the files containing the time trace data of the reference and of the sample. The red
part gives a choice to fit the delay and the noise proportional to the signal and its second
derivative. If we choose to do so, we have to enter a guess for the parameters as well as
boundaries for their search. In the blue part, the user chooses to apply filters on the signal
or not. There are a high pass filter, a low pass filter, and a feature to set to zero the final
points of the time trace of the reference, on a length corresponding to the delay between
the reference and the sample pulses. This last feature is useful to avoid folding due to the
periodicity of the fast Fourier transform. Finally, in green, the user enters a guess for the
thickness of the sample and the uncertainty on this value.

The next tab is called “Model parameters” and is shown on figure 1.17. The yellow part
corresponds to the permittivity model choice, where are displayed all the models available,
such as Drude, Lorentz, or Debye. Any other model can be added to the software easily. On
the right, in the blue part, the user has to enter a guess and boundaries for each parameter
of the chosen model. There is also the possibility to directly enter a file containing this
information, which is useful when the model contains a large number of parameters.
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FIGURE 1.17: Model parameters tab of the software

FIGURE 1.18: Optimization tab of the software

The final tab is called “Optimization” and is shown on figure 1.18. In blue, the user
chooses the path and the name for the output files (the time domain data of the fitted pulse,
its frequency domain data and the values of the optimal parameters). The yellow part cor-
responds to the algorithm choice and the number of iterations associated to it (as well as
the size of the search-space for the swarm particle algorithm). The red part corresponds
to the weighting of the fit, where we can enter the noise convolution matrix of the experi-
ment. Finally, the red part highlights all the possible curves the software is able to display,
such as the refractive index of the sample, its time domain waveform, its spectrum, or the
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differences between the experimental and fitted curves (residuals).

1.6 An example: Analysis of an α-lactose monohydrate pellet

The monohydrate-crystallized form of lactose, called α-lactose monohydrate, has become
the “gold standard” in THz-TDS thanks to its easily recognizable absorption peaks at 0.53,
1.19 and 1.37 THz. Moreover, due to its availability and low cost, lactose samples are often
used to test THz spectroscopy equipment [99], serve as a “first-try” sample in minor-volume
detection techniques [94, 100], and are used as a mixture compound in approving methods
for content quantification [101]. Furthermore, the study of lactose is important for pharma-
cology [102], medicine [103] and the food industry [104].

We chose to illustrate our fitting software with this sample because, first, it is a “textbook
case”. However, even if there are numerous studies in the literature, lactose is a complex
sample due to its polymorphism making it a molecular crystal hard to simulate. The the-
oretical explanation of the lactose THz spectrum is rather rare in literature and is mostly
based on gas phase DFT calculations considering a single lactose molecule, and not crys-
tals, meaning the collective vibrations are not taken into account [105]. As a result, proper
comparison of numerical simulation results and experiments has yet to be done. Finally,
providing a good fit of lactose means that we can use the same method for other complex
samples.

1.6.1 Experimental protocol

FIGURE 1.19: A pellet - disc composed of pressed powder - on the left, and its
holder on the right. The holder was designed with Solidworks and built with

aluminum in the laboratory workshop.

The lactose powder (α-lactose monohydrate) was purchased from Sigma-Aldrich Co.
Ltd. ((≥ 99.9% total lactose basis including less than 4% β-lactose) ) and was pressed into a
pellet (there was no dilution) with a 13 mm diameter and 600 µm thickness, such as shown
on figure 1.19. The measurement was made with a commercial Terasmart setup by Men-
losystems, shown in figure 1.11, placed inside a nitrogen-purged box. To the two collimating
lenses with a 50 mm focal length we added two focusing lenses with the same focal length
since the diameter of the pellet is smaller than the diameter of the collimated THz beam.
The sample was placed in the middle of the setup, held inside a home-made metallic holder
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(see figure 1.19). The reference was taken with the same holder without any pellet inside.
In order to build the noise convolution matrices, we took two consecutive measurements
in both cases. A time trace of the reference and one of the sample and their corresponding
spectra are shown in figure 1.20. The oscillations we see on the lactose time trace are due to
the echos inside the pellet as well as the absorption, visible under the form of a peak on the
spectrum.

FIGURE 1.20: Time-trace and spectrum of the reference (i.e. the THz pulse
goes through the holder without pellet inside, in black) and the sample (in
pink). The time-trace measurement was actually made on a larger time range

(between -80 and 120 ps but it is zoomed in for visibility.

1.6.2 Retrieval of the noise matrices

The first step after having acquired the data is to do the pre-processing explained in section
1.4.2. Since we have two consecutive measurements for the reference and two consecutive
measurements of the sample, we can retrieve the remaining noise for each set by subtracting
the two and applying the high-pass filter, correcting the delay and fixing the noise propor-
tional to the signal and its second derivative. We are left with the two signals in blue shown
in figure 1.21.

The next step consists in retrieving the envelopes of the signals in figure 1.21, which are
displayed in pink. The remaining signal inside these envelopes is a Gaussian noise, thus
all the information is contained in the envelope. Then, we take the square of this envelope.
Finally, I created a Matlab program with the following steps:

1. With the two time-traces (from the reference and the lactose sample), we start by cal-

culating the experimental transfer function of the experiment: T̃F(ω) =
Ẽlactose(ω)

Ẽre f (ω)

2. We begin a Monte Carlo study, meaning that we repeat the following steps a large
number of times:

• We multiply each noise envelope by a random vector, to obtain σnoise,re f (t) and
σnoise,sample(t).
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FIGURE 1.21: Remaining noise after the pre-processing of the reference time
traces (on the left) and the sample time traces (on the right)

• For the reference, we apply the transfer function to this result in the frequency do-
main, and then go back to time domain: σnoise,TFre f (t) = FT−1 [FT

[
σnoise,re f (t)

]
.T̃F(ω)

]
(where FT is short for Fourier Transform). This indicates the contribution of the
reference noise in the Fabry Perot echoes as well as in the principal pulse.

• We multiply each result by its transpose in order to obtain a matrix: Ure f =
σnoise,TF(re f )(t).σT

noise,TF(re f )(t) and Usample = σnoise,sample(t).σT
noise,sample(t).

3. Once the Monte Carlo study over, we add all the results to obtain the final matrices and
finally add the reference and sample noise convolution matrices: Utot = Ure f +Usample.

4. Following equation 1.42, we invert and take the square-root of this matrix to obtain

the final NCM: U f inal = [Utot]
− 1

2 .

The result is shown in figure 1.22. To sum up, the diagonal terms correspond to the sum
of the two noise envelopes and the crosses (off-diagonal non-zero terms) correspond to the
contribution in the echoes of the noise on the reference. Indeed, the pink curve extracted
from the noise matrix possesses oscillations, which means that the noise has a contribution
in those. However, the blue curve is flat where the pulse is located. Now, we can use it as
an input in fit@TDS to perform the fit of the lactose sample.

1.6.3 The fitting process

In the literature, the lactose absorption peaks are usually modelled by Lorentz oscillators.
However, since there are different dynamics behind each peak, there is no reason why they
should all have the same shape. Therefore, our goal is to use our new metric to compare
Lorentz and Voigt models for each peak, which will give us more information on the mi-
croscopic structure of the sample. Indeed, an ideal crystal would have Lorentz absorp-
tion peaks, but defects inside the structure broaden the peaks, creating the need for a Voigt
model. Their formula are given in equations 1.46 and 1.47.

χLorentz(ω) =
∆ϵω0

2

ω02 − ω2 + jωγ
(1.46)
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(A)
(B)

FIGURE 1.22: (A) Noise convolution matrix (NCM) of the lactose experiment.
I traced the logarithm for better contrast. The big cross corresponds to the
contribution of the reference noise in the principal pulse and the Fabry-Perot
echoes, which correspond to the oscillations after the main pulse on the sam-
ple time trace. (B) Plot of two of the columns of the noise matrix. In pink is
column 1350, which is located in the middle of the cross, and in blue is column

5000, which is located far from the cross.

χVoigt(ω) =
1√
2πσ

∫ ∞

−∞

exp (
−ω2

2σ2 )∆ϵω0
2

ω02 − ω2 + jωγ
dω = χLorentz(ω) ∗ 1√

2πσ
exp (

−ω2

2σ2 ) (1.47)

where ∆ϵ is the strength of the oscillator, ω0 is the centre frequency of the Lorentz oscillator,
γ is the width of the Lorentz oscillator and σ is the width of the Gaussian broadening.

We fitted our data peak by peak, from the ones that absorb the most to the ones that
absorb less. As explained previously, we used the Akaike criterion to determine which
model to choose at every step.

The first step of the fitting process is to run a fit without any model in order to have a
base criterion. If the fit was perfect, the Akaike criterion would be equal to the number of
points (in our case 6.008e+03). When no model is entered (only a constant value for the
permittivity and a value for the thickness of the pellet), the fit is far from perfect and the
value of the criterion is 6.096e+08. The corresponding fitted spectrum is shown on figure
1.23a. Now, our goal is to reduce this criterion and, more importantly, to find the model that
reduces it the most. We found that there was a need to fit the broad high frequency losses
first. Thus, we decided to fit it phenomenologically with a continuum model (see equation
1.48), which reduced the Akaike criterion to 2.522e+08, the result is shown in figure 1.23b.
The continuum model compensates for all absorption losses since no peaks have been added
yet, but its parameters will adjust as the fitting process progresses.

χ(ν) = χLorentz(ν) ∗
[

1 −
(

1 − νh
kT

− (νh)2

2(kT)2

)
. exp(− νh

kT
)
]

H(ν − ν0, 1) (1.48)

Where ν is the frequency, h is Planck constant, k is the Boltzmann constant, T is the temper-
ature, and H is the Heaviside function, meaning that H(ν − ν0, 1) = 1 when ν ⩾ ν0.
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(A) Fitted spectrum when no dispersion model is
entered (the only parameter is ϵ∞ = 3.890) in blue.
The reference spectrum is shown in black and the

lactose spectrum is shown in pink.

(B) Fitted spectrum when a continuum model is
entered (the optimal parameters are ϵ∞ = 3.130,
∆ϵ = 0.912, ω0 = 0.951THz, γ = 5.202THz, T =
7.4e-5K) in blue. The reference spectrum is shown
in black and the lactose spectrum is shown in pink.

FIGURE 1.23: Results of the fit for the first two steps of the process.

Now, we can focus on the two main absorption peaks of lactose. In table 1.1 we showcase
the results for the peaks that absorb the most, which are located at 0.53 and 1.37 THz. In
all cases, the criterion has been reduced significantly, which proves the need to fit these
two absorption peaks. The two bottom configurations are the ones that possess the lowest
Akaike results, which means that they are the best suited models. However, we ended
up choosing the Lorentz model for the second peak because of the fact that the width of
the Gaussian in the Voigt model is really small (0.1 GHz) thus negligible considering the
frequency resolution (5 GHz).

Model ϵ∞ ∆ϵ ω0 γ σ Akaike criterion
(THz) (GHz) (GHz)

1st peak: Lorentz 2.614 0.050 0.530 25.20 6.303e+06
2nd peak: Lorentz 0.029 1.370 47.52

1st peak: Lorentz 2.616 0.050 0.530 25.20 6.304e+06
2nd peak: Voigt 0.029 1.370 47.50 9.246

1st peak: Voigt 2.611 0.049 0.530 23.32 3.820 6.211e+06
2nd peak: Lorentz 0.029 1.370 47.36

1st peak: Voigt 2.611 0.049 0.530 23.32 3.820 6.211e+06
2nd peak: Voigt 0.029 1.370 47.36 0.100

TABLE 1.1: The optimized parameters for the possible models for the first two
absorption peaks of lactose.

The parameters of the continuum are now: ∆ϵ = 0.588, ω0 = 3.389 THz, γ = 2.207
THz, T = 1.0 K (this temperature has no physical meaning, it is a purely phenomenological
model). The next steps are to add absorption peaks one by one until the criterion does not
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decrease any more.

1.6.4 The final fit

Feature Model ∆ϵ ω0 γ σ T
(THz) (GHz) (GHz) (K)

1st peak Voigt 0.046 0.531 23.17 4.280

3rd peak Voigt 3.822e-03 1.195 43.88 0.837

2nd peak Doublet (Voigt) 3.839e-03 1.264 316.0 3.670
0.029 1.370 46.56 10.47

4th peak Doublet (Voigt) 9.764e-06 1.767 1.138e-03 695.5
Voigt 5.379e-03 1.818 104.97 6.362

5th peak Doublet (Voigt) 5.962e-03 2.527 10.68 49.28
0.067 2.594 51.05e-07 1.417e+03

6th peak Voigt 0.085 2.901 0.274 889.2

7th peak Voigt 0.119 3.409 44.04 475.7

High frequency Continuum 0.184 0.258 5.460 0.1
absorption

TABLE 1.2: The optimized model parameters of lactose. Other retrieved in-
formation is: ϵ∞ = 2.739 ; thickness of the pellet is 599.5 µm (coherent with
the measured one) ; Average delay is −17.5 fs ; Coefficients of the noise pro-
portional to the signal and its derivatives are a = 3.393e-05 and b = 6.944e-04 ;

Final Akaike criterion is 2.028e+06.

To continue taking the experimental noise into account, it is important to keep in mind
that the delay noise and the noise proportional to the signal and its second derivative still
have to be taken into account. We only fixed them for the two consecutive measurements
of the reference, and then of the sample. What we correct is the average value of the drift
between two measurements, which means that if we look at two different measurements
there is no reason why this value should be the same. As a result, we have to incorporate it
in our fit as well. Furthermore, it is important to follow the Akaike criterion, as if we add
these parameters too soon in the fitting process, they tend to compensate other losses.

After having fitted the two main absorption peaks as well as the high frequency ab-
sorption, according to Akaike criterion, the noise terms can be added to the fitting process.
Finally, due to theoretical considerations [52], we decided to replace the Lorentz model for
the 1.37 THz absorption peak by a doublet (which was observed in DFT simulations), as well
as the 1.8 THz peak and fitted them. The final model parameters are given in table 1.2. The
final Akaike criterion achieved is 2.028e+06, which is strongly lower than the base criterion.
However, we have not yet reached a “perfect” fit, and it could certainly be improved by a
better modelling of the noise and a more accurate model for the high frequency losses.

The fitted spectrum, as well as the real and imaginary parts of the refractive index are
shown in figure 1.24. Above 2.6 THz, the fitted curve strays from the experimental data,
which is expected since they become more noisy. Moreover, the absorption peaks are wider,
which can mean that the Lorentz and Voigt model do not describe the dynamics correctly
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(A) Reference (in black), experimental lactose sam-
ple (in pink), and fitted lactose sample (in light
blue dots) time traces. In the inset is the residual

error of the fit.

(B) Reference (in black), experimental lactose sam-
ple (in pink), and fitted lactose sample (in blue
dots) spectra. The number of the absorption peaks

correspond to the parameters given in table 1.2.

(C) Refractive index retrieved from experimental
data and from the fitted data.

(D) Extinction coefficient retrieved from experi-
mental data and from the fitted data.

FIGURE 1.24: Results of the fitting process, illustrating the parameters re-
trieved in table 1.2

any more and another model may be more appropriate. With more input from simulations
we would be able to adjust this part of the fit.

1.7 Conclusion

In this chapter, I have explained the concept of information in THz-TDS and how to recover
it. The study shows that time-domain fitting, in addition to being closer to the experiment,
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gives also more reliable results. Moreover, taking experimental noise and artifacts into ac-
count during the fitting process is of utmost importance. Hence, in order to analyze data
rigorously in THz-TDS, it is important to have an extensive knowledge of the experimental
noise and artifacts arising from the setup. By taking into account this experimental noise
in the pre-processing of the data as well as during the fitting process, we ensure that the
retrieved permittivity models describe accurately the analyzed sample. The application of
this method on the α-lactose monohydrate pellet gave insight on the molecular dynamics
behind the absorption peaks and will be even more insightful when compared to simula-
tion results. This shows that THz-TDS is a great tool to analyze biological samples in the
form of pressed powder and we should now focus on samples in conditions closer to in vivo
conditions for most biological samples: liquids.



49

Chapter 2

Studying liquids with THz-TDS

Now that we are able to properly recover the information in a THz-TDS experiment, we can
focus on applying it to more complex biological samples. In order to study these biological
samples in conditions that are the closest to in vivo conditions, they have to be preserved in
an aqueous solution composed, mostly, of water and sugars. Indeed, freezing or lyophiliz-
ing the samples can compromise their structural integrity and thus reveal features that aren’t
present in their natural state, or hide others. Therefore, this chapter is focused on the study
of these solutions the biological samples are in, beginning with liquid water and then inves-
tigating the changes occurring in its structure when other components are added to it.

2.1 Liquid water, the most basic liquid sample?

2.1.1 The unique structure of liquid water

FIGURE 2.1: Water molecule and its dipolar moment. In pink is the oxygen atom and in yellow the
two hydrogen atoms.

Water (H2O) consists of two light hydrogen atoms attached to a single heavier oxygen
atom (see figure 2.1). To form the molecule, the single electrons donated by the two hydro-
gen atoms and the eight electrons donated by the oxygen atom pair up into five orbitals, one
pair closely associated with the oxygen atom, two pairs forming each of the two identical
covalent bonds between the oxygen and hydrogen atoms, and two pairs associated with
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the oxygen atom spread out away from these covalent bonds. Each molecule is electrically
neutral but polar, with the center of positive and negative charges located in different places.

Liquid water, despite a seemingly simple formula, has a very unique structure. Hydro-
gen bonding between neighbouring water molecules creates a complex network, and the
high density of molecules present due to their small size is responsible for the liquid nature
of water at ambient temperatures. In the liquid state, in spite of 80% of the electrons in H2O
being concerned with bonding, the three atoms do not stay together. The hydrogen atoms
are constantly exchanging between water molecules, due to protonation and deprotonation
processes (see equation 2.1) [106].

2H2O(aq) H3O+(aq) + OH−(aq) (2.1)

In liquid water, all water molecules have at least one hydrogen bond to the neighboring
water molecules, which means that there are no free water molecules under ambient con-
ditions. Water consists primarily of a mixture of clusters of water molecules with different
degrees of hydrogen bonding existing in rapid and complex equilibria [107]. It contains by
far the densest hydrogen bonding of any solvent with almost as many hydrogen bonds as
there are covalent bonds. These hydrogen bonds can rapidly rearrange in response to chang-
ing conditions and environments. The hydrogen bonding patterns are apparently random
in water, thus for any water molecule chosen at random, there is equal probability that the
four hydrogen bonds are located at any of the four sites around the oxygen.

Finally, another notable physical property of water is the opposite influences of hot and
cold water. In particular, several properties of water change at about 4 ◦C [106] and also
at about 50 ◦C [108]. As cold liquid water is heated, individual molecules shrink, hence
bulk water shrinks and becomes less easy to compress, and its refractive index increases.
In contrast, as hot liquid water is heated, it expands, it becomes easier to compress, and its
refractive index decreases.

2.1.2 Studying liquid water in the terahertz range

As indicated in the introduction (see 0.4.2), water is probably the most studied liquid. Dif-
ferent methods have been used to study the properties of water but its dynamical behavior
is still only partially understood. To retrieve information on molecular processes in water,
and in particular intermolecular interactions, the study has to be conducted in the terahertz
range, which covers the hydrogen-bond (H-bond) response [109]. A variety of setups have
been used in order to gain more knowledge, each one covering a different part of the tera-
hertz range:

0.006 − 1.12 THz: Vector network analyzer based dielectric spectrometers [91, 110]

0.05 − 4.0 THz: THz-TDS in transmission mode [83, 93, 111–113]

0.06 − 1.5 THz: fs THz transmission spectrometer [84, 114]

0.1 − 2.0 THz: THz-TDS in reflection mode [115]

0.2 − 3.5 THz: THz time-domain attenuated total reflection spectroscopy [91, 111, 116, 117]

1.5 − 6.6 THz: Dispersive Fourier transform spectrometer [85]
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3.0 − 12.0 THz: Far-infrared Fourier transform attenuated total reflection [91]

However, the experimental uncertainty of the reported data is often not estimated ex-
plicitly and direct comparisons between different data sets is difficult because few authors
monitor the temperature during the experiment. Still, as a broadband technique with high
resolution, THz-TDS is a perfect candidate for the investigation. However, despite the many
studies of liquid water, there is still no consensus on the correct permittivity model to use to
fit the data. Several models have been proposed, starting with the well-known Debye model
(see equation 2.2) that works for frequencies below a few tens of gigahertz [118]:

ϵ̃(ω) = ϵ∞ +
∆ϵ

1 + jωτ
(2.2)

Where ∆ϵ =
nµ2

3kT
and τ =

Γ

2kT
.

However, the Debye model works in the hypothesis that there are no interactions be-
tween dipoles and that there is no inertia. Therefore, it does not depict accurately the col-
lective vibrations that THz-TDS scans and other models have been proposed. Most of the
time, these other models add an extension to the Debye model when they extend to higher
frequencies. Some add another Debye term [82–84, 93, 112–115] and others even add one
[91, 111, 117] or two Lorentz terms [116, 119]:

ϵ̃(ω) = ϵ∞ +
2

∑
i=1

∆ϵDi

1 + jωτDi
+

2

∑
i=1

∆ϵLiω
2
0,i

ω2
0,i − ω2 + jωγi

(2.3)

In some articles, we can even find a third Debye term [90, 110, 120]. Other versions
have also been proposed, such as replacing the Debye terms by Havriliak-Negami derived
models:

ϵ̃(ω) = ϵ∞ +
∆ϵ[

1 + (jωτ)α]β
(2.4)

Table 2.1 contains the model parameters for all the published papers aforementioned.
It is clear that, from an experiment to another, the parameters values change, in part due
to the temperature changes and because of the problems in the fitting process explained in
the previous chapter. Still, in figure, ??, we can see that all of these model fit quite well the
frequency domain they scan. However, researchers point out that there is a struggle to fit the
high frequency part of the dielectric permittivity of liquid water. Moreover, if the proposed
models are accurate for a small part of the frequency domain, the fact that the parameters
values change when the scanned frequencies shift indicates that the models do not depict
the whole range correctly. Indeed, when we look at the overall picture, such as shown on
figure 2.3, none of these models seem to correspond to the way the experimental absorption
coefficient decreases from 20 THz.

As we made progress on the fitting protocol, we will apply our knowledge to the study
of water in the terahertz range with THz-TDS. We will begin by comparing the proposed
models thanks to their Akaike criterion and we will look at other models that could be
better adapted to the big picture fit. We will also scan different temperatures as the dielectric
spectrum of liquid water changes when the temperature is modified, thus the correct model
should take this temperature dependence into account.
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Frequency Temperature ϵ∞ ∆ϵD1 τ1 ∆ϵD2 τ2 ∆ϵD3 τ3 ∆ϵL1 ω0,1 γ1 ∆ϵL2 ω0,2 γ2 Ref.
(THz) (◦C) (ps) (ps) (ps) (THz) (THz) (THz) (THz)

0.001 - 0.057 25.0 5.2 78.36 8.27 [118]

0.0002 -
0.410

20.0 4.42 73.78 9.6 2.11 1.2 [82]

0.05 - 4 22.0 3.2 73.6 8.0 1.6 0.18 [93]

0.06 - 1.5 N.A. 3.48 78.36 8.24 4.93 0.18 [84]

0.2 - 2.0 20.0 3.35 72.72 8.17 2.29 0.169 [83]

0.18 - 2.4 25.0 2.5 78.4 8.25 1.4 0.31 [113]

0.1-2.0 30.0 3.4 76.6 7.0 2.0 0.2 [115]

0.09 - 1.65 18.0-20.0 3.392 72.93 8.794 1.978 0.212 [114]

0.2 - 2.5 25.0 2.68 72.3 8.34 2.12 0.36 1.13 5.01 7.06 [117]

0.05 - 2.7 22.0 2.5 75 9.5 1.47 0.23 1.14 5.3 5.35 [111]

0.0005 - 12 27.0 2.38 72.04 7.93 2.01 0.273 1.25 5.28 5.35 [91]

0.1 - 30 20.0 3.34 74.70 9.39 2.03 0.236 0.96 5.11 4.46 0.85 18.2 15.4 [119]

0.2 - 3.5 20.0 2.0 74.9 9.47 1.67 0.248 1.12 5.3 5.35 0.50 14.7 8.08 [116]

0.0059 - 1.12 25.0 3.2 72.33 8.37 1.14 1.05 1.71 0.178 [110]

0 - 1.0 20.0 1.7 75.15 9.53 1.37 2.3 2.0 0.125 [90]

1.5 - 6.6 25.0 2.2 71.49 8.31 2.8 1.0 1.6 0.1 0.92 5.26 0.025 [85]
α = 1.0 α = 1.0 α = 0.9
β = 1.0 β = 0.77 β = 0.8

TABLE 2.1: Parameters for the modeling of the dielectric permittivity of water.
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(A) 1 Debye model fit result on a 0.001 - 0.057 THz
range

(B) 2 Debye model fit result on a 0.0002 - 4.0 THz
range

(C) 2 Debye and 1 Lorentz model fit result on a
0.0005 - 12.0 THz range

(D) 2 Debye and 2 Lorentz model fit result on a 0.1
- 30.0 THz range

(E) 3 Debye model fit result on a 0.0002 - 1.12 THz
range

(F) 3 Havriliak-Negami and 1 Lorentz model fit re-
sult on a 1.5 - 6.6 THz range

FIGURE 2.2: Fit results for each model, on the frequency range studied, compared to a set of data
from the literature [121]
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FIGURE 2.3: Absorption coefficients of all the permittivity models proposed in the literature, over a
wide frequency range (0.2 GHz-2000 THz), compared to data from [121].
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2.1.3 Experimental protocol

(A) Schematic of the experiment, the THz beam travels from the emitter to the detector, going through
the TPX lenses and the microfluidic cell. The microfluidicell is composed of two z-cut quartz win-
dows surrounding the liquid water and separated by Teflon spacers. It is linked to a PID controller

monitoring the temperature.

(B) Picture of the microfluidic cell unmounted. The quartz win-
dows and spacer are shown beside the cell.

(C) Picture of the PID controller. In
red is the current measured tempera-
ture and in green is the temperature

setpoint to reach.

FIGURE 2.4: Experimental setup for the measurement of liquid water with THz-TDS.

The THz-TDS setup is the same as for the the study of lactose: a Menlo System Terasmart
in a Plexiglas box, purged with nitrogen. The setup between the emitter and the detector is
shown on figure 2.4a. The terahertz beam is collimated by a TPX lens with a 50 mm focal
length and focused on the sample with a TPX lens with a 100 mm focal length. We need
the focusing length as the diameter of the cell is slightly smaller than the diameter of the
pulse. We made sure that the depth of field was longer than the thickness of the cell. Then,
the beam goes through a symmetric system to the detector. The microfluidic cell, shown on
figure 2.4b, is composed of two z-cut quartz windows, with a thickness of 2 mm each, sep-
arated by a Teflon spacer with a thickness of 100 µm. It is heated by heating resistances on
the sides and chilled with liquid deionized (DI) water going through a chiller. The tempera-
ture response is ensured by a thermocouple via a PID controller that monitors it thanks to a
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thermistance. The PID controller is shown on figure 2.4c, where the temperature setpoint is
in green and the current temperature in red. Finally, the microfluidic cell is filled with liquid
water thanks to syringes connected at the top and bottom on the cell. It is important to avoid
having air inside the syringes in order to avoid air bubbles in the cell. The measurements
are all done inside the Plexiglas box, purged with nitrogen (less than 2% humidity) and the
temperature is increased by 10 ◦C steps. In order to have a stable temperature during the ex-
periment (less than 0.1 ◦C variations), we waited 30 min after the setpoint had been entered
to measure the time trace. The experimental protocol during the measurements is explained
in figure 2.5. As explained in the previous chapter, we take two spectra each time in order
to use the noise matrices during data analysis.

FIGURE 2.5: Experimental process for the study of liquid water with THz-
TDS.

2.1.4 Experimental results

Figure 2.6 showcases the time traces obtained following our experimental protocol. The ref-
erence time trace, in black, corresponds to a measurement of the THz pulse with an empty
mount (i.e. the windows of the cell have been removed). Then, the empty cell time trace cor-
responds to a measurement of the empty microfluidic cell (i.e. with air between the quartz
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windows) and finally the other time traces correspond to the measurements of the microflu-
idic cell filled with water at various temperatures. For each measurement where the beam
goes through the cell, Fabry Perot echoes appear because of the reflections inside the quartz
windows and inside the gap between them. The visible echoes separated by 30 ps corre-
spond to the reflections inside the windows while the reflections inside the gap are hidden
by the main pulse, as the gap is really small thus the delay between them is really small as
well (around 1.4 ps for air in the gap, and 2.7 ps if there is water). On the right of figure 2.6,
I zoomed in on the main pulse in order to see the differences between the liquid water time
traces. As the temperature increases, the amplitude of the pulse decreases, which indicates
stronger absorption by the liquid water. Also, the pulse shifts to the right, meaning that the
refractive index is higher for higher temperatures.

FIGURE 2.6: Time traces of the measurements of liquid water, of the reference, and the empty mi-
crofluidic cell. On the right is provided a zoom of the main pulses of the liquid water measurements.

After a Fourier transform on all these time traces, we obtain the spectra on the left of
figure 2.7. On the right, I divided each spectrum by the spectrum of the reference in order to
normalize them. Once again, the amplitude decreases as the temperature increases, which
indicates stronger absorption at high temperatures. Also, the amplitude difference between
two consecutive measurements decreases as the temperature rises, which may indicate that
the H-bond network structure is less subject to change at temperatures above 50 ◦C. The
deep at around 2.9 THz for 10 ◦C that shifts with the temperature may be due to Fabry
Perot echoes that are not taken into account. Therefore, it creates aliasing and leads to the
appearance of oscillations in the spectrum.

A fit of these data is now necessary to understand the underlying microscopic processes
better.

2.1.5 Fitting process

Before comparing the measurements at different temperatures, we have to decide on a per-
mittivity model to describe the dielectric response of liquid water. To do that, the data at
20 ◦C is fitted with all the models proposed in the literature and their retrieved Akaike crite-
ria are compared. Then, we will look at other models proposed by theoreticians that should
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FIGURE 2.7: Spectra of the liquid water measurements, of the reference and empty microfluidic cell
retrieved via a Fourier transform. On the right, the spectra are normalized by the spectrum of the

reference.

take into account more of the collective processes in water. Finally, we will fit all data in
order to look at the variations of the parameters according to the temperature.

Comparing models at room temperature

The time trace and spectrum of liquid water at 20 ◦C are displayed on figure 2.8. The pa-
rameters and Akaike criteria found when we fit this data with the permittivity models men-
tioned in section 2.1.2 are gathered in table 2.2.

(A) (B)

FIGURE 2.8: (A) Time traces of the measurement of liquid water at 20 ◦C, with a zoom on the main
pulse of the liquid water trace. (B) Spectra retrieved from the time-traces.

On the frequency range scanned (from 0.2 THz to 3.5 THz), the best model is the 2 Debye
and 1 Lorentz model according to the Akaike criterion. Indeed, it is first reduced when we
add an additional Debye term to the original Debye model. Adding a third Debye term has
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Model ϵ∞ ∆ϵD1 τ1 ∆ϵD2 τ2 ∆ϵD3 τ3 ∆ϵL1 ω0,1 γ1 ∆ϵL2 ω0,2 γ2 Akaike
(ps) (ps) (ps) (THz) (THz) (THz) (THz) criterion

1 Debye 3.666 50.21 3.26 1.668e+07

2 Debye 2.792 113.6 11.07 0.97 0.058 6.505e+06

3 Debye 2.792 85.39 11.04 27.99 11.09 0.97 0.058 6.505e+06

2 Debye 3.123 106.74 10.31 0.00 0.73 0.61 3.03 4.48 6.429e+06
1 Lorentz

2 HN 2.792 113.34 11.04 0.97 0.058 6.505e+06
α = 1.0 α = 1.0 6.505e+06
β = 1.0 β = 1.0 6.505e+06

3 HN 2.792 113.34 11.04 0.00 18.64 0.97 0.058 6.505e+06
α = 1.0 α = 1.0 α = 1.0 6.505e+06
β = 1.0 β = 1.0 β = 1.0 6.505e+06

TABLE 2.2: Parameters of all the tried models, found after fitting the time traces from the liquid water
experiment.

no effect, since the fit finds a term that has a time constant very close to the low frequency
Debye term, which indicates that there is no other relaxation process occurring in this fre-
quency range. Changing from a Debye model to Havriliak-Negami derived models has no
effect either, as the fit results in α and β parameters equal to 1. However, when we add a
Lorentz term, the fit founds one with a central frequency close to the one found in the lit-
erature. But, adding this Lorentz term removes one Debye term, resulting in a final model
composed of 1 Debye and 1 Lorentz term. This is not very satisfactory considering that most
articles mention a second Debye term for the model but, as we said earlier, the parameters
and the models change according to the frequency range scanned. Therefore, we decided to
focus on the big picture.

The problem of most of the models found in the literature is that they are phenomeno-
logical, and they are based on the Debye model, which does not take inertia or dipole-dipole
interactions into account. We found another model, very close to the Debye model, but tak-
ing into account inertial effects, which is the Rocard-Powles-Debye model [122, 123]:

ϵ̃(ω) = ϵ∞ +
N

∑
k=1

ak

(1 − jωτk)(1 − jωτf k)
(2.5)

Where N denotes the total number of Debye relaxation times τk, each with an associated
friction time τf k. ϵ∞ is still the high frequency limit of the relative dielectric permittivity and
∑N

k=1 ak = ϵs − ϵ∞, where ϵs is the static permittivity.
For this model, as for the Debye model, they considered a single molecule and examined

how the orientation of the axis of its dipole changed on the average, when the external
field had been switched off. Then, they studied the rotational Brownian motion of a sphere.
Hence, they added inertial effects but no dipole-dipole interactions. This results in a model
similar to the Debye model, but with an additional time constant due to the frictional force.
An example absorption coefficient obtained from this model is shown on figure 2.9a. The
parameters are chosen by hand to resemble the data curve, but no fitting process has been
conducted yet. This is encouraging as the curve decreases from a certain point, which is
closer than the Debye model to the overall behavior of liquid water permittivity.

We investigated another model taking inertial effects into account, proposed by [124].
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(A) Absorption coefficient retrieved from mod-
eling the dielectric permittivity with a Rocard-

Powles-Debye model.

(B) Absorption coefficient retrieved from model-
ing the dielectric permittivity with a Titov model.

FIGURE 2.9: Absorption coefficients retrieved after taking into account inertial effects in the model
of the dielectric permittivity of liquid water.

This model, that we will call "Titov model" in the rest of the study, adds inertial effects
to Budó’s generalization of the Debye rotational diffusion model of dielectric relaxation
of polar molecules to an assembly with internal interacting polar groups [125]. Indeed,
Budó’s model already extended the Debye model to molecules consisting of two similar
polar groups, which cannot rotate freely relatively to one another owing to their mutual po-
tential energy. Thus, they introduced some interaction between molecules. The Titov model
adds inertial effects to this extension, creating a more complete model for polar liquids. The
susceptibility is expressed with:

ϵ(ω) = ϵ∞ +
χ

1 + jηωτD

[
2β2

2

2β2
2 + jηωτD

+
jηωτD

σV − 2(ηω/γ1)2 + 2jβ1ηω/γ1

]
(2.6)

With η a characteristic time constant, τD the Debye relaxation time of the second (heavy)
polar group (from the two that interact), β1 and β2 normalized friction coefficients (they call
β−2

2 the inertial parameter), σV the interaction parameter, and γ1 = η
η1

a ratio of characteristic
times.

The absorption coefficient retrieved from modeling the dielectric permittivity with the
Titov model is displayed on figure 2.9b. As for Rocard-Powles-Debye model, the parameters
were chosen by hand and no fit has been conducted yet. Still, we observe that this model is
even closer to the absorption coefficient retrieved from experimental data, which shows the
importance of taking all effects, both inertial and interactions, in the THz range.

Now, we fitted our data with both of these models. First, the Rocard-Powles-Debye
model fit results are shown in figure 2.10. The optimized parameters found for the Rocard-
Powles-Debye model are:

• ϵ∞ = 3.097

• a1 = 23.63
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• τ1 = 0.75ps

• τf 1 = 1.24ps

• a2 = 3.65

• τ2 = 0.24ps

• τf 2 = 0.24fs

The final Akaike criterion for this model is 5.228e+06, which is lower than for the Debye and
Lorentz model. Therefore, taking inertial effects into account not only is important for the
big picture fit, but also improves the fit at terahertz frequencies.

(A) (B)

FIGURE 2.10: Result of the fitting process for a Rocard-Powles-Debye model. (A) Time-traces of the
experimental measurements and fitted time-trace. (B) Retrieved spectra of the measurements and the

fitted time-trace.

Then, we fitted the data with the Titov model, which results are shown in figure 2.11.
The optimized parameters found for the Titov model are:

• ϵ∞ = 2.796

• χ = 1.806

• η = 3.425e-08 s

• τD = 2.275e-06

• β1 = 9.242e-18

• β2 = 5.525

• σV = 8.892e-03

• γ1 = 3.887e+05
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First, we note that in all the models we tried, the value of ϵ∞ is higher than 1.76, which is
its value in the visible range. Therefore, if we only look at this coefficient, all the models
seem valid. However, the problem resides in how to decrease to reach this value, hence the
problem we have with the other models.

Here, the final Akaike criterion for this model is 3.010e+06, which is lower than any of
the previous criteria. As for the Rocard-Powles-Debye model, taking inertial effects also
has an impact on the fit in our frequency range, as well as interactions between molecules.
Still, this model only takes into account interactions between two molecules, and we would
need to solve a n-body problem in order to characterize all interactions. This problem is
still discussed among theoreticians and will need more time and work to be solved. For this
study, we will use the Titov model as the best model for liquid water.

(A) (B)

FIGURE 2.11: Result of the fitting process for a Titov model. (A) Time-traces of the experimental
measurements and fitted time-trace. (B) Retrieved spectra of the measurements and the fitted time-

trace.

Applying this model to other temperatures

The fitting of liquid water data at other temperatures is ongoing. Since we encountered the
Titov model recently, we prefer to reserve the fit results for the defence, where we will have
taken a step back to understand the tendencies we observe. Still, we can say that the Akaike
criterion decreases when the temperature increases. In other words, the less signal there is,
the smaller the Akaike criterion (hence the better the fit). This is due to the fact that the
model is not perfect, which we know as explained above.

2.2 Heavy water

Heavy water, deuterated water, or deuterium oxide (D2O), is composed of the same chemi-
cal elements as normal liquid water, but its hydrogen atoms are heavy isotopes. This isotope
is called deuterium, its nucleus contains a neutron in addition to the proton also present in
any hydrogen atom. The presence of the heavier hydrogen isotope gives water different
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nuclear properties, and the increase of mass gives it slightly different physical and chemical
properties when compared to normal water. For example, the melting point of deuterated
water is 3.82 K higher than that of normal water. It has also been shown that the structural
differences between liquid H2O and D2O display an appreciable variation over the temper-
ature range of the liquid state and increase significantly near the melting point [126, 127].
Moreover, their viscosity is different (0.89 mPas for H2O and 1.25 mPas for D2O at 20 ◦C).
However, their dipole moment is very similar (1.85 D for H2O and 1.87 D for D2O).

As a result, we expect that the structure of the hydrogen bond network is modified when
compared to "light" water. Indeed, quantum dynamical simulations found that, when com-
paring the D2O radial distribution functions with analogous results for liquid H2O, the
impact of nuclear quantum effects on the structural arrangement of the hydrogen-bond
network is noticeable at all temperatures. Moreover, they found that, as in liquid H2O,
the hydrogen-bond dynamics in heavy water is effectively a collective process [128], which
means that the permittivity models should be similar but the parameters should differ.

2.2.1 Experimental results

The experimental protocol is the same as in section 2.1.3. The D2O sample was purchased at
Sigma Aldrich (99.9 atom % D). The time traces measured during the experiment are shown
in figure 2.12. As for H2O, the time trace of the reference (measurement where the sample
is just the mount of the microfluidic cell, without windows) is in black, the empty cell (the
microfluidic cell is not filled with heavy water) is in medium blue and the measurement
of deuterated water at temperatures between 10 ◦C and 75 ◦C are displayed in other colors.
The zoom provided on the right shows the same evolution as for "light" water, meaning that
as the temperature increases, the amplitude decreases and the pulse shifts to the right of the
graph. Thus, we have the same conclusions, that is that the absorption increases and the
refractive index as well when the temperature increases.

FIGURE 2.12: Time traces measured for the study of heavy water. In black the reference, in dark blue
the empty microfluidic cell, and in other colors heavy water at different temperatures. On the right,

a zoom on the main pulse of the heavy water measurements is provided.

The spectra obtained after a Fourier transform are displayed on the left of figure 2.13.
On the right, the spectra of D2O at different temperatures are normalized by the spectrum
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of the reference. Once again, we can observe the increase in absorption as the temperature
increases.

(A) (B)

FIGURE 2.13: (A) Spectra retrieved from the measured time traces for the study of heavy water. (B)
Spectra normalized by the spectrum of the reference.

FIGURE 2.14: Comparison of the normalized spectra of D2O and H2O at all temperatures.

Figure 2.14 displays the normalized spectra of all temperatures of heavy and light water.
As mentioned before, both heavy and light water absorb more signal as the temperature
increases. However, at the same temperature, heavy water has less absorption than light
water. This indicates that the refractive index of heavy water is smaller than the one of light
water. As the structure of their hydrogen bond network is similar but slightly differs, we
attribute this change in absorption to the modification of the network. Indeed, with the
knowledge gained in the following section, we are able to say that the H-bond network of
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heavy water is more structured (more bonds are made) than the one of light water. The
heaviness of the hydrogen atoms might prevent them from making and breaking bonds as
quickly as light water does. To gain more understanding, the data have to be fitted with the
Titov model as well.

2.3 Disruption of the H-bond network of liquid water with ions

From the differences seen between H2O and D2O, we can conclude that THz-TDS is very
sensitive to the structural changes of the H-bond network. This is particularly interesting
because, when biological objects are added to liquid water, they should be included in this
network and thus modify its structure. In order to verify this hypothesis, we added ions to a
liquid water solution. We decided to use ions classified as "chaotropes" and "kosmotropes".
Chaotropic and kosmotropic ions have the property of breaking or making hydrogen bonds
respectively. Thus, they have the property of decreasing or increasing the structuring of
liquid water H-bond network. Figure 2.15 gives a classification of different ions, called the
Hofmeister series, from the most chaotropic on the left to the most kosmotropic on the right.
In addition to seeing how much THz-TDS is sensitive to the structural changes that occur,
we can then use this study later to compare the effect of biological objects that are added
to water to these results. Indeed, we will be able to understand how bond-making and
breaking affect the THz pulse and how the ions are included in the network.

FIGURE 2.15: Hofmeister series classification of ions.

For this study, we chose a neutral anion, Cl−, and several cations that should impact
differently the network: NH+

4 , Na+, Ca2+, Mg2+ and Al3+. For each ionic solution, we
recorded the time traces of 4 concentrations: 2 mol/L, 1 mol/L, 0.4 mol/L, and 0.2 mol/L
with THz-TDS. The experimental protocol is the same as for the analysis of liquid H2O and
D2O with the exception that we only recorded the time trace at 20 ◦C. In figure 2.16 are
displayed the retrieved spectra, normalized by the spectrum of the reference (that is the
time trace of the microfluidic cell without windows). The normalized spectrum of liquid
water is also added to all graphs for comparison.

As expected, the transmission of the THz pulse is impacted by the presence of ions.
Furthermore, the higher the concentration of the ionic solution, the greater the impact is.
According to these results, the most neutral solutions are CaCl2 and MgCl2, which is slightly
off if we compare to the classification. As a result, the chaotropic or kosmotropic nature of
the ions is not the only factor impacting the absorption of the sample. Still, the solutions
of NH4Cl and NaCl increase the absorption of the THz pulse while the solution of AlCl3
decreases absorption. These differences are due to the changes of structure of the H-bond
network. Indeed, chaotropic ions have a tendency to reduce the amount of order of the
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(A) NH4Cl normalized spectra (B) NaCl normalized spectra

(C) CaCl2 normalized spectra (D) MgCl2 normalized spectra

(E) AlCl3 normalized spectra

FIGURE 2.16: Normalized spectra of the five ionic solutions for each concentration. Liquid water is
also added in yellow for comparison.
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structure, which causes more absorption, while kosmotropic ions increase the amount of
order of the network, which results in less absorption. For more clarity, figure 2.17 displays
the normalized spectra of the most concentrated solutions compared to liquid water. We can
observe that the increase in absorption follows the same tendency as the Hofmeister series.

FIGURE 2.17: Normalized spectra of the highest concentration for each stud-
ied ionic solution compared with liquid water.

To sum up, THz-TDS enables us to characterize how molecules impact the H-bond net-
work of water. For the ions that are the most chaotropic or kosmotropic, the changes in
absorption clearly correspond to their nature, however for the ions that have less impact on
the network, the data measures with THz-TDS is less clear. Therefore, there has to be other
factors impacting the results, such as the weight of the ions added to the solution, or the
interactions between the ions. Fitting the time traces from these data will give us even more
information. According to how the parameters of the permittivity model of liquid water
change when these ions are present, we will be able to deduce some of the microscopic dy-
namics and understand these experimental results better. However, these experiments were
done before collecting the data about water at different temperatures, as we did not have
to right microfluidic cell yet. We only have data about the temperature inside the purged
plexiglas box. Since the influence of the temperature on the absorption is undeniable, we
will need to redo these experiments with a rigorous monitoring of the temperature with our
new microfluidic cell to be able to compare the results with the ones of liquid water.

2.4 Study of a protein: the lysozyme

We were able to record the disruption of the H-bond network by ions with THz-TDS. How-
ever, we analyzed specific ions that have a strong ability to modify the bonds. Biological
objects should still disrupt the H-bond network but less intensely. Therefore, we begin by
analyzing a more simple protein, the lysozyme.

The lysozyme is an antimicrobial enzyme produced by animals that forms part of the
innate immune system. It acts as a biological catalyst, meaning that it increases the velocity
of a chemical reaction without being altered. Almost all metabolic processes in the cell need
enzymes in order to occur at rates fast enough to sustain life. Lysozyme is abundant in
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human secretions but can also be found in large amounts in egg whites, which makes it
easily accessible and low cost.

In the THz range, the best way to study such a biosample is to use its crystalline form. In-
deed, firstly, the concentration of sample is higher that way and all the proteins are oriented
in the same direction, which avoids polarization issues. Moreover, the samples have the
same symmetrical arrangement from one experiment to another, which ensures repeatabil-
ity. Finally, this study has to be conducted in an aqueous environment because the crystals
grow in this type of environment (hence removing them from it would risk damaging them),
and because it is a natural environment for proteins to be in. As a result, it makes sense to
stay close to in vivo conditions.

2.4.1 Experimental protocol

The experimental protocol contains the crystallization part, which is deemed easy for the
lysozyme but still tricky for us as we are not biologists, and the study with THz-TDS.

Crystallization

The crystallization method we used is the vapour phase method in hanging drops. The
steps to follow are:

1. Preparing the stock solutions: one 50 mmol/L sodium acetate solution, and solutions
of NaCl from 0.6 mol/L to 1.6 mol/L.

2. Preparing the lysozyme solutions: two solutions of 50 mg/mL and 25 mg/mL.

3. Filling the wells of a Linbro plate with 1 mL of stock solution. Following the schematic
below, we fill the reservoirs of column 1 with the 0.6 mol/L NaCl solution, reservoirs
from column 2 with the 0.8 mol/L NaCl solution and so on until we reach 1.6 mol/L.

1 2 3 4 5 6
A ◦ ◦ ◦ ◦ ◦ ◦
B ◦ ◦ ◦ ◦ ◦ ◦
C ◦ ◦ ◦ ◦ ◦ ◦
D ◦ ◦ ◦ ◦ ◦ ◦

4. On a coverslip (which is actually a quartz wafer of 24 mm diameter and a thickness of
2 mm), mixing 2 µL of the lysozyme solution (50 mg/mL for line A and 25 mg/mL for
line B) with the NaCl stock solution from the associated well, such as drawn on figure
2.18.

5. Flipping the quartz coverslip and putting it on the associated well.

6. Repeating the last two steps for all wells.

In the end, one well of the Linbro plate contains stock solution and is covered by a quartz
coverslip where the drops of lysozyme and stock solution are hanging, the impermeability
being ensured by the immersion oil (see figure 2.19). Then, the crystals are obtained within
24 hours.
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(A) (B) (C)

FIGURE 2.18: (A) Take a coverslip and lay it flat. (B) Deposit 2 µL of lyzozyme solution. (C) Deposit
2 µL of stock solution.

FIGURE 2.19: Schematic of a Linbro plate well after all the steps of the protocol have been done.

THz-TDS experiment

The experimental protocol for the THz-TDS experiment slightly differs from the previous
ones. Once the lysozyme has crystallized on the quartz wafer, we remove and flip the wafer
from the well. We also remove most of the immersion oil from the sides of the wafer. Then,
we place a Teflon spacer on top of the wafer (the spacer thickness varies according to the
size of the crystals grown), and finally another quartz wafer on top of it. This creates a
setup close to the microfluidic cell used previously. In order to hold this layered sample, we
created a mount, shown on figure 2.20.

Finally, the THz-TDS measurements are similar to the previous ones. We use the same
THz-TDS setup from Menlo System, placed inside a nitrogen purged plexiglas box. How-
ever, the collimating lenses have been replaced with two parabolic mirrors in order to avoid
the TPX lenses absorption. The two focusing lenses have a focal length of 100 mm. The
humidity and temperature inside the box are monitored. A reference is taken (without any
sample on the path of the beam), then the measurements of the lysozyme inside its "cell" are
taken, and finally we take a measurement of the same cell, but without crystals inside (only
the stock solution). A photograph of the setup is displayed in figure 2.21.
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FIGURE 2.20: Sample placed inside the THz-TDS setup to study the crystallized lysozyme in solu-
tion. On the left is the front view of the mount, on the right is the side view of the mount with the

layered quartz wafers.

FIGURE 2.21: Photograph of the setup for the lysozyme analysis. The emitted pulse is collimated by a
parabolic mirror and then focused by a TPX lens on the sample (the mount is offset on the photograph
to take the reference time trace). The symmetric setup focuses the pulse onto the detector after the

sample.

2.4.2 Results

Figure 2.22 shows the crystals obtained after following the protocol explained above. We
were able to grow two sizes of crystals that will be called “small” (for the 50 µm ones) and
“big” (for the 300 µm ones) in the rest of this study. The small crystals are obtained by
following the protocol explained above, and the big crystals are obtained adding a first
step to this protocol, that is storing the stock solutions in the refrigerator beforehand. Since
the temperature is cooler, the crystallization process takes more time and the crystals are
therefore bigger. As the order of magnitude of the wavelength of the THz pulse is 300 µm,
we decided to investigate both sizes.
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(A) (B)

FIGURE 2.22: (A) Photograph of the lysozyme crystals, their diameter is approximately 50 µm. (B)
Photograph of other lysozyme crystals, where the solutions had previously been stored in a refriger-

ator, resulting in bigger crystals of around 300 µm diameter.

Figure 2.23 shows the time traces measured for the reference, the crystalline solution
alone, and the lysozyme crystals in their solution. There is a slight delay between the time
trace of the solution alone and the solution with crystals and a difference in amplitude. This
can be due to a difference in the refractive index, which would indicate a signature of the
lysozyme in the THz range, or simply a difference in the thickness of the space between the
quartz wafers.

(A) (B)

FIGURE 2.23: Time traces measured for the small crystals (A) and for the big crystals (B). For each
experiment were measured a reference time trace, the time trace of the solution without crystals and

the solution alone.

To investigate this further, we retrieved the spectra of the measured time traces, show-
cased on figure 2.24. The first graph shows the raw spectra, where we can see that there is
less absorption when the crystals are present. When we normalize the spectra of the crys-
talline solution alone and of the crystalline solution with lysozyme with the spectrum of the
reference, this difference in absorption is even more visible. In order to investigate if small
features were visible on the spectra, we traced the ratio between the crystalline solution
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with lysozyme and the associated crystalline solution alone. Even if some peaks and dips
are present, they are not repeatable.

(A) (B)

(C)

FIGURE 2.24: (A) Spectra retrieved from the time traces measured. (B) Spectra of the crystalline
solutions and crystals normalized by the spectrum of the reference. (C) normalized spectra of the

crystals divided by the normalized spectra of the crystalline solutions.

Finally, in order to investigate whether the difference in absorption (and the delay in the
time domain) was due to a different refractive index or a different thickness, we used the
fit@TDS software for a quick fit (without models, that is only a parameter for a constant
refractive index and a parameter for the thickness, but with pre-processing of the data). We
found that there was indeed a difference in thickness between the two measurements, which
is due to the fact that the mount holding the layered sample does not allow to control the
force applied to close it and thus the pressure put on the wafers is never the same. Hence,
some are well compressed and the thickness is maintained by the spacer, while others are
looser. This is not a problem when we use the microfluidic cell since the upper part of the
mount screws onto the other part, always applying the same pressure.

Still, when we trace the absorption coefficients (see figure 2.25), there is a slight decrease
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in absorption at low frequencies that is repeatable, which is a great motivation to keep im-
proving the experimental setup and the data analysis process.

FIGURE 2.25: Mean of the absorption coefficients of all the measurements,
with the standard deviation in each case (with and without the presence of

lysozyme crystals).

In conclusion, we were able to grow lysozyme crystals and design a setup in order to
analyze them with THz-TDS. We measured the time traces of the crystals in solution but we
were unable to differentiate them from the time traces of the crystalline solution. Still, we
think that if there is an effect of the presence of lysozyme crystals on the THz pulse, this
effect must be small. Therefore, we need to fit these time traces in order to find if there are
some differences in the parameters retrieved. The results of the fit will be shown during the
presentation.

2.5 Conclusion

In this chapter, we focused on the analysis of liquid samples, as most biological samples are
preserved in a buffer solution, composed mostly of liquid water. Hence, in order to be able
to obtain any signal from a biological object, we have to characterize the buffer solution first.

First, we focused on liquid water, one of the most studied, but also one of the more com-
plex, samples. The dynamical behaviour of the hydrogen-bond network, responsible for the
liquid nature of water at ambient temperatures, is still only partially understood. In the lit-
erature, many permittivity models have been proposed in order to fit THz-TDS data in their
scanned frequency range but, when we look at the permittivity of liquid water over a wide
frequency range, from 0.1 GHz to 2000 THz, none of these models describe accurately its
behaviour. Since these models do not take into account interactions between molecules and
inertial effects, we investigated models that do take these effects into account and found that
the most accurate one was one we called the "Titov model", which considers inertial effects
as well as interactions between two polar groups. However, taking into account all inter-
actions is a lot more complex and more work, as well as a collaboration with theoreticians
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will be needed. Still, THz-TDS is a great tool to analyse liquid water and is sensitive to the
temperature changes. Moreover, the analysis of heavy water showed that, when the H-bond
network is modified, the measured data changes as well.

When biological samples are added to liquid water, they will inherently alter the struc-
ture of the H-bond network. If we know now that THz-TDS is sensitive to the changes in the
network, we decided to investigate bond-making and bond-breaking ions as a way to better
interpret THz-TDS data. We found that when bonds are broken, the absorption increases,
and when more bonds are mare, the absorption decreases.

Finally, we analysed a biological sample in liquid water, hen egg white lysozyme. After
crystallizing the lysozyme and recording its THz-TDS time-trace, we found that its contri-
bution was too small to be observed on the experimental curves. However, a fit of the data
will uncover any impact of the lysozyme on the THz pulse. From an experimental point of
view, scanning a sample with less water would absorb less and thus be easier to analyse. To
this end, we can use the device presented on the next chapter.

Doing these experiments on liquid samples taught us several important things to keep
in mind for the future. Firstly, it is absolutely necessary to be stable in temperature, and to
monitor it during an experiment. The studies of H2O and D2O showed that any temperature
variation changes the absorption values. Therefore, if we want to compare any data and
ensure the repeatability of the measurements, we need to have a precise measurement of the
temperature of the liquids. The second lesson is the importance of chemical stability. For
any sample, but particularly for biological objects, it is important to have a good baseline
in order to compare data since their effect is weak. Therefore, we have to analyse the exact
buffer solution the samples are in, as the ionicity of the solution has an influence on the
absorption of the solution.
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Chapter 3

The challenge of analysing small
samples with THz-TDS

In these last chapters, we have showed the use of THz-TDS for analysing some biological
samples, either in a pressed powder form, or in liquid solutions. However, THz-TDS suffers
from the size of many biological objects, such as bacteria, cells or viruses, which are a lot
smaller than the size of the THz wavelength (and subsequent focal spot). Indeed, the THz
wavelength is typically between 0.1 and 1 mm, which means that the diffraction limit is at
best 50 µm, which is one to two orders of magnitude too big. To overcome this problem,
we could analyse a large quantity but the production of large volumes of biosamples, such
as viruses, is not possible. As a result, pellets cannot be made and we can either produce
less than a mg of powder or having a small concentration of samples in a buffer solution,
of which we have seen the challenges in the previous chapter. Therefore, interactions with
these photons are highly reduced, making it hard to analyse samples with a volume smaller
than a microlitre. We need to increase light-matter interactions between them and THz
pulses. This chapter is divided in two main parts: a first part, explaining the first realization
of a light confinement design (section 3.2), that took place before and at the very beginning
of my thesis work, and a second part explaining my improvements of the design (section
3.3).

3.1 General introduction and motivations

3.1.1 Confining light for the analysis of biosamples

According to Purcell’s theory, confining light to a small volume increases light-matter in-
teractions. In materials with a high refractive index, light confinement is attainable using a
photonic crystal structure for instance. However, the refractive index of biosamples is often
relatively low, which makes light confinement a challenge for several spectral ranges. In the
visible domain and the near infrared, the use of dielectric structures for light confinement
has shown interesting results but the reached volumes are still too large (of the order of
magnitude of the cube of the wavelength) [129–131]. In order to achieve smaller volumes,
metallic structures based on plasmonic effects have been used but they generate additional
losses [132–134].

In the THz community, most of the light confinement methods exploit the fact that, in the
THz domain, metals have a better response than in other frequency ranges. Two approaches
emerge:
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• The use of a near-field microscope adapted to THz-TDS [135]. This part I will not focus
on but there is ongoing work in our THz biophotonics team on the subject [136].

• The use of a sub-wavelength metallic waveguide.

For the second approach, one can, for instance, use a metallic wire [137] around which the
THz wave is going to propagate. In this case, the sample is placed around the wire but
the light-matter interaction is not fully enhanced and using actual metallic edges instead
will lead to a better confinement. Therefore, in order to confine light in one direction, a
natural approach is to use a parallel-plate metallic waveguide [138]. In such a waveguide,
two kinds of modes exist: transverse electric (TE) and transverse magnetic (TM) (which are
in fact transverse electromagnetic mode (TEM) if the dielectric is homogeneous) depending
on the direction of the electric field relative to the metallic walls. The TEM mode has no
frequency cut-off [139], moderate losses, and, consequently, weak dispersion (only linked to
the metallic material’s dispersion), which is ideal for THz-TDS experiments [16]. However,
it is necessary to use a large bandwidth coupling scheme to properly excite the mode of
interest.

A first coupling method consists in using silicon cylindrical lenses [138], which intro-
duces a coupling that is very dependent on the waveguide’s geometry, and adds reflections
and Fresnel losses because of the high refractive index of silicon. Despite this, the technique
has been used inside a cryostat and showed encouraging results [140]. To avoid these limita-
tions, it is possible to use tapered coupling antennas [141], which improve the coupling and
facilitate the use of the device. However, the main limitation of the parallel-plate metallic
waveguide is that we suppose that its height is quasi-infinite, meaning that there is no ver-
tical confinement (see figure 3.1). Thus, during the propagation inside the waveguide, the
mode is going to expand in the vertical direction (where there is no confinement), reducing
the light-matter interactions and producing a strong astigmatism when the beam is coupled
to free space (illustrated on figure 3.1).

FIGURE 3.1: Expansion of the mode (in blue) in the vertical direction of a
parallel-plate metallic waveguide, producing a strong astigmatism.
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3.1.2 Objectives of the confinement device

In order to have fewer losses and fewer dispersion, we decided to design a device to 2D
confine THz pulses into a 1D waveguide. To do so, we combined the curved tapered antenna
approach by [141] and the thick slot line waveguide (TSLW) (a map of the field of the mode
is shown in figure 3.2). The TSLW has an intermediate shape between the parallel plate
waveguide [142, 143] and the slot line waveguide [144]. If no dielectric substrate is close to
the slot (homogeneous dielectric), both are known to support a TEM mode, and thus have
little dispersion [145, 146], even up to optical wavelengths [147].

In order to achieve our goal, the device has to complete four requirements:

1. The guiding part, where occurs the confinement and light matter interaction enhance-
ment should be long enough (several mm, that is typically several tens of wavelength).

2. The guiding part has to remain accessible in order to fill it with the samples.

3. The THz signal should be injected and extracted from the waveguide with standard
THz lenses or mirrors.

4. There should not be significant dispersion introduced by the device nor Fabry Perot
echoes resulting from reflections.

As a result, the cross section of the waveguide should be open, with a gap below the
wavelength scale, that is permitted by the TEM mode. Moreover, we need the same non-
dispersive antennas for injection and extraction of the pulse (a symmetric device).

3.2 The first realization of the "butterfly" device

3.2.1 Design of the device

The chosen design is shown in figure 3.2, the device is composed of three parts: an injection
exponentially tapered antenna (ETA) (that can be seen as a Vivaldi antenna [148]), a TSLW,
and an extraction ETA. We gave it the name “butterfly” because of its two wings.

The physical dimensions of the device are displayed on the schematic of the butterfly
in figure 3.2. The thickness, t, of the metallic plates of the TSLW was chosen to be 500 µm,
in order to be thick enough to insert a sample but thin enough to confine the THz field
with moderate losses. The width w is variable, as one of the wings of the butterfly is mobile
thanks to a translation stage with a micrometric screw. The length L of the waveguide is cho-
sen to be 10 mm, which is comfortable for THz solid-state samples but allows the evaluation
of losses in the device.

Thanks to the exponentially tapered antenna [149], we avoid reflections at the guide/antenna
interface as the curve is continuous, with a continuous derivative. Its shape follows the
parametric equation:[

x
y
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β(exp( s
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] [
cos(θ) − sin(θ)
sin(θ) cos(θ)

]
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Where θ = − arctan( β
α ), the opening angle of the antenna away from the waveguide, is set to

keep the curve derivative continuous at the interface with the waveguide. The parameter α
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(A) (B)

FIGURE 3.2: (A) Solidworks drawing of the light confinement device. L is the
length of the waveguide, w the gap between the sides, t its thickness, and D
the opening at the entrance of the tapered antenna. The inset provides a map
of the electric field inside the waveguide. (B) The light confinement device

fabricated and mounted on a micrometer displacement stage.

corresponds to how fast the exponential is going to end up following its asymptotic linear
curve, and the parameter β is defined through the opening angle θ. As a result, the larger α
is, the smoother and longer the exponential part is, which will introduce some uncertainty
on the length of the waveguide (as the end of the waveguide is smoothed with the beginning
of the antenna). We fixed α to 10 µm and β to 30 µm, resulting in an opening angle θ of 18.4
degrees (displayed in figure 3.2).

For the validation of the design, electromagnetic (EM) time-domain simulations were
performed with the CST software. These results are presented in [150]. It was found that, in
the waveguide, the losses are inversely proportional to the width w and originate naturally
from ohmic losses in the metal. The results also shown negligible dispersion as expected
for a TEM mode. For the antenna, it was found that there was a reflection at the end of
the antenna, meaning that there was a low frequency cut-off as in most of large-bandwidth
antennas. However, for an opening length D of 5 cm, the cut-off frequency was around
12 GHz, which is perfectly usable for THz-TDS. It is important to note that, due to compu-
tational limitations, we were not able to simulate the whole device in all of the frequency
range (0.1-4 THz). Indeed, the device has a size, in wavelength units, of several hundreds of
wavelength. The number of mesh points needed for this simulation was not supported by
CST on our computer.

3.2.2 Fabrication process of the butterfly

The main step of the fabrication of the device is cutting of the wings from a 500-µm-thick
copper plate (purity 99.9%). We need a technique that is able to cut a complex curved trajec-
tory (from the tapered exponential profile of the antennas), and that is able to cut almost ver-
tically the TSLW edges, with low roughness (small compared to the working wavelength)



3.2. The first realization of the "butterfly" device 79

to avoid ohmic losses and propagation scattering effects. The classical machining of such a
thin copper sheet is rather difficult and therefore, laser ablation was chosen.

The laser setup used to cut wings in copper plates is based on a Tangerine laser source
from Amplitude-Systèmes that generates 350 fs pulses at an infrared wavelength of 1030 nm.
The laser beam trajectory is controlled using a galvanometric scanning head followed by a
final telecentric focusing lens of a focal distance of 100 mm. The focused spot diameter is es-
timated to be around 10 µm at the considered wavelength. An optical attenuator composed
of a half-wave plate and a polarizer allow fine-tuning of the beam power independently
from the laser source parameters. After crossing the entire optical path, the maximum avail-
able average power amounts to 12 W at a repetition rate of 200 kHz. The copper cutting
was performed at maximum average power, the scanning speed was adjusted to 20 mm/s,
and 150 laser beam passes were used. The optimization of the parameters and the cut were
performed thanks to the expertise of Flavie Braud (IEMN engineer). I would like to note
that the parameters are under continuous improvements and were given for reproducibility
reasons.

FIGURE 3.3: Characterization of the laser cutting process. (a) Assembly of
the two wings, showing the TSLW slot. The minimum slot width of 30 µm
is determined by two integrated spacers cut at each extremity of the wings,
as shown in the inset. (b) SEM view of the laser cut sidewalls; (c) Magnified
view of the surface roughness of region 1; (d) Magnified view of the surface

roughness of region 2.

In figure 3.3(a), we can see the waveguide part of the device, where we were able to
obtain a 30 µm gap between the wings. From the scanning electron-microscope (SEM) im-
ages (b), we make two observations. Firstly, no defects induced by overheating or fusion are
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observed, in contrast with the use of continuous wave and pulsed lasers of the nanosecond
range. Secondly, the roughness is different in the upper part labelled ’1’, corresponding to
the laser beam entrance, and the lower part labelled ’2’. Figures (c) and (d) correspond to
zoomed in views of the upper and lower parts respectively. The difference in roughness is
due to more thermal losses in the lower part. Indeed, even though the femtosecond regime
avoids normally excessive heating of the matter (athermal ablation), the heat accumulation
resulting from a high repetition rate at the bottom of the kerf line can partially activate the
thermal ablation regime and is consistent with the formation of a crater-like rougher surface
[151–153]. Nonetheless, the overall roughness remains on the micron scale (around 3 µm
RMS), which should not impact too much the THz propagation in theory.

3.2.3 Performances

As for the simulations, the characterization of this device is given in details in [150]. Our
Menlo Systems THz-TDS inside the purged plexiglas box was used, with the setup dis-
played in figure 3.4. It is composed of four TPX lenses with a focal length of 50 mm, of
which two are collimating lenses for the photoconductive antennas and the last two inject
and collect the THz pulse in and from the butterfly. The butterfly was aligned so that the
focal plane of the lenses was placed at the entrance and exit of the TSLW part. According to
the EM simulations, the butterfly should ideally not need focusing lenses in order to couple
the pulse inside the waveguide but after some testing we found that they were needed. This
problem will be addressed in section 3.3.4.

FIGURE 3.4: Schematic of the THz-TDS setup used for the characterization of
the butterfly device.

With the help of the lenses, we found that the coupling efficiency was close to unity.
Indeed, most of the energy (> 90% for a gap of w =31 µm and > 98% for w =215 µm over the
whole frequency range) goes through the waveguide, especially for the higher frequencies.
However, a parasitic pulse that does not go through the guide was observed. When the gap
of the butterfly is closed, there is a small pulse that can be detected, which is hidden by the
reference pulse going through the device otherwise. Another way to observe this parasitic
pulse is to put a sample inside the butterfly. The beam that goes through the butterfly (hence
that goes through the sample) is delayed while the parasitic pulse is not. In figure 3.6, we
can see the two pulses, one is located at around 2 ps (aligned with the reference), and the



3.2. The first realization of the "butterfly" device 81

other one is located at around 12 ps. The parasitic pulse is a part of the THz beam that goes
above and below the waveguide. It is likely to be surface waves, created at the metal/air
interface, due to the fact that the THz-TDS antennas are not perfectly polarized (there is still
20% of the vertical polarization).

Regarding power losses, they account for a few inverse centimeters, increasing with the
frequency and decreasing with the gap length w, as is shown in figure 3.5. Experimentally,
they are four times higher than in simulations, which is due to the roughness of the sidewalls
in the gap. Finally, it was found that the dispersion was very low in the whole spectrum
(below π/4).

(A) (B)

FIGURE 3.5: (A) Power losses for various values of w (width), the negative
values are due to diffraction. (B) Dispersion curves for various values of w

(Figure from [150]).

3.2.4 Test on α-lactose monohydrate

Once again, we tested the device with the “gold” standard, and simple biosample, α-lactose
monohydrate. This was done in two steps. First, on a powder sample, and second on an
evaporated lactose solution. For the powder sample, the gap was opened at w = 150 µm,
which corresponds to a waveguide volume of 0.75 µL that was filled by inserting the powder
from the top. The sample stayed in place thanks to agglomeration and edge surface adhesion
effects. For the liquid sample, we made a saturated solution of lactose in deionized (DI)
water (200 g/L). The gap was filled with the solution from the top using a 10 µL micropipette
and let dry. The residue left after drying was estimated to weight 200 µg. The measured time
traces, as well as the retrieved losses and refractive index are showcased in figure 3.6.

Comparing with the results found in chapter 1, the main peak at 530 GHz is still present.
Therefore, with the butterfly, we are able to retrieve not only the refractive index with the
delay, but also the absorption lines from the sample. In addition, the parasitic pulse is still
here (visible at 2 ps for the powder and evaporated liquid time traces in figure 3.6). Thus,
to avoid any fake interference effects, the entire signal before 6 ps was removed, before per-
forming the Fourier transform, only keeping the actual data from the sample. From the
spectrum, we extracted the effective refractive index and the losses. The effective refractive
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FIGURE 3.6: Results of TDS experiments on lactose with the butterfly. (a)
Time-domain results. (b) Associated calculated losses and effective refractive

index.

index and the losses found are slightly lower than the ones found in the first chapter. This
is due to the fact that the gap is not completely filled with lactose. Moreover, the pressure
exerted by the butterfly walls is certainly weaker than pressure in the press used to fabri-
cate the pellets. Consequently, more voids are present here. Also, some peaks are different
from the ones found earlier (at 1.53 THz and 1.03 THz). These are Mie resonances coming
from the scattering and random nature of the medium such as Mie or effects that are more
complex. In fact, there are many other tiny peaks in the spectra, that are not reproducible,
especially in the evaporated liquid one, which we interpreted as such.

To sum up, the butterfly device allowed us to perform THz-TDS on a small powder
biosample (less than a µL) and on an evaporated liquid biosample (less than 10 µL of liquid)
and we were able to obtain the main spectral peaks recorded in the literature. Still, several
improvements or modifications are needed:

• The important roughness has to be reduced because it prevents from closing the gap
even more to analyse smaller volumes. It is also responsible for the limited bandwidth
(2.5 THz) accessible with the device.

• The cost of a copper plate is high and will be a problem if several devices have to be
produced at once.

• The parasitic pulse has to be blocked.

• The coupling issue makes the use of focusing lenses mandatory and questions the
efficiency of the tapered antenna.

All of these issues have to be resolved in order to analyse smaller volumes of samples.
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3.3 New version of the butterfly to achieve smaller volumes

The previous sections gave a summary of what was done by the team on the butterfly device
before I arrived (and at the very beginning of my thesis work). The next sections will focus
on my work to improve the performances of the device. Due to the limitations listed above,
we decided to change the fabrication process. The goal was to have a broader bandwidth,
get rid of the parasitic pulse, lower the cost, and reduce the roughness to be able to do
experiments on smaller volumes of samples.

3.3.1 The new fabrication process

For this new version, we switched from a 500-µm-thick copper plate to a 330-µm-thick sil-
icon wafer. We kept the same butterfly profile, with the same values for the length of the
guide and the opening angle.

Laser cutting

(A) Experimental setup of the laser cutting process (B) Silicon wafer cut after the process

FIGURE 3.7: Beginning and end result of the laser cutting process

The butterfly wings are now obtained by laser cutting silicon wafers. The laser and its
parameters are the same as for the first version. The cut is performed by the same engineer
as for the first version. The silicon wafer is placed onto a silicon holder with an internal
diameter slightly smaller than the one of the wafer. Two clamps hold the wafer from both
sides, as shown in figure 3.7. This figure also shows the finished cutting process. After
they have been detached from the wafer, we observed them with an optical microscope and
noted the presence of a white deposit, as observed in figure 3.8a. In order to improve the
quality of the waveguide, the wings have to be cleaned.

To clean the butterfly wings, they were immersed in acetone in an ultrasonic bath for
30 min. The temperature of the ultrasonic bath was set to 45 ◦C, and the power was set to
100 %. In figure 3.8b, we can observe that the guides have lost some of the white deposit but
there are still defects to remove.
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(A) (B)

FIGURE 3.8: (A) View of the stacked butterfly wings with an optical micro-
scope after laser cutting. (B) View of the stacked butterfly wings with the

optical microscope after the first ultrasonic bath.

Cleaning with hydrogen fluoride

We suspected that the white deposit was formed during the cutting process by a silicon
compound (such as SiO2). Hence, we decided to use HF (Hydrogen Fluoride) to remove it.
The butterfly wings were immersed in a solution composed of 10 mL of 50 % HF and 40 mL
of deionized (DI) water for 5 min. After that, they were rinsed thoroughly with DI water
and dried.

(A) (B)

FIGURE 3.9: (A) View of the stacked butterfly wings with the optical micro-
scope after the HF bath. (B) View of the stacked butterfly wings with the

optical microscope after the second ultrasonic bath.

Figure 3.9a shows that the deposit was partially removed, and the quality of the waveg-
uide has greatly improved. To get rid of the final imperfections, we used another ultrasonic
bath with the same procedure as the first one. Figure 3.9b highlights the fact that the de-
posit was removed thanks to the second bath, the guide looks more homogeneous, which is
confirmed by the profilometer. The average arithmetic roughness is estimated to be around
1.5 µm RMS, which is better than with the copper plates design.

Sputtering process

Finally, we deposited gold on the sides of butterfly wings. To do so, we placed the wings
upwards on the holder shown in figure 3.10a. We used plastic spacers between the wings
to prevent any damage. Finally, with a DP650 sputtering machine by Alliance concept, we
deposited a 20 nm layer of titanium for adhesion and a 1000 nm layer of gold. The procedure,
done one time, took approximately 40 min. The final waveguides are shown in figure 3.10b.
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(A) (B)

FIGURE 3.10: (A) The wings of the butterfly device on their holder, attached
to the the sputtering device holder. (B) View of the butterfly wings with the

optical microscope after the sputtering process.

Now that the roughness has been reduced thanks to this fabrication process, the first
point of the limitations list has been checked. The butterfly device has to be characterised to
check on the other limitations.

3.3.2 Blocking the parasitic pulse

Since the wings are smaller now and more fragile, we used a protective plastic cover that is
fixed to the same mount as for the first version (see in figure 3.11a). The THz-TDS setup for
the characterisation is the same as for the first version. We found that the bandwidth was
broadened, with now 4 THz instead of 2.5 THz before. However, the parasitic pulse is still
present.

(A) (B)

FIGURE 3.11: (A) New version of the butterfly in its plastic holder. (B) THz
absorber blocker above and below the butterfly.

To get rid of it, we decided to use an absorber. However, putting an absorber on the top
of the butterfly was not enough, as we found that the parasitic pulse travelled really close
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(A) (B)

FIGURE 3.12: (A) Time traces measured when the butterfly device is opened
to 50 µm versus when it is closed, after adding the absorbers. (B) Spectra re-
trieved when the butterfly device is opened to 50 µm versus when it is closed,

after adding the absorbers.

to the waveguide portion, both above and below. Therefore, we adjusted the mount of the
wings in order to be able to place an absorber both above and below the waveguide, such
as displayed in figure 3.11b. This way, we only detect the pulse that has gone through the
butterfly. Figure 3.12 displays the time traces obtained when the absorber has been added.
Compared to the previous version, the amplitude of the parasitic pulse is highly reduced
and will interfere less with the data. Moreover, the spectra showcase the broad bandwidth
available even with a small width of 50 µm for the gap.

3.3.3 Test on α-lactose monohydrate and glutamine

Finally, to compare the results with the first version, we measured an α-lactose monohydrate
sample. Three experiments were conducted, the first one on a 15 nL powder sample (a
length of 1 mm was filled in the waveguide), the second one on a 5 nL powder sample (a
length of 0.5 mm was filled in the waveguide), and a third one on a 3 nL liquid evaporated
sample. In all cases, the gap was opened to 50 µm (adjusted with a calibrated 50 µm-thick
Kapton sheet). We were able to reach smaller volumes of sample than with the previous
version because the device is thinner, and because we are able to reach a smaller width of
the waveguide. Finally, the presence of graduation on the wing along the waveguide allows
us to better measure the quantity of sample inside it.The retrieved absorbance curves for the
three samples are displayed in figure 3.13.

The absorption peaks of lactose are sharper with this new version, with more intensity
(and less powder) and there are less small peaks due to scattering effects. For the 15 nL
sample, we can distinguish the first three peaks at 530 GHz, 1.19 THz and 1.37 THz. Even
if the 1.19 THz peak disappears in the noise for smaller volumes, the two other peaks are
still visible (particularly the 1.37 THz peak), which demonstrates the sensitivity and broad
bandwidth of the device.



3.3. New version of the butterfly to achieve smaller volumes 87

(A) 15 nL α-lactose monohydrate powder sample. (B) 5 nL α-lactose monohydrate powder sample.

(C) 3 nL α-lactose monohydrate evaporated liquid
sample.

FIGURE 3.13: Absorbance of three samples of α-lactose monohydrate.

To conclude, we managed to improve the spectral range to 4 THz, to remove the parasitic
pulse and to reduce fabrication time and cost. Thanks to the improved roughness, we can
now achieve a gap opening of 10 µm. Moreover, we were able to measure successfully the
THz spectrum of a few-nL volume biosample. However, the new fabrication process did
not help to improve the coupling of the device and we still need focusing lenses for the THz
pulse to enter the gap.

3.3.4 Understanding the coupling issue

In order to understand how the device confines and couples light, we designed a quasi-
optics experiment for the characterization of the near-field and far-field radiation patterns
of the butterfly device based on a THz laser source and a THz camera. Quasi-optics antenna
are specific because their size is a lot bigger than that of the wavelength range. The near-
field and far-field definitions in this case are for a quasi-optics experiment, meaning that we
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want to image the THz field at the focal point (“near-field”) and the THz field outside the
butterfly (“far-field”).

Setups of the microscopy and far-field experiments

FIGURE 3.14: Schematic of the far-field experiment.

Figure 3.14 represents the schematic of the far-field experiment. We use a CO2 pumped
methanol gas laser emitting at 2.5 THz (which is around the middle of the bandwidth achieved
in THz-TDS with the butterfly). The beam goes through a polarization rotator in order to
change its polarization from vertical to horizontal, and then through a wire-grid polarizer
used as an attenuator in order to avoid damage on the THz camera. Then, a TPX lens is
used to focus the beam at the entrance of the waveguide and the THz camera is placed far
enough from the butterfly to image the far field pattern but close enough to be able to image
it considering the sensor size. The THz camera we use is the model TZCAM from i2S, it is
sensitive from 0.1 THz to 5 THz, its pixel size is 50 µm × 50 µm. Its resolution is 320 × 240
pixels (the sensor size is 16 × 12 mm).

FIGURE 3.15: Schematic of the microscopy experiment.

In addition to the far-field setup, we decided to add two lenses after the butterfly device,
such as shown in figure 3.15, to design a microscopy setup. This will enable us to image the
beam inside the butterfly and thus gain more knowledge on the way the light is confined
inside it. Finally, in all experiments, the absorber blockers were used.
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Results

Firstly, in order to verify the setup, we put a variable diaphragm in place of the butterfly
device. With the setup from figure 3.15, we imaged the diaphragm for three openings: closed
(diameter of 0.8 mm), half-opened (diameter of around 5 mm), and fully opened (diameter
of 15.0 mm). The result is displayed in figure 3.16. As expected, the size of the spot on the
camera increases as we open the diaphragm, and the intensity is higher at the center of the
spot.

(A) diameter of 0.8 mm (B) diameter of around 5 mm

(C) diameter of 15.0 mm

FIGURE 3.16: Image recorded by the THz camera of a variable diaphragm
with the microscopy setup.

Next, we removed the diaphragm, put the butterfly in place and adjusted the lenses in
order for their focal planes to be at the entrance and exit of the waveguide. The gap between
the wings of the butterfly was opened to 50 µm thanks to a calibrated Kapton sheet. We
recorded the image shown in figure 3.17. There is a very small spot on the camera, showing
a good confinement of the THz pulse. When we zoom in on this spot, we can distinguish the
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two sides of the waveguide, as it is oval-shaped, and straighter on the sides (the waveguide
has a cross section of 50 × 330 µm2).

FIGURE 3.17: Image recorded by the THz camera of the beam inside the but-
terfly waveguide with the microscopy setup. On the right is a magnified im-

age of the spot.

Since the microscopy setup worked well, we removed the two lenses before the THz
camera in order to record the far-field. We had to move the camera really close to the exit of
the tapered antenna in order to have a usable image, as the size of the exiting beam increases
rapidly. Still, we were able to image the far field radiation pattern by taking several pictures
while moving the camera from left to right. The result is displayed on figure 3.18.

(A) x = −7mm (B) x = −3mm (C) x = 0mm (D) x = +3mm (E) x = +7mm

FIGURE 3.18: Far-field radiation pattern of the butterfly device, the x axis is
shown in figure 3.11a.

Figure 3.19 shows a reconstruction of the far-field radiation pattern from these 5 images
(hence the slight differences in intensity). We see a principal beam which is oval with a
larger divergence in the horizontal plane than in the vertical plane as can be expected from
the diffraction (the waveguide is smaller in the horizontal direction than in the vertical one).
When we compare this image to the one obtained by CST simulations (still, we have to
remember that the simulation were not done on the whole device), we see some similarities.
Indeed, they both have a main lobe in the middle and two lobes on the sides. However,
the butterfly is less directive than quantified. Our hypothesis was that the THz pulse was
guided by the tapered antenna. However, the diffraction angle (considering the output
aperture) is smaller than the opening angle of the butterfly, which leads to the fact that the
antenna cannot play its role. Hence, the THz pulse diverges. This explains why we had to
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FIGURE 3.19: Reconstructed far-field radiation pattern of the butterfly on the
left. On the right is the result of the CST simulation for comparison. The green
curve corresponds to a frequency of 5 THz, the red curve to 2.6 THz, and the

black curve to 0.2 THz.

be so close to the antenna to see the far field pattern. It also explains why the coupling to
the far-field was different than expected and why we had to use focusing lenses. In fact,
when one compares the opening angle of the lens (its half opening angle equal to around
20◦) to the one of the butterfly (equal to 18.4◦), they almost match. Moreover, we found
experimentally that the most efficient lens was the one with the closest opening angle.

In order to resolve this problem, we have to modify the design of the tapered part of the
device. The next design will consist in three parts: the same waveguide section in the mid-
dle, the same tapered antenna with the parametric equation at the end, and an additional
tapered part between the two that follows a square-root curve ( f (x) =

√
λx). After that, we

have two choices. Either we modify the design of the butterfly to have the same “escaping”
angle (angle where the pulse is no longer guided) at all frequencies, but it means a different
diffraction angle at each frequency, or we keep the same diffraction angle but with a differ-
ent escaping angle. In the latter case, we have to reduce the opening angle of the butterfly
to less than the diffraction angle in order to control the exiting of the THz pulse.

3.4 Conclusion

This chapter presented a THz light confinement device, called the butterfly. The first version
showed great potential, with good confinement, large bandwidth, and sensitivity. However,
it had several limitations: important roughness only allowing a minimum gap size of 30 µm
maximum, a limited bandwidth (of around 2.5 THz), coupling issues, the presence of a par-
asitic pulse and an important cost and long fabrication time. Therefore, we changed the
fabrication process. The performances of the second version were improved, with a broader
bandwidth (around 4 THz) and improved roughness that allowed to close the gap to 10 µm.
We also removed the parasitic pulse thanks to a THz absorber blocker. The test on α-lactose
monohydrate demonstrated its usability on biosamples, and especially on small volumes of
the order of the nL, which is the smaller volume reached compared to the state of the art
[154]. Still, one limitation remained: the coupling issue. Indeed, the far-field experiments
showed good light confinement, which explains the good experimental results, but lower
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directivity than expected. As a result, the butterfly design will need to be modified once
again. The next steps, of which we hope to show the results during the thesis presentation,
will be to test several devices with smaller opening angles. This will enable us to verify
the hypothesis that the diffraction angle of the THz beam is smaller than the angle of the
butterfly wings. A new design is also under work. It consists in adding a transitional part
between the waveguide and the tapered curved antenna (both for the injection and extrac-
tion of the pulse). It will be presented during the defence of the thesis work. Another lead
for the improvement of the device is to use elliptic 3D-printed waveplates [155] to inject and
extract the beam of the device.
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Chapter 4

Conclusion and perspectives

Investigating biological samples with THz-TDS brings up a lot of challenges. There has
been a lot of enthusiasm for this technique at first, and a lot of biological samples were
measured. However, researchers realized that they lacked knowledge on the basics and that
they needed better tools for data analysis. In this thesis, we focused on what we think are
the three main challenges to overcome: analysing biosamples as close to in vivo conditions
as possible, taking into account their small size and the small volumes they are available in,
and finally how to retrieve information from the THz-TDS data.

THz-TDS is a relatively new technique, as it has been around for about thirty years.
There has been a few studies on biological samples, especially under a crystallized form,
but there is not much knowledge on what kind of feature to expect when analysing them
under conditions close to in vivo conditions. Therefore, we have to make sure that our data
analysis process is sufficiently robust so that the features or parameters retrieved are entirely
due to the presence of biological samples. To this end, we showed that time-domain fitting,
in addition to being closer to experiments than frequency-domain fitting, gives also more
reliable results. Moreover, taking experimental noise into account during the fitting process
is of utmost importance so that we do not mistake noise artifacts for real data. We showed
the accuracy of our fit@TDS software on a α-lactose monohydrate pellet sample and were
able to retrieve the same main peaks as in the literature, and precisely fitting the refractive
index up until 2.6 THz. The bandwidth limitation can be pushed further with a thinner
pellet or a mixed one with polyethylene.

The method, from the experimental and the data analysis points of view, works well for
studying biological samples under the powder form, pressed in pellets. This also means
that they have to be available in large quantities. However, it was found that the structure
of biological objects, such as proteins, cells or virus, can be altered by the conditions they are
in. Hence we have to analyse them closest to in vivo conditions, which means investigating
them in an aqueous solution. This is a great challenge because of the high absorption of
liquid water in the terahertz range. Still, it could be done if we were able to characterize liq-
uid water itself. However, if the experimental protocol to put in place is not straightforward
(microfluidic cell to be able to analyze small amounts of liquid water, monitoring of the tem-
perature) but widespread in the community, it is the data analysis part that is tricky. Indeed,
there is no consensus on the permittivity model to use when fitting liquid water data. The
models proposed for the terahertz range add several Debye terms, but they cannot be ex-
tended to higher frequencies. As a result, we found that there was a need for a new model,
taking into account inertial effects in water and interactions between molecules, which the
Debye model does not. The Titov model takes into account some of these effects (inertial
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and interactions between two polar groups) and we showed that, in addition to being ex-
tendable to higher frequencies, it also provided a better fit at terahertz frequencies. With this
information, we showed that a modification of the H-bond network structure results in an
absorption difference on the THz-TDS data and therefore a modification of the parameters
of the model. We also characterized this absorption difference, meaning that an increase in
absorption was linked to a breakage of bonds while a decrease in absorption was linked to
a making of bonds. Finally, we applied our knowledge to the study of a protein in aqueous
solution, the lysozyme. This data still needs to be fitted but is highly promising. However,
it shown that the effect of the biological object was weak, it is not observable from the ex-
perimental curves, and we need further analysis to be able to determine whether THz-TDS
is able to probe it or not.

The last challenge concerns the size of biological objects. Indeed, many of them are a lot
smaller than the size of the THz wavelength, which is typically between 0.1 and 1 mm. To
overcome this problem, we would need to analyze a large volume of biosamples but, most
of the time, they are not available in large quantities as they are hard to produce. As a result,
interactions between biosamples and the THz waves are reduced, making it hard to analyze
samples with a volume smaller than a microlitre. As a result, we decided to confine the THz
waves in order to increase interactions with the sample. To achieve this goal, we designed
a device called the butterfly, composed of a thick slot line waveguide in the middle, and of
two curved tapered antennas to inject and extract the THz pulse. The first version, made
with copper plates, showed promising results but was limited in bandwidth and has too
much roughness in the waveguide part, preventing the analysis of very small volumes of
samples. Therefore, a new version was designed, made of silicon wafers sputtered with
titanium and gold layers, which showed better performances and allowed us to analyze
very small volumes. However, it is still difficult to couple efficiently the device to the THz-
TDS, hindering it to reach its full capability. Still, this type of device allows us to overcome
the challenge of analyzing small biosamples, and small volumes of any type of sample.

To conclude, this work provided an accurate data analysis method and tool, with im-
provements on taking experimental noise into account, improving parameter extraction,
and the ability to compare permittivity models. This work also presented an overview of
the research done on liquid water and showed the importance of monitoring rigorously the
temperature of the sample during the experiment, as well as making sure that the permit-
tivity models used for the fit can be extended to higher frequencies. Also, we demonstrated
how the modifications of the bonds inside a H-bond network influenced the THz-TDS data
and showed that the concentration of an ionic solution had an impact on the absorption.
Moreover, if we want to be able to analyse biosamples in liquid solutions, we have to take
into account all of the above and realize an experiment with a very low uncertainty to be
able to observe, or extract, information on the biosample itself. Finally, we explained that
the confinement of the THz pulse enhanced interactions with the sample, which is made
possible by our butterfly device. We were able to analyse volumes of samples of the order
of the nanolitre, which is a first in the community.

As for the future, THz-TDS is multidisciplinary. As we have seen in this thesis, there
needs to be collaborations to understand all aspects: biology, biochemistry, experimental
physics, theoretical physics, and signal processing. The challenges of THz-TDS are great,
and overcoming them will require more work on the foundations, such as the study of liquid
water and simpler biosamples, like the lysozyme studied here. Studies on complex proteins,
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the methylation of DNA or cancer research are enticing but they seem out of reach for now
considering the results we obtained. The three chapters of this work will need to be carried
on, but they all lay the ground for future experiments. There is already work done on the
following of chapter 1 that will help reducing experimental noise. Indeed, part of the noise
present in the data is due to the delay between each measurement, as we already pointed
out. Therefore, we decided to accumulate the THz-TDS data ourselves instead of doing that
with the software provided. Using a python routine, we now save a large number of time
traces separately, readjust the delay, and then proceed to taking the mean. This step added
to the high pass filter still necessary for values under 200 GHz produces data that are a lot
easier to analyse afterwards. Moreover, there is ongoing talks with theoreticians in order to
improve the permittivity model of liquid water and the theory behind it to understand the
molecular dynamics better. The ionic solutions will also need to be remeasured so that the
temperature monitoring matches the one of the liquid water experiments. Finally, by fixing
the problem of coupling with the butterfly device and some technological improvements
(such as working on the thickness), we will be able to reach even smaller volumes of sample,
one objective being 0.1 nL, the volume of a human cell.

This thesis manuscript is the result of three years of work, done under covid-19 condi-
tions. Inevitably, experimental work has been impacted by lockdowns, therefore the focus
has been shifted to data analysis and leaves some questions unsolved, notably concerning
the analysis of very small volumes of samples. Still, we think that this work will be a great
foundation for future analysis of biological samples and shows the potential of the tech-
nique.
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