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Abstract

The applications for embedded artificial intelligence are numerous and
cover multiple domains, such as consumer electronics, home automa-
tion, health, and industry. They require dedicated chips bringing intel-
ligence close to the sensor while maintaining a low energy consumption.
Although many types of neural networks (NN) exist, they all rely on
the same basic computations which are Matrix-Vector Multiplications
(MVM) composed of Multiply-and-Accumulate (MAC) operations. Op-
timizing the energy efficiency of MAC operations is a great lever to
reduce global power consumption. In a classic Von Neumann archi-
tecture, the limitation implied by data access caps the efficiency at 10
TOPS/W considering a 50 fJ/byte energy consumption for data move-
ment. In-memory computing (IMC) helps reduce the energy overhead
for accessing data by processing them close to where they are stored.
This thesis analyses the state-of-the-art NN architectures and the works
for Voice Activity Detection (VAD) and Keyword Spotting (KWS), to
show that energy consumption and accuracy are more important pa-
rameters than throughput for embedded applications. Furthermore,
analysis of the state-of-the-art of IMC shows that the available time to
perform NN operations can be advantageously leveraged. This work
presents a time- and current-based analog IMC concept, where current
sources charge/discharge a capacitive line during a time pondered by
the product of two numbers, therefore performing multi-bit MAC oper-
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ations through time. An implementation of the proposed architecture
in a 28 nm FDSOI CMOS technology is presented. The integrated
circuit prototype integrates 4 neurons with 100 inputs and 5-bit in-
puts and weights. The structure performs the multi-bit MVM using
the proposed time- and current-based analogue IMC method within
a maximum latency of 4.5 µs, perfectly suitable with most embedded
applications. The measured energy efficiency allows envisioning >50
TOPS/W if deployed over a 100-neuron array.
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Résumé

Les applications de l’intelligence artificielle embarquée sont nombreuses
et couvrent de multiples domaines, tels que l’électronique grand pub-
lic, la domotique, la santé et l’industrie. Elles nécessitent des puces
dédiées apportant l’intelligence à proximité du capteur tout en main-
tenant une faible consommation d’énergie. Bien qu’il existe de nom-
breux types de réseaux neuronaux (Neural Networks - NN), ils reposent
tous sur les mêmes calculs de base, à savoir des multiplications ma-
tricielles et vectorielles (MMV) composées d’opérations de multiplica-
tion et d’accumulation (MAC). L’optimisation de l’efficacité énergé-
tique des opérations MAC est un excellent levier pour réduire la con-
sommation énergétique globale. Dans une architecture Von Neumann
classique, la limitation liée à l’accès aux données plafonne l’efficacité à
10 TOPS/W en considérant une consommation d’énergie de 50 fJ/byte
pour le déplacement des données. Le traitement en mémoire (In-
Memory Computing - IMC) permet de réduire la surcharge énergétique
liée à l’accès aux données en les traitant à proximité de l’endroit où elles
sont stockées. Cette thèse analyse l’état de l’art des architectures NN
et les travaux pour la détection d’activité vocale (Vocal Activity De-
tection - VAD) et le repérage de mots-clés (Keyword Spotting - KWS),
pour montrer que la consommation d’énergie et la précision sont des
paramètres plus importants que le débit pour les applications embar-
quées. En outre, l’analyse de l’état de l’art de l’IMC montre que le
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temps disponible pour effectuer les opérations du NN peut être avan-
tageusement exploité. Ce travail présente un concept d’IMC analogique
basé sur le temps et le courant, où des sources de courant chargen-
t/déchargent une ligne capacitive pendant un temps pondéré par le
produit de deux nombres, réalisant ainsi des opérations MAC multi-
bits à travers le temps. Une mise en œuvre de l’architecture proposée
dans une technologie FDSOI de 28 nm est présentée. Le prototype
de circuit intégré intègre 4 neurones avec 100 entrées et des entrées et
poids de 5 bits. La structure exécute le MMV multi-bits en utilisant
la méthode IMC analogique proposée, basée sur le temps et le courant,
avec une latence maximale de 4,5 µs, parfaitement adaptée à la plupart
des applications embarquées. L’efficacité énergétique mesurée permet
d’envisager une efficacité supérieure à 50 TOPS/W s’il est déployé sur
un réseau de 100 neurones.
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Introduction
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The applications for embedded artificial intelligence are numerous and
cover multiple domains, such as consumer electronics, home automa-
tion, health, and industry. They require dedicated chips bringing intel-
ligence close to the sensor while maintaining a low energy consumption.
Although many types of neural networks (NN) exist, they all rely on
the same basic computations which are Matrix-Vector Multiplications
(MVM) composed of Multiply-and-Accumulate (MAC) operations. Re-
ducing the number of operations, and quantizing the weights of the
NN can offer some efficiency gain. However, optimizing the energy
efficiency of MAC operations is a great lever to reduce global power
consumption. In a classic Von Neumann architecture, the limitation
implied by data access caps the efficiency at 10 TOPS/W considering
a 50 fJ/byte energy consumption for data movement. In-memory com-
puting (IMC) helps reduce the energy overhead for accessing data by
processing them close to where they are stored.The contributions of
this thesis are the following :

• Analysis of state-of-the-art NN architectures, highlighting that
the main computation blocks of artificial intelligence algorithms
are MVM and MAC operations.

• Analysis of state-of-the-art works for Voice Activity Detection
(VAD) and Keyword Spotting (KWS) applications. One of the
outcomes of this analysis is that, for embedded applications, en-
ergy consumption and accuracy are more important parameters
than throughput. This is a fundamental difference with acceler-
ators for deep learning.
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• Analysis of state-of-the-art works on IMC. One of the outcomes of
this analysis is that the time available to perform the operations
can be advantageously leveraged for embedded applications. A
time-based multiplication scheme and a concurrent current com-
bination for performing multi-bit MAC operations are then pro-
posed, with promising efficiency levels.

• Description of the time- and current-based analogue IMC, where
current sources charge/discharge an accumulation line during a
time weighted by the product of two numbers, therefore perform-
ing multi-bit MAC operations through time.

• Implementation of the proposed architecture in a 28 nm FDSOI
CMOS technology. The integrated circuit prototype integrates 4
neurons with 100 inputs and 5-bit coding of inputs and weights.
The structure performs the multi-bit MVM using the proposed
time- and current-based analogue IMC method within a max-
imum latency of 4.5 µs, perfectly suitable for most embedded
applications. The measured energy efficiency allows envisioning
a 99.2 TOPS/W if deployed over a 100-neuron array.

The manuscript is structured as follows:
In Chapter 1 we will introduce machine learning by presenting the ba-
sic structure of a perceptron neuron, the matrix-vector multiplication
and the multiply and accumulate (MAC) operation. This informative
chapter will then describe how a simple neural network such as the Feed
Forward neural network can learn. Finally, more advanced networks
like CNN and LSTM will be presented as well as the different datasets
used to benchmark them.
Thanks to this information, Chapter 2 will introduce the TinyML
environment and describe how a complex system can be built for inte-
gration on energy-constrained devices. The work especially focuses on
audio applications such as Voice Activity Detection (VAD) and Key-
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word Spotting (KWS), how the feature extraction and the computation
are performed and highlight the need for low-consumption neural net-
works.
The Chapter 3 present an overview of the State-of-the-art works on
IMC, from Digital to Mixed-Signal architecture and identifies the pro
and cons of each solution. This highlight the promising perspective of
the proposed time- and current-based analog IMC architecture. This
time- and current-based concept is presented in Chapter 4 and its
implementation in 28 nm FDSOI is detailed in Chapter 5. The mea-
surement results are presented in Chapter 6 where the functioning of
the circuits is validated against Matlab simulations and efficiency and
accuracy are compared to the State-of-the-art.
Finally, we conclude this work with future perspectives of improvements
of the system in terms of accuracy and energy consumption.
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Chapter 1

Neural Networks
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1.1 Introduction

Artificial Intelligence (AI) is used in a lot of applications in our everyday
life. AI algorithms are used on social networks for targeted advertising.
They are running on our phones to predict the next word we will type,
or search for a specific object inside our photo library. They are used to
drive autonomous cars, behind Instagram filters, and to identify skin
cancer from a picture of a patient’s back. Either for entertainment
or more pragmatic applications, AI is everywhere. These applications
work thanks to Machine Learning (ML), which is a field of AI where a
computer can learn to perform a task without specific instructions, only
from datasets. ML allows neural networks to learn how to predict or
classify data. There are mainly three different approaches to training
a neural network:

• Supervised Learning
This algorithm works with an input dataset and the correspond-
ing classes of this data. With each data going through the net-
work, the algorithm will compare the prediction to the target
class. The parameters will then be updated so that the predic-
tion is closer to the target class.

• Unsupervised Learning
This algorithm works with datasets where we don’t have the tar-
get class. Unsupervised learning is mainly used to create a clus-
ter of data. This type of learning allows segmenting a set of
customers, for example.

• Reinforcement Learning
The reinforcement learning algorithm consists of learning contin-
uously by trial and error, trying to reach the highest reward value
inside a set environment. Through multiple experiences, it will
try to find the best behavior that maximizes the reward.
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Complex networks, with millions of parameters like AlexNet [1], uses
supervised learning and can classify images with 15.3% top-5 error rates
among 1,000 classes, meaning that 84.7% of the time the right class is
in the top-5 predictions on an image. Others can classify audio signals
and are able to identify 10 keywords, silence, and background noise
with 93.09% accuracy [2]. Neural networks are also used to identify
cancerous lungs cells with 94% accuracy from images [3].
The variety of architectures available to classify and predict data makes
it difficult from an application point of view to spot how we can re-
duce the consumption of such a network to implement it on ASIC. By
studying different architectures, it is possible to identify one common
block we can optimize for better efficiency. In this chapter we will:

• Study the main building blocks of neural networks and introduce
the Multiply and Accumulate (MAC) and the Matrix-Vector Mul-
tiplication (MVM) operations.

• Study the Feed Forward Neural Network and the backpropaga-
tion principle with the gradient descent algorithm that allows the
training of the networks.

• Present the different metrics used to compare neural networks.

• Present different types of Neural Networks: CNN, LSTM, and
describe their architecture.

• Present the datasets used for benchmarking Neural Networks in
this work.
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1.2 The perceptron andMACoperation

1.2.1 The perceptron

Figure 1.1: Perceptron

The perceptron is the basic neuron structure used in most neural
networks. Figure 1.1 shows the basic structure of a 4-input perceptron.
The input values X1 to X4 are first multiplied by the respective weights
W1 to W4. These values are then accumulated before going through
an activation function, often noted σ, that can be ReLU (equation
1.1), Sigmoid (Figure 1.2a), hyperbolic tangent (Figure 1.2b), or similar
functions. Finally, the output is sent to the input of the next layer. The
weights values are learned by the network to classify data.

ReLU(x) =

{
x, x ≥ 0

0, x < 0
(1.1)
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(a) Sigmoid function (b) Tanh function

Figure 1.2: Activation Functions

1.2.2 MACOperations

The main computation of a perceptron is called a MAC (Multiply and
ACcumulate). Figure 1.1 presents a 4-MAC perceptron. This compu-
tation could also be presented as the multiplication of two vectors. In
the case of a layer of multiple perceptrons in parallel, the computa-
tion consists of an input vector multiplied by a weights matrix. This
operation is called Matrix-Vector Multiplication (MVM) and the main
operator of an MVM is a MAC.

layer output vector = σ(
[
X1 X2 X3 X4

]

W11 ... W1n

W21 ... W2n

W31 ... W3n

W41 ... W4n

)
(1.2)

This is the basic operation that we can find in nearly all neural
networks, including Feed Forward, CNN, and LSTM.
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1.3 BasicNeural Networks and Learning Principle

1.3.1 Feedforward

Feed-forward neural networks are composed of one input layer, one out-
put layer, and multiple hidden layers. This neural network is one of
the most basic and ancient models used to classify data [4]. Each layer
itself is composed of neurons that are perceptrons. They are Fully Con-
nected (FC), meaning that each neuron composing a layer is connected
to all the neurons of the next layer but not to the neurons inside the
layer. A larger number of hidden layers allow finer processing of the
information, therefore the number of layers depends on the complexity
of the application. The connections between the neurons are weighted
and unidirectional, hence the name feed forward. Figure 1.3 presents an
example of a two hidden layers feed-forward neural network with two
outputs, that is able to discriminate input data between two classes.

The feed-forward neural network can be defined by the following
equations:

zL1 = x×WL1 + bL1 (1.3)

αL1 = σ(zL1) (1.4)

zL2 = αL1 ×WL2 + bL2 (1.5)

αL2 = σ(zL2) (1.6)

zL3 = αL2 ×WL3 + bL3 (1.7)

αL3 = σ(zL3) (1.8)

With x the inputs vector, WL∗ the weight matrix of a layer (the weighted
connection), and bL∗ the biases that are added to the weights (not rep-
resented in Figure 1.3 for simplicity). zL∗ is the result of the accumu-
lation of each neuron and αL∗ is the output of the neurons after going
through an activation function. L1 is the first hidden layer, L2 is the
second one and L3 is the output layer.
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Figure 1.3: 2 Hidden Layers Feed Forward Neural Network

1.3.2 Backpropagation

Backpropagation algorithms are used to update the weights of a net-
work [5, 6]. The principle is to define an error function and use gradient
descent to find weights that optimize performance for a particular task
which can be measured thanks to the error function. To update weight
values, we will compute the gradient of the error with respect to the
weight. Here is an example of a feed-forward neural network. We have
an error function ϵ (that can be cross-entropy, for example, see Section
1.3.3), and we will compute the local gradient for WL3 thanks to the
partial derivative:

∂ϵ

∂WL3
=

∂ϵ

∂αL3

∂αL3

∂zL3

∂zL3

∂WL3
(1.9)
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The chain rule allows us to compute the gradient of the error with
respect to the weight with a set of intermediary derivatives. This value
is then subtracted from the actual weight value, scaled by a factor called
the learning rate that will allow smoothing the weight variations:

WL3 = WL3 − learning rate × ∂ϵ

∂WL3
(1.10)

By going backward and propagating the gradient through the network
using partial derivatives and chain rule, we are able to update all the
weights and biases of the network and minimize the error. This method
is called the gradient descent algorithm.

1.3.3 Metrics to evaluateNeural Networks

To compare and evaluate different networks for a specific application,
we need metrics. We already used a pretty obvious one, the classifica-
tion accuracy. The following list presents other metrics that will help
to understand how neural network works and how they learn.

ClassificationAccuracy

accuracy =
Number of correct predictions

Number of predictions (1.11)

The classification accuracy is relevant only if there is an equal number
of samples in each class for the training dataset.

Logarithmic Loss

Logarithmic Loss works well for multi-class prediction. According to
the training set distribution, each sample is given a probability to be-
long to a class. The Logarithmic Loss is given by

loss = −1

N

N∑
i=1

M∑
j=1

yij × log pij (1.12)
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where N is the number of samples and M is the number of classes. yij

indicates if the sample i belongs to class j or not, and pij indicates
the probability i belongs to class j. The logarithmic loss has a range
[0,∞). A value close to zero indicates a high accuracy.

MeanAbsolute Error (MAE)

The mean absolute error indicates how far the prediction is from the
actual target. It is the average difference between the target value and
the predicted one. However, there is no information about whether we
under or over-predict the data. The MAE is defined as

MAE =
1

N

N∑
j=1

|yi − ŷi| (1.13)

where N is the number of samples, yi is the target value and ŷi is the
predicted value.

MeanSquared Error (MSE)

The mean squared error is quite similar to MAE, the only difference
is that this metric uses the square of the difference between the actual
value and the predicted value:

MSE =
1

N

N∑
j=1

(yi − ŷi)
2 (1.14)

Cross-Entropy

The cross-entropy function is useful as a loss function because the loss
is high for bad prediction and close to zero for good prediction. It helps
the gradient descent algorithm used in the backpropagation process to
converge toward accurate precision. It is given by

Xentropy = −(y log(p) + (1− y) log(1− p)) (1.15)
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where y is a binary indicator (0 or 1) if the class label is the correct
classification for observation and p is the predicted probability obser-
vation.

Number of operations

The number of operations needed to classify an input is a comparison
point of the size and complexity of the neural network classifying the
same data with equivalent accuracy. It is to note that the bit width of
the operations needs to be associated with this metric. Performing a
binary multiplication is not equivalent to an 8-bit multiplication. An
important metric for the efficiency of a system is Tera Operation Per
Second Per Watts (TOPS/W), it is noted that a MAC is counted as
two operations, one multiplication, and one addition. It is a more
hardware-oriented metric but still a good indicator of the complexity
of a system.

1.4 Convolutional Neural Network

In 1989, LeCun [5] presented a Convolutional Neural Network (CNN)
trained thanks to backpropagation and gradient descent algorithms.
This network was able to classify handwritten zip-code digits from the
MNIST dataset (See Section 1.6.3). As suggested by the name, CNN
uses convolutional layers (Conv Layer). The parameters of a Conv
Layer are learnable filters (Kernels) that have a small receptive field
but that are convolved across the input dimensions. Figure 1.4a shows
an example of the convolution process. The 3 by 3 kernel convolves the
input by moving the kernel by one ”pixel” at a time which is called the
stride value. The input value is sometimes padded to allow the kernel
to have the input’s edge pixel centered. The resulting feature maps are
6 by 6 and are used as the input of the next convolutional layers. In
addition to conv layers, CNNs often use pooling layers that are used to
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(a) Example of a convolution

(b) LeNet CNN

Figure 1.4: CNN.
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reduce the data dimensions. The two common poolings are max pool-
ing and average pooling that are outputting the max or average value
of a small cluster of the feature maps. Figure 1.4b presents LeNet, the
network used by LeCun to recognize hand-written digits. The last lay-
ers of the networks are 3 Fully Connected feed-forward neural network
layers. The output classes are digits from 0 to 9. This type of network
is well suited to classify images and find specific objects or people in
an image.

1.5 LongShort-TermMemory

Long Short-Term Memories (LSTM) are recurrent neural networks.
The output of the inference is used as an input in the next inference.
They were introduced in 1997 by Hochreiter and Schmidhuber [7]. They
perform well on sequential data thanks to their capacity to store in-
formation in time. LSTMs are composed of intermediate sets of feed-
forward neural networks called gates: the input gates it, the forget
gates ft, the candidate gate gt, and the output gate ot. These gates
are arranged according to the schematic of Figure 1.5. The new input
data and the last hidden vector of the network are fed to the gates,
and the outputs of those gates are combined to form the state vector
ct and hidden vector ht. The equations of the LSTM are as follows:

ft = σs(Wfxt +Rfht−1 + bf ) (1.16)

it = σs(Wixt +Riht−1 + bi) (1.17)

ot = σs(Woxt +Roht−1 + bo) (1.18)

gt = σh(Wgxt +Rght−1 + bg) (1.19)

ct = ft ◦ ct−1 + it ◦ gt (1.20)

ht = ot ◦ σh(ct) (1.21)

16



Figure 1.5: LSTM Neural Network

where W∗ and R∗ are weight matrices for each gate and b∗ biasing
values that are obtained by training the neural networks. σs and σh

are sigmoid and hyperbolic tangent activation functions respectively.
◦ indicates an element-wise multiplication. The states and hidden vec-
tors allow storing information in time at each inference, giving LSTM
the faculty to remember some information that will influence the out-
put. In many cases, the LSTM is followed by a Feed Forward and a
Softmax layer. The Feed Forward allows classifying the data thanks
to the hidden vector of the LSTM, and the Softmax layer computes
the probability of the input data belonging to a certain class. Figure
1.6 presents a schematic of this network. Increasing the number of
hidden units (increasing the length of the internal vectors) generally
increases the accuracy of the NN. Reducing this number allows a shal-
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Figure 1.6: LSTM Neural Network With Feed Forward and Softmax
Layers

lower network which is easier to implement on hardware. The number
of hidden units is chosen by keeping in mind the balance between the
number of operations and the accuracy which is mainly constrained by
the application.

1.6 Datasets

Multiple datasets emerge and are used to benchmark neural networks
on different tasks, such as keyword spotting, image recognition and
handwritten digit recognition. This section presents a list of common
datasets that are used in state-of-the-art works.

1.6.1 Google SpeechCommandDataset

This dataset [8] is composed of 65,000 one-second long utterances of
30 short words pronounced by 1,000 different peoples. The number of
keywords varies but one common task to perform using this dataset is
to classify 10 keywords, unknown and background noise.
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1.6.2 TIMIT

The TIMIT [9] corpus of read speech is designed to provide speech data
for acoustic-phonetic studies. The dataset contains recordings of 630
speakers of eight major dialects of American English, each reading ten
phonetically rich sentences. The TIMIT corpus includes time-aligned
orthographic, phonetic, and word transcriptions as well as a 16-bit,
16 kHz speech waveform file for each utterance. It is used for Voice
Activity Detection or for Keyword Spotting.

1.6.3 MNIST

The Modified National Institute of Standards and Technology database
is composed of 60,000 training images and 10,000 testing images of
handwritten digits (see Figure 1.7. This dataset is used to compare
neural networks on simple image classification applications [10].

Figure 1.7: MNIST Dataset Example
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1.6.4 CIFAR

The CIFAR-10 dataset consists of 60,000 32x32 color images in 10
classes, with 6,000 images per class. There are 50,000 training images
and 10,000 test images. CIFAR-100 is the same as CIFAR-10 except it
has 100 classes containing 600 images each.

Figure 1.8: CIFAR10 Dataset Example
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1.6.5 ImageNet

ImageNet is a dataset of millions of images that are classified by nouns,
there are more than 20,000 classes in 2022. This dataset, regularly
updated, is a reference for large neural network image classification.
AlexNet [1] was the first to use a GPU during training and reached
15.3% top-5 error rates among 1,000 classes, meaning that 84.7% of
the time, the right class is in the top-5 predictions on an image.

1.7 Conclusion

Artificial Intelligence and especially Machine Learning allow Neural
Networks to predict and classify data in a wide range of applications.
With a training dataset, the networks are able to learn how to clas-
sify data thanks to backpropagation and gradient descent algorithms.
Different architectures, like CNNs, are well suited to classify images.
LSTMs are well suited to classify sequential data like audio. Simple
networks, like feed-forward NNs, are often used inside complex archi-
tectures to perform dimension reduction. Although built with different
architectures, they are all based on Matrix-Vector Multiplication. The
MAC operations performed to compute MVM constitute the founda-
tional blocks of such structures. In the next chapter, we will introduce
the Tiny Machine Learning environment and explore new ways to com-
pute MAC operations.
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Chapter 2

EmbeddedMachine Learning

for Audio Applications
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2.1 Introduction

Neural networks are able to classify data and make predictions in a wide
variety of application fields. Recent developments in IoT require oper-
ating these neural networks on battery-constrained and computation-
limited devices. Therefore, artificial intelligence on embedded devices
relies on connectivity, local computing, or a combination of both to per-
form prediction. The neural network algorithms can be run on three
different environments:

• The Cloud environment is constituted of data centers that are
distributed across the world to store and compute information.
They have computational power allowing them to run resource-
demanding AI models. These servers are equipped with Graphic
Processor Units (GPU) or specific hardware to accelerate the
training of AI algorithms. They can be used to evaluate large
image datasets or to detect objects in images at a rate suitable
for video applications, for example. They are used to run and
train algorithms.

• The On-Device environment represents any phone, tablet, or
IoT device that runs on batteries. They are able to run and train
medium-sized models, thanks to robust Central Processing Units
(CPU) or specific hardware accelerators used to compute tasks lo-
cally, such as Augmented Reality (AR) or typing prediction. The
models operating on these devices need to be chosen according to
user usage and battery capacity.

• The Tiny Machine Leaning (TinyML) environment includes
ultra-low consumption application-specific integrated circuits.
They perform only one task and are designed to be deployed
close to the sensor. It aims at specific application fields that
require low maintenance and long battery life. Dedicated chips
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for specific applications allow for fine-tuned architectures which
in turn allow for ultra-low consumption. These models can be
used to perform sound/noise detection, voice activity detection,
and keyword spotting and can also be used in health applications
for electrocardiogram (ECG) monitoring and heart arrhythmia
detection. TinyML is used for inference only, the training of the
model is done on a CPU/GPU and transferred to the chip when
reaching suitable accuracy.

This work addresses the Tiny Machine Learning environment, specifi-
cally studying ultra-low power integrated circuits. This new trend has
not been deployed yet in an industrial context, but already presents
promising results in terms of consumption and accuracy. On the one
hand, the number of operations performed in a neural network needs
to be reduced, without sacrificing accuracy. On the other hand, each
operation itself needs to be energy efficient. To address this matter, in
the following pages, we will:

• Present the advantages of ultra-low power integrated circuits and
TinyML as a preprocessing unit.

• Explore how neural networks are implemented on chips and how
they compare in terms of accuracy and power consumption.

• Introduce the memory-wall bottleneck and explore new ways of
implementing efficient MAC operations to overcome it.

The demonstration will be based on audio applications, as many de-
vices are now voice-activated [11]. This example offers a great overview
of a complex system relying on on-device computation and connectivity
(4G/5G, WiFi, etc.) to send data to the cloud for complex computa-
tions.
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2.2 Hierarchical Architectures

2.2.1 PreprocessingUnit

In an architecture composed of multiple sensors and one processor, the
processor always needs to be on to process the input signals. However,
the main processor is consuming a lot of energy. Figure 2.1 illustrates
this example with an audio signal as an input. The processor needs to
digitize the signal and send the data to the cloud to be processed and
classified on algorithms running inside data centers.

The neural network could be implemented on the processor. How-
ever, this method is not efficient and still consumes a lot of energy, as a
large amount of data need to be moved between memory and processor
(more details in Section 2.5). A solution to improve the efficiency of a
system is using a preprocessing unit that will process and classify the
data locally, as seen in Figure 2.2. The main processor is in standby

Figure 2.1: Classic architecture, consuming a lot of energy.
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mode most of the time, while the preprocessing unit is always on. It
exploits a specific architecture for feature extraction and classification.
When the preprocessing unit detects or classifies a relevant pattern on
the input data, the main processor is woken up to take over. A classic
RISC-V processor embeds 47 instructions, neural networks need only
two: multiplication and accumulation. We can therefore leverage novel
solutions to perform MAC operations at high efficiency.

Figure 2.2: Preprocessing unit architecture.

2.2.2 An example of a vocal assistant

”OK Google” (Google) [12], ”Hey Siri” (Apple), and ”Alexa” (Amazon)
are common words to be heard when using smart speakers, phones, or
watches. They are able to activate only when one of these keywords is
detected and then act accordingly to the user demand. Such a system
always needs to be on to detect the activation keywords; therefore the
energy consumption needs to be low, especially when implemented on
energy-constrained devices. In addition, the system needs to be kept

27



simple to reduce the manufacturing cost, and it relies on connectivity
to transfer complex actions to the cloud, keeping simpler tasks on the
device and using a hierarchical architecture to distribute the computa-
tion load and reduce the overall energy consumption. The idea behind
this architecture is to split the systems into different tasks that can be
power gated. Figure 2.3 presents a vocal assistant architecture example
implementing such a power-gating scheme. The preprocessing unit is
composed of the Voice Activity Detection (VAD) block that will detect
if a voice is present in the input signal. It will wake up the keyword
spotting (KWS) block that is trained to detect specific keywords in
an audio signal. This block will activate the speaker verification (SV)
block which then turns on the main processor if the voice in the sig-
nal is from an authorized user. If the two conditions are met — an
activation keyword has been pronounced and the voice comes from an
authorized user — the remaining sentence will be sent to the cloud
to be computed. The algorithm running in the data center performs
Automatic Speech Recognition (ASR) to transcribe the audio in a sen-
tence, then another algorithm identifies the actions needed to be taken
and returns the information to the device. The whole process takes a
couple of seconds to happen, thanks to the computational power of the
data center. However, the energy consumption of our devices is deeply
impacted by the data transmission to the cloud, therefore reducing the
amount of information sent to the cloud is crucial to lowering global
energy consumption.

In such a configuration, the role of the VAD is preponderant as it is
responsible for the activation of the most consuming tasks of the sys-
tem. Accordingly, the reduction of the consumption of the VAD needs
to be performed without impacting the accuracy. In [13], M. Price
introduces the following equation to model the averaged system power:

PAVG = pV AD + [(1− pM )D + pFA(1−D)]pdownstream
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where D is the duty cycle of speech, pM is the probability of misses,
pFA is the probability of false alarm, pV AD is the power consumption
of the VAD and pdownstream the power of the bloc activated by the
VAD. In this paper the author adds:

”The coefficient [(1−pM )D+pFA(1−D)] reflects how often
the downstream system is enabled—a duty cycle that can
be far higher than D if PFA is significant. Differences in
this contribution from the downstream system can far ex-
ceed the differences in power consumption between different
VAD implementations.”

For example, a reduction of the consumption of the VAD block by
a factor of 2 leads to a reduction of the average power by only 18%,
keeping the accuracy identical and a speech duty cycle of 60%. As we
will see in the next section, VAD consumption decreased throughout
the years thanks to neural networks, but if the false alarm rate is high,
then the average energy consumption can still be high. Therefore, it is
important to reduce the consumption and keep the accuracy constant
but other parts of the system should not be neglected as they have a
high impact on the average power consumption.

2.3 Detailed composition of a vocal assistant

2.3.1 VoiceActivity Detection

Usage of VAD

Voice activity detectors detect if there is a voice or silence in a signal
that can be disturbed by background noise. It is mainly used to extract
additive noise characteristics on a signal to then be able to subtract it.
It was first used in telecommunication for Discontinuous Transmission
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(DTX), by detecting if the signal contains silence or voice. Two dif-
ferent coding algorithms were used: active speech codec and silence
suppression. It helped to reduce the average bit rate by compressing
the silences in the conversation. In addition, as we saw in the last sec-
tion, VAD is often used as a power gating block inside more complex
systems.

How itworks

Voice activity detection algorithm uses decision trees, decision rules,
or neural network algorithms. Table 2.1 compares different chips per-
forming VAD and highlights the performance of neural networks in
both accuracy and power efficiency for this task. Features need to be
extracted from the raw audio signal to be computed and understood
by the algorithm. We can discriminate these chips with their feature
extraction method and their classifier model.
Some references [14–16] use decision trees or decision rules models to
classify the audio signal as containing voice or not. The features used
by this type of classifier are either noise estimation, computed in the
digital domain, or signal energy in selected frequency region, computed
in the analog domain. Decision rules work by comparing the chosen
features to thresholds that are fixed or updated according to external
parameters. In a decision tree, there are multiple comparisons of dif-
ferent features to thresholds.
The remaining references in Table 2.1, use deep neural networks (DNN)
to classify the audio signal, meaning Feed Forward neural networks with
a high number of hidden layers. They use features like Mel Frequency
Cepstral Coefficient (MFCC) [13], spikes [17, 18] and Sequential Fre-
quency Scanning [19]. The MFCC is performed in the digital domain,
the audio signal is converted using an ADC before going through digi-
tal processing, and the ADC sampling frequency is set between 16 kHz
and 48 kHz. Fast Fourier Transform (FFT) and Discrete Cosine Trans-
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Figure 2.4: An example of a decision tree from [15].

form (DCT) are used to compute MFCC. Digital Feature Extraction
(FE) represents a large part of the total consumption of a system, more
than 50% of the total consumption in [14]. To reduce the consumption
of the feature extraction block, other methods are proposed to per-
form the feature extraction in the analog domain, for the most part,
using analog filters and rectifiers allowing using an ADC at the end
of the processing line, requiring lower sampling frequency because it
then depends on the input data latency, improving the efficiency of
the system. Other methods use spikes that are created with Integrate
And Fire (IAF) mechanism. The signal goes through a band-pass filter
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(BPF), then through a Full-Wave Rectifier (FWR) before integration.
When the resulting voltage crosses a threshold a spike is produced as
an input to the deep neural network. The IAF plays the role of an
event-driven ADC here, which allows for reduced consumption.

Power consumption and number of operations

The references relying on analog feature extraction consume far less en-
ergy than the ones using digitally extracted features. However, unlike
analog feature extractors, digital one allows reconfiguring the systems
as needed, which can motivate their use in some applications despite
higher energy consumption. The mean accuracy is around 90 % speech
rate at 10 dB SNR. DNN seems to allow for better efficiency, regard-
ing accuracy vs. power consumption. Reference [16], which uses a
decision rule model, reaches 99.5 % accuracy at 0.76µW, the result
can’t be compared precisely with the other references since SNR is not
indicated. Nonetheless, references using DNN clearly detached from
the other works reaching 0.115µW [18] in 65 nm, and 0.142µW [19] in
180 nm technology node. This comparison seems to indicate the ad-
vantages to use deep neural networks to perform VAD, reaching high
accuracy in a noisy environment and consuming a low amount of en-
ergy. The number of operations is low for the decision rules model as it
consists mainly of comparisons, counted as one operation. The number
of operations does not seem to be correlated with the accuracy. We
can observe that two binarized DNNs presented by the same authors
in 2019 and 2021 [17, 18] have nearly divided by 2 the number of op-
erations with increased accuracy, which comes mainly from improved
feature extraction and training.
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2.3.2 KeywordSpotting

Usage of KWS

To be able to respond only when the user addresses them, voice assis-
tants are activated thanks to a special keyword, such as ”OK Google”,
”Alexa” or ”Hey Siri”. The Keyword Spotting (KWS) block is trained
to detect if the activation keyword is pronounced.

How itworks

Table 2.2 compares multiple chips performing KWS. All the references
presented in this table are using keywords from the Google Speech Com-
mand Dataset (GSCD) [8]. The number of spotted keywords varies
greatly from one reference to another and some models are also trained
to classify 10 keywords plus unknown words and background noise, re-
sulting in 12 output classes. The main feature extracted for KWS is
MFCC, which requires heavy computation: i) FFT, ii) Mel Filtering,
iii) Compute Log, iv) DCT, it takes 50% and 66% of the total power
consumption for [20] and [21] respectively. Unlike VAD, KWS is exclu-
sively performed with neural networks, there are two types of neural
networks used in Table 2.2: CNN and LSTM.

Power consumption and number of operation

It is to note that the power includes the contribution from the feature
extraction block, except for [2, 22]. Reference [23] uses spike-based
IROCs (Instant Rate Of Change) as features, that seem to allow for
reduced consumption compared to [21] despite a gain brought by the
technology node of 180 nm and 28 nm respectively for accuracy of 94 %
and 97.3 %. [20] and [24] share the same amount of output classes,
the first one is using an LSTM neural network in 65 nm tech node
and the latest is using a CNN in 22 nm. In addition, [20] is not only
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performing KWS but also VAD and SV, implementing a hierarchical
architecture as we saw earlier at 10.6µW with 8-bit weights. Overall,
the LSTM network, with 4 to 6 times less operation per second using
6 to 8-bit weights can reach similar accuracy to CNN. The latency
is smaller for the LSTM as we run the model for every new audio
frame, which is not the case for CNN where multiple frames are buffered
to compute the sample. In reality, the computation might take less
time than the latency displayed in the table as this value is set by
the input data frequency. As it is usual for digital processors to reach
high throughput, in the case of TinyML, we can leverage the latency to
explore new ways of performing MAC operations and to take advantage
of this available time. This table shows us that LSTM seems to offer
a great opportunity to reduce consumption of KWS, as they use the
least amount of operation for the same accuracy. However, this neural
network requires a non-linear activation function that can impact this
efficiency.

2.4 Speaker Verification

andAutomatic SpeechRecognition

2.4.1 Speaker Verification

In Figure 2.3, Speaker Verification (SV) is activated by the VAD along-
side the KWS. The role of this block is to detect if the user pronouncing
the activation keyword is an authorized user. As it is possible to use
our voice to perform sensitive tasks (online shopping, event booking,
accessing private data) this security feature allows only the main user
to perform this demand. [20] implements an SV algorithm in their chip
thanks to a Gaussian Mixture Model (GMM) which according to the
author:
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”offers the lowest computational load while maintaining
high accuracy for typical recognition context.”

GMM is a probabilistic model generated by a sum of multivariate Gaus-
sians, which computes the probability of a feature vector belonging to
a specific class depending on the set of trained parameters. This value
is computed with a Universal Background Model (UBM) trained with
several speakers, which allows them to model the average user. GMM
and UBM are computed together and the difference between the two
models is used to classify if the speaker is the targeted speaker.

2.4.2 Automatic SpeechRecognition

ASR is an algorithm able to transcribe complete sentences from audio.
These highly complex models are performed in the cloud as it would
consume too much power to compute them locally. [13] implements an
on-chip ASR, reaching 7.78 mW for 145k vocabulary using a Hidden
Markov Model (HMM) and Viterbi search algorithm which is able to
approximate the likelihood of the next word in a sentence. The memory
bandwidth of such a network is 15 MB/s and therefore is not suited for
low-cost, low-power embedded devices but is easily achievable on the
cloud.

2.4.3 Conclusion

In this section, we have shown that it is possible to achieve the same
classification with different architecture. Although we’ve shown a re-
duced number of operations for LSTM neural network in the case of
KWS. This conclusion might not be the same for other, more complex,
applications. Therefore, choosing the right neural network is one path
toward dedicated low-consumption ASICs but not the only one. In the
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next section, the optimization of neural networks to target low-energy
systems is presented. The software and hardware approaches are shown
to be essential for reducing the number of operations and reducing the
consumption of one operation.

2.5 Optimization of Neural Network

Equation 2.1, introduced by Murmann in [25], shows the impact of two
factors.

Power = Rate × Energy
Inference = Rate × Operation

Inference × Energy
Operation (2.1)

The number of operations per inference corresponds to the number of
MAC needed per inference. It is possible to reduce this number by
optimizing the model, compressing the weights, or reducing the bit
width by quantizing the network or pruning some elements. Another
alternative option is to reduce the energy per operation. It means using
an energy-efficient way to perform a MAC operation. In this section,
we will review how an LSTM complexity can be reduced by optimizing
the model and introduce the ”Memory Wall” principle.

2.5.1 Reducing the number of operations

As seen earlier, the neural network is always preceded by a Feature
Extraction block. The role of this block is to transform the input into
a set of features used by the neural network. The feature extraction
block usually represents nearly half of the total consumption of a sys-
tem. In Appendix A, we propose a KWS solution that doesn’t use
energy-intensive feature extraction with a quantized LSTM on 8-9 bits
[26]. This work was presented at the 28th International Conference
on Electronics, Circuits, and Systems (ICECS) in 2021. We reached
an 89.45% accuracy on 10 keywords, silence, and unknown classifica-
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tion using post-quantization techniques and a filter bank for the fea-
ture extraction. By comparing the different filter scales we highlighted
that Log, Mel, and Bark scales are all suitable. However, the number
of bands has an impact but a filter with more than 16 bands shows
no substantial increase in accuracy. In addition, our 64 hidden units
LSTM with quantized weights compares well with the state-of-the-art
using a simple quantization method that doesn’t require to access the
internal layer of the LSTM.

Other techniques are used to reduce the number of parameters and
therefore the number of operations of neural networks:

• Pruning techniques [27] reduce the size of a neural network by
removing parameters. The algorithm [28] consists of first training
the neural network to convergence. Then each parameter is given
a score and based on its score the weights are pruned.

• Quantization Aware training (QAT) techniques quantized the
weights during training to reduce the complexity of neural net-
works [29]. [30] shows 3-bit weights on ResNet152 [31] with the
same training accuracy as full-precision one and [32] shows 3 and
4-bit weights on MobileNetV2 and MobileNetV3 [33] trained on
ImageNet without significant accuracy loss.

• Post Training Quantization solutions quantized the weights
of fully trained neural networks. Although QAT performs bet-
ter, there are specific cases where it is not possible to perform
QAT, such as in the medical field where the dataset is sensitive
and not available when training. [34–36] shows post-quantization
techniques that allow for reducing the weight precision and show
less than 1% accuracy loss on ResNet50 with 4-bit weights.
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• Binarization techniques allow reducing the weights of neural
networks to 1-bit but offer a tradeoff with extra memory and
performance [37]. However, they offer opportunities, especially
for digital implementation as seen in [17, 18] for high-efficiency
ASICs.

As the software approach is useful to train smaller networks, with
fewer parameters and less complex activation functions keeping the
accuracy level high. The hardware approach will allow reducing the
energy consumption of one operation, theoretically without affecting
the accuracy, which will be analyzed in the next sections. Being able
to implement configurable multi-bit neural networks is required to fit
a large array of neural network architecture targetting a wide range of
applications.

2.5.2 Reducing the consumption of one operation

In a classic ”Von Neumann” architecture, it is necessary to move the
data stored to do the computation step by step. In [25], the example
of Figure 2.5 is presented. If we want to perform a MAC, we need to
move the data 4 times. If we consider energy for the access around
50 fJ/byte, this is equivalent to 200 fJ/MAC, topping our maximum
system efficiency at 10TOPS/W (1 MAC is counted as 2 operations).

This issue is called the ”memory wall” because the consumption of
our system is topped by the memory access cost (a limitation regarding
access time is also identified [38]). However, it is possible to jump
over the memory wall by introducing In-memory Computing (IMC)
methods. These techniques allow to perform computations inside the
memory and therefore, achieve lower energy consumption thanks to
reduced memory access. Figure 2.6 presents the advantages of an IMC
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Figure 2.5: Von Neumann Architecture

architecture. Compared to a conventional all-digital implementation,
which requires a huge amount of data transfer to/from the memory,
the IMC implementation performs the computation inside the memory
and therefore reduces greatly the access cost.

2.6 Conclusion

Hierarchical architectures are a great way to reduce the average energy
consumption of a system by conditionally activating successive blocks
so that they are powered only when relevant to the final task. However,
in such a configuration, the accuracy of the always-on part can greatly
impact the average power and therefore needs to be balanced with
the power consumption of this element. We highlight the impact of
the neural networks classifier for VAD and KWS and how the chosen
feature extraction methods can have an impact on power consumption.
The classical ”Von Neumann” architecture prevents us from reaching
high efficiency because of the data access cost. In the next chapter,
a novel approach will be presented to overcome the memory wall and
reach higher efficiency by computing the data inside the memory.
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Figure 2.6: Comparison of digital implementation versus In-memory
implementation from [39].
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3.1 Introduction

The high energy consumption associated with memory access prevents
classic digital systems to embed neural network architecture on battery-
constrained devices. Although it is possible to reduce the number of
operations needed by a neural network thanks to advanced quantiza-
tion and optimization techniques (see Section 2.5.1) it is possible to
reach higher energy efficiency thanks to hardware optimization to per-
form multi-bit MAC operation required to fit the inference of a wide
range of neural networks.

In-memory computing is a great approach to reducing the energy
consumption of a MAC operation. Solutions are using classic SRAM
architectures with only slight modifications on the bitcell in search of
high-density integration. Other works developed specific macros with
custom processing elements that embed their own local memory. Using
a digital or a mixed-signal approach the terminology used in the liter-
ature are ”In-Memory Computing”, ”Compute In-Memory”, ”Process
In-Memory”, etc. In this document, the term ”In-Memory Comput-
ing” is used without difference between a dense SRAM or the macro
approaches.

This chapter aims to present the range of available In-Memory Com-
puting methods and highlight their advantages and disadvantages with
respect to their target application and neural network architectures.
Therefore we will review:

• The macros that use digital in-memory computing architecture
and highlight the constraints associated with higher precision pa-
rameters (input and weights > 4 5− bit).

46



• The macros using Non-Volatile Memory (NVM) including RRAM,
STTM-RAM, and Fe-FET that try to increase their GOPS/mm²
metrics and mitigate the leakage associated with SRAM bitcell.

• The macros using SRAM charge-based in-memory computing in-
cluding the dense SRAM mixed-signal architectures able to inte-
grate multi-bit MAC operations on classical SRAM arrays.

• The macros using time-domain in-memory computing either with
a fully digital architecture and a time-to-digital conversion or
with a mixed-signal current-based approach requiring an analog-
to-digital conversion.

3.2 SRAM-BasedDigital In-Memory Computing

Multi-bit computations have been demonstrated in Digital In-Memory
Computing (DIMC) structures. Local processing elements are imple-
mented close to SRAM bit cells storing the data, minimizing the need
for off-chip memory. They increase efficiency by reusing data and im-
plementing novel data flows [40–42]. Reference [43] uses near-memory
computing and a new design methodology including datatype opti-
mization, pruning, quantization, and active hardware fault detection
to lower the SRAM voltage to reduce the consumption by a factor
of 8. However, the operations are implemented with RTL and are
not explicitly targeted for power reduction. Reference [44] uses SRAM
XOR/NOR gates, adder trees, and shifters and compute 64 4-bit MACs
in parallel with high efficiency (See Figure 3.1). This technique, requir-
ing a high-frequency clock (up to 1.4 GHz), leverages the technology
node (5 nm FinFET) to reduce the consumption and is suitable for
large chips and moderate-resolution applications. Reference [45] uses a
systolic architecture to implement a 1 to 16-bit MAC using an XNOR
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gate and a full adder. The digital operation offers impressive results
for binary NN and doesn’t suffer from PVT, however, for multi-bit op-
eration (<8 bits) mixed-signal architectures provide better efficiency.

Figure 3.1: DIMC from [44]

3.3 Non-VolatileMemoryApproaches

MVM dataflow at the edge of a Deep Neural Network (DNN) often
requires fixed weights in a dense array to reach high memory capacity.
On-chip non-volatile memories (NVM) are often used in Analog IMC
applications for their high density and to try to mitigate the leakage
of SRAM-based solutions [46]. The back-end of Line (BEOL) memo-
ries like Phase Change Memory (PCM) [47], Spin-transfer-torque RAM
(STTRAM) [48] and Magnetic RAM (MRAM), and Resistive RRAM
[49] are presented as well as a Front-end of Line (FEOL) FEFET tech-
nology [50, 51].
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3.3.1 Phase-ChangeMemory

PCM is based on the reversible transition between a low and high re-
sistance phase of chalcogenides. In [52], they are able to store up to
16 levels of conductance on an 8T4R bitcell, reaching 1587 GOPS/mm²
and 10.5 TOPS/W with a 256x256 array implemented in 14 nm tech-
nology node. Reference [53] presents a spiking recurrent neural network
with phase change memory neurons. The PCM cell is used as the in-
tegrating elements of a stochastic neuron to solve a Sudoku puzzle in
hardware. The PCM devices are used as a source of true random noise
for generating random spikes in an RNN. The PCM is a promising con-
cept because of the high switching speed and low current operation but
requires high voltages to tune the conductance value. Although com-
patible with CMOS process, they are not standard and widely available.

3.3.2 Spin-transfer-torque andMagnetic RAM

STTRAM improves the writing mechanism of conventional field-switching
MRAM with spin transfer torques. The memory element is a magnetic
tunnel junction (MTJ)with two ferromagnetic layers separated by a
thin oxide. The parallel and antiparallel orientation of the two ferro-
magnetic layers allows tuning the conductance to low and high states
thanks to recent achievements [54]. STTM-RAM solutions [55, 56] al-
lows reaching energy efficiency between 5 and 25 TOPS/W and up to
176 TOPS/W [57] for low precision inputs and binary weights. STTM-
RAM shows promising performance with write speed under 10 ns and
> 1012cycle endurance. However they are sensitive to process variation
and are not yet available on standard CMOS process.
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3.3.3 RRAM-BasedAnalog In-Memory Computing

The RRAM-based approach uses memristors to store the weights as
conductance values to perform the multiplications in a crossbar array.
The digital input vector is sent as analog voltages across all the rows
of the array. The conductance value of each memristor modulates the
current through an accumulation line. This approach requires DACs
with large output currents, and a current comparator, as highlighted in
[58]. It is possible to perform multi-bit operations with this approach
by using up to 16 states of conductance per RRAM [59]. However, pro-
cess variations prevent reaching a higher number of bits. Furthermore,
in terms of energy dissipation, writing necessitates high current spikes
(around 6 µA in [60]), while inference costs approximately 250 fJ/-
MAC, according to [61]. It is noted that a trade-off exists between
energy consumption and variability.

Figure 3.2: Example of RRAM-AIMC
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3.3.4 FeFET

The Fe field effect transistor (FeFET) based approach consists in adding
a Metal-FE-Metal (MFM) capacitor on the gate of the transistor. Thanks
to two remnants polarization states caused by the ion displacement in
an FE crystal lattice, it is possible to use MFM to store a bit [62]. Un-
like BEOL memories, FeFET is fabricated in the FEOL with stricter
material requirements. In [63] explore the usage of FeFET for hy-
brid memory solutions such as Ternary Content Addressable Memory
(TCAM) and classic memory behavior. This technology is currently
under development and offers promising high-density, low-leakage, low-
latency and high-endurance memory, but suffers from device-to-device
variations on deeply scaled FEFET that currently prevent their usage
for matrix-vector-multiplication [64].

3.4 SRAM-BasedMixed-signal IMC

3.4.1 Charge-BasedAnalog IMC

In the charged-based approach, the multiplication is based on shar-
ing charges or currents on a capacitive line, usually using SRAM and
XNOR gates for binary multiplication (see Figure 3.3) [65]. Unit capac-
itors are charged according to each binary multiplication and charges
are redistributed across all capacitors on an accumulation line, resulting
in a voltage to be converted by the ADC [66–68]. To perform a multi-
bit operation with switched capacitors, [61] shows a topology similar to
a digital multiplier using one AL for each bit. However, this method
needs additional circuitry to combine all the line’s results, which is ad-
equate for a reduced number of lines (<5) but dominates the power
consumption for higher numbers of bits.
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Figure 3.3: Example of Charge-Based Mixed-signal IMC

These charged-based SRAM arrays implement MACs as a weighted
average of the bit-line voltage, which is proportional to the digital input
values. The input is converted to a voltage and sent through the WL
of a 6T SRAM bitcell. However, with this conventional approach [69,
70] where multiple wordlines are activated at once, the system suffers
from writing disturbance where bits can be flipped if the level of the
line is too low. Reference [39] proposes a 10T SRAM that decouples
the memory write process and the MAC operation, therefore providing
robustness but increasing the area overhead of the bitcell.
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3.4.2 Time- andCurrent-BasedAnalog IMC

Reference [71] exploits Time-domain Near-Memory computing archi-
tecture using foundry-provided SRAM, this solution split an 8-b input
into 4 voltage references applied to an edge delay cell that will create
different delay according to the weight bit value, and a time-to-digital
converter is then used to convert this delay in a partial MAC value. By
spanning across the weight bit and using additional adders and shifters,
it is possible to compute the total MAC value. However, high-speed
clock ( 1GHz) is required, for the system to reach 84.45 TOPS/W with
50% input and weight sparsity. In [72] an SRAM with pulse width and
amplitude-modulated WL access pulses is proposed to generate a bit
line discharge proportional to the weighted sum of the stored weights
bits W. The bit line voltage is then processed to perform the multipli-
cation in time with the input X. The 8-bit multiplication is performed
in two steps with 4 LSB and 4 MSB. The different values are finally
aggregated via charge-sharing techniques and converted digitally. This
method requires a specific PWM driver for each WL and is limited in
weight precision due to the available bit line voltage range. Therefore
increasing the bit width requires to add additional circuitry. Hence,
increasing the area overhead. Current-Based Analog In-Memory Com-
puting architectures use small currents (<1 nA) to charge an accumu-
lation line, thanks to advanced CMOS technology that can drive small
currents with enough precision for performing MVM. As shown in Fig-
ure 3.4, a current source is used to charge/discharge the line depend-
ing on the sign of the multiplication. An array of 100 accumulation
lines, composed of 100 current sources charging a capacitive line with a
100 pA current, operating at 4 GOPS is equivalent to a 4,000 TOPS/W
efficiency by taking into account only the current sources to perform
the accumulation. This top efficiency will be degraded by the associ-
ated elements like the ADC and the gate performing the multiplication.
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Figure 3.4: In-memory current source

However, this solution allows the computation of only ternary multipli-
cations [1-bit W × (1-bit + sign) X]. To allow for multi-bit operations,
it is possible to modulate the pulse width of the signal on the input
broadcast line to represent the multi-bit multiplication. In this thesis,
we proposed and designed a repetitive stretched pulse technique that
allows performing a multi-bit operation using one current source per
MAC.

3.5 Comparison of IMC architectures

In this section, we compare the pros and cons of the different architec-
ture. The digital approach offers great results for binary MAC but suf-
fers from an area overhead when working with multibit MAC. RRAM
approaches offer the advantage of using the same elements for storage
and computation but don’t use the standard CMOS cell, need high
currents, and are limited to 4 bits per cell (with current technology).
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Architecture
SRAM DIMC

[40–45]
NVM IMC

[47–50, 52–57, 59, 60, 62, 63]
Charge Mixed-signal IMC

[39, 61, 65–70]
Current + Time Mixed-signal IMC

[71, 72]

Pros
Configurable

Standard CMOS
Scalable

High density Standard CMOS
Standard CMOS

Possible Core Efficiency:
>4000 TOPS/W

Cons High Speed Clock

Non Standard
Technology

High current or voltage needed
for configuration

Writing issues (bit flip)
large area overhead

Sensitive to
PVT variations

Bitwidth limited by Bitcell area Technology Circuit complexity Latency

Table 3.1: Comparison of IMC architecture

Charge-based IMC uses standard CMOS and exploits the WL of an
SRAM bitcell but suffers from bit flipping issues that can be resolved
by adding transistors to the bitcell and therefore increasing the area
overhead too. The current and time approach shows promising effi-
ciency levels, although suffering from PVT can be mitigated through
appropriate training of the NN. Table 3.1 summarizes this information.

Figure 3.5 presents an overview of the recent multibit NN acceler-
ators (2018 to June 2022) and compares their efficiencies. The FPGA
works are the most consuming ones and are nearly all under the 1 TOP-
S/W mark. Digital ASICs consume less power and are able to reach
efficiencies between 1 and 10 TOPS/W with recent work getting close
to 100 TOPS/W. Analog and Mixed ASICs are mainly located between
the 10 and 100 TOPS/W lines. However, two projects go beyond the
100 TOPS/W. With our current and time approach, we take the op-
portunity to use all the available time between two consequent input
data events on a neural network (i.e. 10 ms for KWS). This method
allows reaching a low GOPS but ultra-low power system. Therefore,
the target is an area never explored before for dedicated close to the
application ASIC.
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The two analogs ASIC over 100 TOPS/W are from [71] and [74].
Reference [71] exploits Time-domain Near-Memory computing archi-
tecture using foundry-provided SRAM, this solution split an 8-b input
into 4 voltage references applied to an edge delay cell that will create
different delay according to the weight bit value, and a time-to-digital
converter is then used to convert this delay in a partial MAC value.
By spanning across the weight bit and using additional adders and
shifters, it is possible to compute the total MAC value. Reference [74]
exploits charge-domain architecture, performing bitwise multiplication
using XNOR and AND gates to drive a capacitor causing charges re-
distribution across a capacitance. Specific mapping and parallelization
techniques allow for further optimization of the efficiency.

3.6 Conclusion

In this chapter, the In-Memory Computing principles were presented
as well as multiple solutions to implement it, from digital to mixed-
signal approaches. The main challenge with In-Memory Computing is
to be able to decrease the energy/operation in a context where neu-
ral networks require lots of operation. TinyML offers the possibility
to scale the performance and create hardware for specific applications
that are matched together. Considering all the approaches, the current
and time-based analog IMC seems to offer promising efficiency results,
benefiting from the time between two input data. In this approach, it
is possible to use a small current (thanks to recent CMOS technology
nodes: 28 nm FDSOI in this work) during a long time to charge an ac-
cumulation line. This thesis work covers the design of an architecture
exploiting the current and time approach and its implementation. The
next chapters will present our approach, its implementation, and the
test of a 28 nm FDSOI CMOS prototype.

57



58



Chapter 4

Time-BasedMultiplication

Concept

59



4.1 Introduction

The time and current-based analog compute in-memory take advan-
tage of the available time between two incoming data of the neural
network layer to perform multi-bit MAC operations. The principle
of our method is to charge a capacitive line with a constant current
during a time proportional to the product of an input and a weight.
Figure 4.1 shows that a neuron is equivalent to multiple current sources
controlled by a temporal signal charging an accumulation line. Each
current source pair, noted processing elements, corresponds to a MAC

Figure 4.1: Left: Block diagram of a neuron implemented using time
and current analog in-memory computing method. Right: Schematic
of a neuron.

60



operation and requires a local command signal that allows the current
to charge the accumulation line during a time proportional to the prod-
uct of X and W, which are multi-bit.
In this chapter we will:

• present the product-to-time conversion principle,

• compare parallel and iterative architectures to identify the one
that is best suited for low latency applications,

• present a global block diagram of the circuit.

4.2 Multiplication to TimeConversion

The goal of our macro is to achieve Matrix-Vector Multiplication by
charging a capacitive line with a constant current during a time pro-
portional to the vector-matrix product. The input vector X is composed
of a elements (Equation 4.1) encoded on nX bit (1-bit for the sign and
nX−1 bit for the magnitude), the weight matrix W is of size a×n with
n the number of accumulation line (Equation 4.2), the matrix elements
are encoded on nW bit, the same way as elements of vector X. The
result output vector is O and is composed of n elements (Equation 4.3)
encoded on NO bit, the same way as the X vector.

X =
[
X1 X2 . . . Xa

]
(4.1)

W =


W1,1 . . . W1,n

... . . . ...
Wa,1 . . . Wa,n

 (4.2)

O =
[
X1 X2 . . . Xa

]
×


W1,1 . . . W1,n

... . . . ...
Wa,1 . . . Wa,n

 =
[
O1 O2 . . . 0n

]
(4.3)
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If we note i ∈ {1, n} corresponding to the column index and j ∈ {1, a}
corresponding to the row index, then we can write.

Oi =

a∑
j=1

Rj,i (4.4)

Rj,i = (

nX−1∑
c=1

2c−1Xj [c])(

nW−1∑
d=1

2d−1Wj,i[d]) (4.5)

Rj,i is a binary multiplication of two numbers of size nX and nW .
Each bit is associated with a ponderation consisting of a power of two
of its range order (ie:20 for the LSB). The resulting voltage across a
capacitance charged by a constant current is described by Equation 4.6.

Vc =
I × T

C
(4.6)

The time needs to be proportional to the product result, the accumu-
lation line final voltage Voi is equal to

Voi =
I × T ×Oi

C
(4.7)

Where T is a time reference calculated according to the maximum
duration of an operation, the capacitance C, and the voltage range
across C. To control the current charging the capacitance, a command
signal used to control a switch is created and presented in Figure 4.2.
With d the Wj,i bit rank and c the Xj bit rank. This signal is then
used to charge/discharge a capacitive line according to the sign of the
multiplication.

4.3 Parallel and iterative architecture comparison

Using the previous technique, each MAC operation needs to have one
command signal to perform MVM. In this section, parallel and iterative
architectures will be analyzed and compared.
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Figure 4.2: Command signal for a current source.

4.3.1 Parallel architecture

In this type of architecture, presented in Figure 4.3, there are two cur-
rent sources per MAC placed along the accumulation line. To provide
signed operations, there is a current source to charge and another to
discharge the capacitive line. In this configuration, using a time ref-
erence T = 20ns, 100 5-bit MAC would take 4.5µs to be computed,
and 100 8-bit MAC will be performed in 322µs. Thus, in a parallel
architecture, the number of bits limits the throughput.

Figure 4.3: Current source parallel architecture.
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4.3.2 Iterative architecture

In an iterative architecture, one current source is used for multiple MAC
through time, as shown in Figure 4.4. In this configuration, the number
of bits and the number of MACs will limit the throughput. Of course,
there cannot be a single current source for an entire neural network,
in our case study we state that there is one pair of current sources
per accumulation line. In this configuration, using a time reference
T = 20ns, 100 5-bit MAC takes 450µs to be computed, 100 8-bit
MAC takes 32ms.

Figure 4.4: Current source iterative architecture.

4.3.3 Constraints defined by applications

Considering different sizes of arrays, Table 4.1 presents the resulting
GOPS and the inference time for a parallel architecture running KWS
applications using an LSTM neural network composed of 64 hidden
units and a fully connected layer. The timing used for the elementwise
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operations and additions is as if we use the array to perform them
resulting in a conservative result in terms of inference time. Table 4.2
presents the same result for an iterative architecture running the same
network.

Array Size
5bit

GOPS
8bit

GOPS

KWS
Inference
5bits (ms)

KWS
Inference
8bits (ms)

64x64 1.82 0.02 0.04 3.22

128x128 7.28 0.10 0.027 1.93

256x256 29.12 0.40 0.013 0.96

Table 4.1: GOPS and KWS Latency for different sizes parallel archi-
tecture running a 64 hidden units LSTM and 1 feed forward layer

Array Size
5bit

GOPS
8bit

GOPS

KWS
Inference
5bits (ms)

KWS
Inference
8bits (ms)

1x64 0.028 0.0004 2.88 206

1x128 0.056 0.0008 1.72 123

1x256 0.113 0.0016 0.86 61

Table 4.2: GOPS and KWS Latency for different sizes iterative ar-
chitecture running a 64 hidden units LSTM and 1 feed forward layer
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Iterative architecture running 8-bit MAC cannot be used for this
type of application as the inference time is well over 10 ms, which is
the minimum period of incoming inputs frame for KWS application,
as shown in Chapter 2. Parallel architecture running 8-bit MAC can
run KWS applications but their throughput might be limiting for more
resources demanding tasks like image processing. 5-bit MAC offers
suitable throughput for parallel architecture and can run KWS appli-
cations for the iterative architecture, however, in the same way, this
type of architecture although occupying less space will be limiting for
more demanding applications, like video applications that can require
high frame rate for high-resolution images. The parallel architecture
running 5-bit MAC offers promising throughput results, especially for
an array of 128x128 and 256x256 with respectively 7.28 GOPS, and
29.12 GOPS allowing to implement audio applications and low latency
video applications for preprocessing units.

4.4 Proposed high-level architecture

Figure 4.3 shows that a different command signal needs to be created
for each current source pair. Each command signal is a representation
of the multiplication of the input Xj times the weight value Wj,i. The
weight needs to be placed close to the current sources. However, the
input X is shared across multiple accumulation lines. We implemented
a low consumption and configurable way to create a local command
signal by using weighted time pulses that are broadcast across the array
and gated by the Xj and Wj,i values. A fully digital pattern generator
creates these pulses. There is only one generator for the whole array,
therefore amortizing its consumption across all the MACs. Figure 4.5
shows the different patterns created for a 5-bit architecture (Sign +
4bits).
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The patterns are created without overlapping so that this masked
signal can be used to command the switches of the current sources.
Figure 4.6 represents what the overall architecture looks like. The PX
patterns are first masked by the input cells. Since the patterns do not
overlap, we can use an AND gate to send the masked signal into one X
signal, which will be sent to the corresponding W rank thanks to the W
patterns. This signal XW will then be masked by the stored W of each
cell along the matrix row before controlling the switch. To perform
signed multiplications, the accumulation line is pre-charged at VDD/2,
and an XOR on the sign is used to control the direction. The voltage
across the AL will then evolve according to the current multiplication
product value. At the end of the multiplication, an ADC per column
converts the value.

4.5 Evaluationofnon-idealitiesandmismatchfortime

andcurrent-basedAnalogin-memoryComputing

One of the main drawbacks of analog domain IMC is the sensitivity of
the architecture to variations and non-linearity, introducing errors in
the MAC operations and degrading the accuracy of the neural network
inference. In this part, the impact of the mismatch on time and current-
based in-memory computing is calculated using a Matlab® model. The
analysis proceeds by studying the impact of other elements on the MAC
operations result. From this results, the robustness of neural networks
to output variation is measured by introducing an error at the output
of the layer composing a CNN and a Feed Forward Neural Network
performing MNIST classification.
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4.5.1 Simulation of the time and current-based computation

A computation simulation was developed on Matlab® to evaluate the
impact of mismatch, accumulation line capacitance variation, and noise
on the output result. Each error might compensate for the other,
they are evaluated separately first and together in the last part of
this section. Inputs and weights are converted into an array stor-
ing their binary representation (Sign + 4b Magnitude). The error
is expressed in number of full precision LSBs, which is equal to the
voltage dynamic (600mV − 200mV ) divided by the number of lev-
els. LSB = 400mV /45000 = 8.8µV , the number of levels is equal to
(24 − 1)2 ∗ 100 ∗ 2 = 45000. At the beginning of each pattern pulse, the
number of contributing current sources is calculated by summing the
number of corresponding bits noted NON for the number of discharging
current sources and PON for the number of charging current sources.
PON and NON are updated at each time step corresponding to a new
pulse. For higher precision, the simulation is performed discretely in
time according to a time step Ts. For each time step, we calculate the
output voltage:

Vout(Ts) = Vout(Ts − 1)− IrefTsNON

Cref
+

IrefTsPON

Cref
(4.8)

Here the current used is equal to a current reference Iref , exported from
Cadence® and used in Matlab thanks to interpolation methods allowing
to choose the reference current according to the voltage level. The dif-
ferent error values are computed for 10,000 random inputs and weights
drawn from a normal distribution. The mean error standard devia-
tion due to the nonlinearity of the current source is equal to 1.36µV

(0.15LSB).
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Impact ofmismatch

We model a mismatch by drawing current from the following normal
distribution:

Imismatch = N (Iref , σ = Iref × ϵ) (4.9)

with ϵ the mismatch value in percentage of µ. The Imismatch is drawn
once for each element at the beginning of the computation and kept
constant during the computation of the accumulation line. With an
input mismatch of 10%, the mean final error standard deviation is
1.4mV (160LSB).

Impact of accumulation line capacitance non-linearity

We model the variation of the capacitance by retrieving the capacitance
value observed on the output of a processing element from Cadence®

simulation. Figure 5.9 shows the capacitance value of an accumulation
line composed of 100 PE depending on the state of the switch. A mean
capacitance value is calculated, which corresponds to one of the two
switches controlling the two current sources being on and the other off.
By using interpolation we can use a capacitance value at each time
step according to the accumulation line voltage. The error standard
deviation due to capacitance non-linearity is equal to 21µV (2.36LSB).

Summary of contributions

The final error contribution, simulated by integrating all the error
sources during computation has a standard deviation equal to 1.4mV

dominated by the current mismatch value. With an available voltage
dynamic ranging from 0.2 V to 0.6 V the number of quantization level
NQ is equal to:

NQ =
0.6− 0.2

0.0014
= 286 (4.10)
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Current
Mismatch

Standard
Deviation

σ ϵ = σ/µ

Output
Precision

Effective bits

10% 160 LSB (1.4 mV) 0.35% 8.15-bit

20% 319 LSB (2.8 mV) 0.7% 7.15-bit

Table 4.3: Evolution of the output precision in function of current
mismatch value, the number of LSB corresponds to a full precision LSB
of 8.8µV (see computation details at the beginning of the section).

286 quantization levels correspond to 8.15-bit resolution. As the error
is dominated by the current mismatch value, we performed simulations
for different values and listed the corresponding output quantification
in 4.3. The ϵ = σ/µ value is calculated with a µ = 400mV and σ equal
to the error standard deviation, it represents the output deviation of
a 100-element accumulation line with respect to the current mismatch
and random inputs and weights. In the worst-case scenario of a 20%
current mismatch, the error rate on a 7-bit output would be 13%. This
error would drop below 1% in the case of a 5-bit output, as shown in
Figure 4.7, which validates the architecture choices.

4.5.2 NN robustness to deviation

This analysis focuses on finding the effect of an error on the output
of a layer on the accuracy of a neural network. To be complete, the
study of such effects would need to be performed across a wide range
of neural network models. This analysis tries to get a sense of the
accuracy drop associated with an added error on two models: a CNN
and a Feed Forward Neural Network performing MNIST Classification.
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Figure 4.7: Distribution of the final output voltage of a computation
with a 20% current mismatch, resulting in a standard deviation of
2.8 mV.

A special Error Layer was implemented on Matlab®, the vector X and
the mismatch value ϵ are used as inputs, the output is:

Z = N (X,X × ϵ) (4.11)

Which draws a random number for each element Xi from a normal
distribution N (Xi, Xi × ϵ). The ϵ values are derived from 4.3. This
layer was included in neural network architectures performing MNIST
classification. The first one is a Convolutional Neural Network (CNN)
composed of 3 Convolutional Layers and their respective activations,
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Batch Normalization layers, and the final Fully Connected and Soft-
max layers (see Figure 4.8). The second one is a simpler Feed Forward
Neural Network composed of two Fully Connected Layer and their re-
spective activations (see Figure 4.9).

Figure 4.8: Detailed architecture of the Feed Forward NN.

Between each layer and their respective activations and normaliza-
tion, the Mismatch Layer is added to simulate the impact of an error
on the output. Table 4.4 shows the accuracy for different mismatch
values used during training. A 20% current mismatch results in a less
than 1% accuracy drop if trained properly and even some increase in
accuracy in some cases, as the introduction of jitter during training can
help to converge [75].
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Figure 4.9: Detailed architecture of the Feed Forward NN.

Table 4.4: Accuracy VS Mismatch

Current
Mismatch Output Dev

CNN MNIST
Accuracy

FFNN MNIST
Accuracy

0% 0% 99.84% 91.8%

10% 0.35% 99.48% 93%

20% 0.7% 99.52% 92.16%

However, the output deviation resulting from the current mismatch
value is dependent on the number of elements on the accumulation line
and the value of the multiplication. Therefore, it is difficult to link a
specific mismatch to an output deviation. Further studies, achieved by
setting the output deviation to 10% show an accuracy drop of less than
1%, showing the robustness of neural networks to current mismatch.
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4.6 Conclusion

We propose to use a parallel architecture coupled with a central pattern
generator to provide an efficient way to perform MVM in a mixed-signal
array. The energy consumption of the pattern generator is amortized
across the MAC array, meaning that the efficiency increases with the
number of MAC implemented. The number of bits used for each MAC
is configurable on the pattern generator and the clock frequency can
be changed to suit the capacitance and current ratio according to the
application needs. The analysis of the precision of the time and current-
based in-memory computing compared to the NN robustness shows
that our solution is in line with the targeted applications. In the next
chapter, the implementation of the circuit is presented and each block’s
energy consumption is simulated.
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Chapter 5

Circuit Implementation in

28 nmFDSOI
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5.1 Introduction

The proposed time- and current-based architecture was implemented in
28 nm FDSOI CMOS technology from STMicroelectronics. This tech-
nology node includes extended body biasing features compared to stan-
dard CMOS thanks to a buried oxide layer, which isolates the transistor
from the substrate, allowing the body biasing voltage to reach +/- 3 V.
This technology reduces the leakage and allows controlling transistor
threshold voltage. Conventional well configuration is used for Regular
Voltage Threshold (RVT) devices, it is used for leakage optimization.
Low Voltage Threshold (LVT) devices use the flip-well architecture,
which allows NMOS transistors to be fabricated on N-Well and PMOS
transistors to be fabricated on P-Well, they are mainly used for speed
optimization. Polybiased digital RVT and LVT IPs are provided, re-
ducing even further their leakage.
The circuit contains 4 accumulation lines sharing 100 inputs. Its ob-
jective is to validate the product-to-time concept and to measure the
consumption and accuracy of the 5-bit MAC operation. It is mounted
in a JLCC68 package and the ADCs and 50 MHz clock are external for
testing purposes. The circuit block diagram, presented in Figure 5.1, is
composed of four main parts: the Processing Elements (PE) array, the
Intput block, the Pattern Generator, and the Output block. Each PE
includes the weights storage, the logic for the digital-to-time conversion,
the current sources, and the switches. Each PE row is connected to an
element of the Input Block. This block is connected to the Pattern
Generator, a fully digital block that outputs the patterns presented in
Figure 4.5 in the previous chapter. The output block is composed of
the accumulation line and an Operational Amplifier to output the ac-
cumulation line voltage. In this chapter, each element will be detailed
with simulation results and estimated power consumption. Additional
elements will be added to solve issues and tackle design challenges.
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5.2 Current sources

5.2.1 Currentmirror architecture

The number of current sources present on an accumulation line corre-
sponds to the number of inputs for the input layer and to the size of
the previous neuron layer for subsequent layers. Current mirrors are
used to provide the reference current to each MAC PE, as shown in
Figure 5.4. In our case, the input layer size is 100. One hundred gates
connected together make the gate leakage quite significant. Leakage
is around 320 fA per transistor for PMOS and 50 fA for NMOS tran-
sistors, reaching a 32 pA decrease on the output of the PMOS current
sources and 5 pA on the NMOS current source for 100 input lines with a
100 pA current reference. This leakage problem is solved by using thick
oxide transistors, lowering the total gate leakage to 5 aA on average
for PMOS and NMOS transistors, for 100 gates in parallel, according
to the DC simulation. Another effect of this current mirror architec-
ture is that the accumulation line voltage may push the transistors in
their linear region causing the output current to drop. This effect pre-
vents the use of the full output voltage range. Figure 5.2 shows that
for a 0.8 V supply voltage the current is constant between 0.2 V and
0.6 V for cascoded current sources and a current reference of 100 pA.
This phenomenon can be advantageously used as an activation func-
tion like Sigmoid and Tanh as the extremities of the available range are
squashed. Furthermore, training NN using Sigmoid, Tanh, and Batch
Normalization techniques gives weights that output Gaussian shapes
activation [76], centered in the linear part of our current sources. Fi-
nally, including this effect during training can help to reduce its effect.
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Figure 5.2: Current output for PMOS and NMOS current sources
with cascoded architecture for 800n by 800n transistors.

5.2.2 TransistorMismatch

We reach a σ
µ of 18% mismatch using 800 nm by 800 nm PMOS and

6% mismatch for NMOS transistors of the same size. This allows for a
5-bit output according to our simulation from Chapter 4. Taking into
consideration that other errors will add up when implementing other
parts of the circuit. The values are found from a 200 points Montecarlo
analysis with a constant W of 800 nm and a current reference of 100 pA.
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Figure 5.3: Simulated mismatch value from 200 points Montecarlo
analysis with a W = 800nm for different L.

5.2.3 Output impedance

The output impedance of the current mirror introduces an error in the
product and accumulation result. To reduce this error by increasing
the output impedance of the current mirror, we chose a cascode archi-
tecture. The output impedance goes from 1.30 × 1011Ω with a simple
current mirror to 5.45×1012Ω with the cascode one for the NMOS and
from 1.6×1011Ω with a simple current mirror to 3×1013Ω with the cas-
code one for the PMOS. The maximum output error is reduced from
9.31 mV (2% of the available voltage range) with the simple current
mirror to 0.05 mV with the cascode one, meaning that the mismatch
error is more dominant.
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Figure 5.4: Architecture of the current sources.

5.2.4 Current SourcesConsumption

The current sources are driven through a bias tree, with an input ref-
erence current of 100 nA and the final current sources drawing 100 pA.
The simulated total power consumption, including the reference cur-
rent mirrors, under 0.8V is 182.4 nW for the 4-by-100 array. For a 5-bit
MAC operation, lasting 4.5µs (time reference T = 20ns), this adds to
an energy of 2.05 fJ/MAC.
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Power 182.4 nW

Energy/MAC 2.05 fJ/MAC

Table 5.1: Consumption and energy of the current source block.

5.3 Switches

5.3.1 Settling time

Depending on the place of the switch, the settling time varies. Ac-
cording to our simulations, if the switches are placed on the gate of
the current mirror transistors or on their output, the settling time is
greater than 700 ns. This value is too high compared to the reference
time T fixed at 20 ns. To solve this issue, we can steer the current in
a dummy line. As the current is small (< 100 pA according to simu-
lated accumulation line capacitance) its consumption won’t impact the
efficiency of the system. The switches need to be at the output of the
current source to implement the current steering methods. The settling
time is then around 100 ps. As the accumulation line value can range
from 0 V to VDD we use pass gate switches. The power consumption
of the switch mainly comes from the leakage and the dynamic power
dissipation when switching. Considering a gate capacitance value of
Cn = 70 aF for the NMOS and Cp = 70 aF for the PMOS, we have an
equivalent capacitance Ceq = 140 aF . If we take Smax the maximum
number of toggles per MAC, which is equal to 8 for 5-bit inputs and
weights, and Vdd = 0.8V the switching energy per MAC is defined by
equation 5.1:

Eswitch/MAC = SmaxCeqV
2
dd (5.1)

Eswitch/MAC = 0.71 fJ (5.2)
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If the N and P current sources are matched, the current leakage doesn’t
impact the computation precision. The leakage is around 0.5 pA for
100 nm by 100 nm transistors. Increasing their size to reduce the leak-
age will not reduce the total consumption as the current is steered in
the dummy line, therefore the size is preferably optimized.

5.3.2 Charge injection

Figure 5.5: Passgate and dummy switches.

By placing the switches on the output of the current sources, charge
injection caused by the switches modifies the accumulation line level
value and introduces an error on the product and accumulation result.
To mitigate this effect, dummy transistors are placed on the output
of the switch as shown in Figure 5.5. The final switch size is 100 nm
by 100 nm with dummy transistors’ width divided by two. The effect
of charge injection mitigation is shown in Figure 5.6 where a current
source output is switched off and on.
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Figure 5.6: Simulation of two switches on an accumulation line with
and without mitigation with dummy transistor.

5.3.3 Switch Consumption

The total energy consumption of the switches is only due to dynamic
power dissipation. A maximum energy of 6.38 zJ is reached for a 5-bit
architecture as shown in Table 5.2 since there are two switches per PE.

Max Energy/MAC 6.38 zJ

Table 5.2: Consumption and energy of one switch block.
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5.4 X LOGIC andWLOGIC

5.4.1 Block architecture

(a) XLogic block diagram.

(b) WLogic block

Figure 5.7: Logic blocks X and W.

The XLOGIC block receives the pattern PX[0] to PX[nx − 2] that
will be gated by the Xj value, this signal is then sent to be gated to
the corresponding Wj,i line thanks to the PW [0] to PW [nx − 2], we
note this signal XW . In the same way XLOGIC is gating the pattern,
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WLOGIC gates the XW signals and sends it to the switch controlling
the current source. The blocks have been designed using digital gates
according to Figures 5.7a and 5.7b, the storage elements are flip-flop
registers.

5.4.2 Logic BlocksConsumption

The power consumption of these blocks is extracted from a transient
simulation, performing the maximum number of switches on the CMD+/-
lines. By taking the average current drawn from the supply of the
logic block during 4.5µs, which is the time of a 5-bit MAC. The total
consumption of one WLOGIC cell is simulated at 2.22 nW under 0.8V
with the maximum number of switches to perform. The XLOGIC block
power is simulated at 23 nW with the maximum number of switches.
As the result of XLOGIC being shared across all the array rows, the
energy is calculated for a 100x100 array.

WLOGIC Power 2.22 nW

XLOGIC Power 23 nW

WLOGIC Energy 10 fJ

XLOGIC Energy 1 fJ

Table 5.3: Consumption and energy of the logic blocks.
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5.5 Accumulation lines

5.5.1 Accumulation line capacitance

The accumulation line capacitance is created by the parasitic capaci-
tance of the switches and by the metal line of the accumulation line,
as seen in Figure 5.8. The capacitance evaluated in the simulation was
around 70fF for the parasitic capacitance and 9 fF for the metal line.

5.5.2 Accumulation line non-linear capacitance

Depending on the state of the switches and the capacitance-voltage
level, the capacitance evolves. Figure 5.9 shows the evolution of the
capacitance without taking into account the metal line. There is a dif-
ference of 50 fF on average between the capacitance with open switches
and closed switches. As the number of opened/closed switches depends

Figure 5.8: Accumulation line capacitance created by switches para-
sitic caps.
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Figure 5.9: Evolution of the capacitive line value depending on the
position of all the switches.

on the inputs and weights, we introduce the capacitance variation of
the accumulation line on our Matlab model. At each time step, as
the new output voltage is calculated, we interpolate the new value of
the capacitance depending on the number of open and closed switches.
The output error is around 11% to 67% LSB which is in line with our
previous simulation on MNIST where the error can be 1.5 LSB with
an impact on the accuracy inferior to 5%.

5.5.3 Charge sharing effect

Due to the settling time being too long compared to the reference time,
we introduce the use of current steering techniques to have a reliable
fast settling time. Figure 5.10 shows the added dummy line where the
current is steered. As the two opposed switches are not perfectly syn-
chronized, there are a few nanoseconds where the accumulation line
and the dummy accumulation line are connected. Charge sharing oc-
curs during that time and the two lines try to equilibrate to the same
voltage level causing them to lose the product value on the accumula-
tion line as shown in Figure 5.11.

90



Figure 5.10: PE block diagram with the dummy line.

5.5.4 Charge-sharingmitigation

To mitigate the charge-sharing effect, we use one Operational Amplifier
(OA) between the accumulation line and the dummy accumulation line
as a voltage follower so that the lines are at the same level. In our
chosen configuration, the dummy line capacitance has the same value
as the main accumulation line capacitance. However, it is possible to
increase the main accumulation capacitance so that the charge sharing
is reduced, at the expense of increased area and current. The accumu-
lation line level is output from the dummy accumulation line through
a second voltage follower, noted OA B, that works the same way as the
one between the two accumulation lines, noted OA A.
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Figure 5.11: Charge sharing effect.

5.5.5 Operational Amplifiers

The OA A is used as a voltage follower between the AL and DAL.
It is working between 0.2 V to 0.6 V which corresponds to the max-
imum voltage reachable by the accumulation line (at VDD = 0.8V ).
A rail-to-rail OA architecture shown in Figure 5.12 is used with the
two differential pairs composed of transistors P1/P2 and N1/N2. De-
pending on the input level, one of the differential pairs will amplify the
signal. Input transistor mismatch in Operational Amplifier A intro-
duces an offset between the two accumulation lines. Body biasing is
used to reduce this offset. Figure 5.13 shows the impact of body bias-
ing on transistors P2 and N2. The same bias is added to the nominal
body biasing voltage, 0V for PMOS and Vdd for NMOS. Figure 5.15
shows the end of the accumulation line. A second operational ampli-
fier, OA B, is placed as a follower between the dummy accumulation
line and the output pin of the circuit to drive the off-chip capacitance
load. OA B works the same way as OA A with modified sizing and
bias. However, there is no body-biasing to cancel the offset. The offset
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Figure 5.12: Operational amplifier schematic.

Figure 5.13: OA A Offset vs. Body Biasing Bias on Vbsn and Vbsp

voltage.

is measured once by applying a voltage on VREF_DLN and measuring
the output on the Vout pin and then subtracted from all the measure-
ments. Each accumulation line has a reset switch to charge them to
their initial value. The switch is a passgate sized to limit the leakage.
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Figure 5.14: Accumulation line readout circuit.

5.5.6 Operational Amplifiers Consumption

The consumption of OA_A is simulated around 66 nW and therefore
gives an efficiency of 2.97 fJ/MAC . With 11.78µW power consumption
OA_B reaches 530 fJ/MAC, but is not included in the final consump-
tion as it is not compulsory for the macro to work, but useful for testing
purposes.

5.6 Consumption Summary

The final simulated consumption is given in Table 5.5 and allows reach-
ing 97.8 TOPS/W. It is to note that the pattern generator efficiency
and the X Logic efficiency are given for a 100 by 100 array. As the
signal is broadcast across all the MAC, we can see that the power con-
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OA_A Power 66 nW

OA_A Energy/MAC 2.97 fJ/MAC

OA_B Power 11.78µW

OA_B Energy/MAC 530 fJ/MAC

Table 5.4: Consumption and energy of the Operational Amplifiers.

Block Energy Consumption

Current Source 2.05 fJ/MAC

Logic X and W 11 fJ/MAC

OA_A 2.97fJ/MAC

Pattern Generator 4.41 fJ/MAC

Total Energy/MAC 20.43 fJ/MAC

Global Efficiency 97.8 TOPS/W

Table 5.5: Summary of the consumption.

sumption is dominated by the Logic blocks, XLOGIC and WLOGIC,
followed by the Operational Amplifier and the current sources. It is to
note that the logic X and W block consumption is high mainly due to
the registers used to store the inputs and weights which represent 68%
of the consumption of the WLOGIC block.
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Figure 5.15: Power consumption repartition.

5.7 Corner Analysis

The behavior of one, 100 input, accumulation line in different process
corners with random inputs and weights, was simulated in Cadence and
is shown in Figure 5.16. The maximum final deviation with respect to
the typical (TT) curve is 3mV (less than 1 LSB for a 5-bit output)
for the SS corner. However, as the accumulation line is calibrated for
the right current/time/capacitance ratio at start-up, it has no impact
on the result value after calibration. More frequent calibration of the
line can be made to mitigate also voltage and temperature dependant
variations.

5.8 Conclusion

In this chapter we described the architecture of an In-Memory MVM
array implementing a time- and current-based analog method. This
solution exploits the available time during a computation as well as
the possibility to amortize the most consuming part across the whole
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Figure 5.16: Accumulation Line Behavior with corner analysis.

array. Our solution was designed to be able to perform MVM with an
error that will have a low impact on a neural network accuracy (< 5%)
reaching 97.8 TOPS/W. In the next chapter, the circuit will be tested.
The behavior of the accumulation line will be shown, and precision and
consumption is measured and compared with the state-of-the-art.
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Chapter 6

ICmeasurement results
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6.1 Introduction

In this chapter, the results of the measurement performed on the cir-
cuit are presented. The test bench and the software designed for the
tests are featured in the first section. The chip characterization fol-
lows with detailed measurements of the operational amplifiers, the cur-
rent sources, and the accumulation line capacitance. Furthermore, the
transfer function of the system as well as the evaluation of the error is
presented. The chapter ends with a summary of the metrics of the sys-
tem, including power consumption and efficiency, to compare it with
state-of-the-art devices. This comparison shows promising results for
solutions targeting low throughput and high efficiency like preprocess-
ing units for smart wake-up.

6.2 Test environment

The test bench, presented in Figure 6.1, is composed of three Printed
Circuit Boards (PCB), an FPGA development board, and a computer
running Matlab. The first one called the ”daughter board” is the one
that will receive the circuit. It includes 4 voltage followers (ADA4661)
that isolate the accumulation line outputs from the 4 inputs multiplexed
to 2 ADCs in a chip (AD7387) controlled by SPI. Finally, a connector
allows the forwarding of all the signals to the second board. Called the
”Motherboard”, this PCB can receive 8 ”Daughterboards” to parallelize
computation, although this feature is not currently in use in this work.
The motherboard includes all the power inputs and an SPI-controlled
shift register to command the reset signals of the circuit. The body
bias and reference voltages are provided by an external 10µV precision
power unit for all the daughterboards connected to the motherboard.
If different voltages are needed for each chip, the motherboard includes
resistive trimmers that can be tuned to set voltages independently. All
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Figure 6.1: Photograph of the test bench.

the signals are then connected to the FPGA through a measurement
board that allows observing signals with an oscilloscope. The FPGA
features SPI to command the ADC, Shift Registers, and custom IPs to
load data into the chip register. Finally, the FPGA is controlled via
UART with Matlab code. All the different tools including the oscillo-
scope, multimeter, power units, and clock generator are controlled via
Matlab as well.
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6.3 Chip characterization

6.3.1 Chip presentation

Figure 6.2 shows a picture of the die, it measures 1.3mm by 1.3mm
(1.69mm2) but the surface of the macro is only 0.48mm2. To be able
to measure the consumption of each block as presented in Chapter 5,
we separated their supply voltage as shown in Figure 6.3.

Figure 6.2: Photo of the die.

6.3.2 OACharacterization

The offset of the OA B is measured by first applying a reference voltage
on the dummy accumulation line and then measuring the output on
the circuit output pin with a multimeter as shown in Figure 6.4. The
offset of the OA A is measured by applying a reference voltage on the
accumulation line and then measuring the output on the circuit pin
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with a multimeter subtracting the value of OA B offset, as shown in
Figure 6.5. Unfortunately, the body biasing pins for PMOS and NMOS
are swapped. The body biasing applied to the PMOS is 0V but can’t
go lower than -0.3V which is close to the standard value. However, the
NMOS body biasing is around 0V but can’t go higher than 0.3V. The
standard value being 1V, this is creating an offset. However, we can see
in Figure 6.6 the impact of the body biasing on the NMOS differential
pair of OA A. The offset measured across OA A and OA B is decreasing
when VBSN is increased. Figure 6.7 shows that a body biasing value
of -0.1V on the PMOS differential pair also decreases the value of the
offset. The measurements with the Vbsn at 0.3 V and Vbsp at -0.1 V
are presented on Figures 6.8 and 6.9 Table 6.2 shows the measured
consumption for the OA A and OA B under 0.8V for a 100nA reference
on the OA biasing.

OA_A Power 91.5 nW

OA_A Energy/MAC 3.29 fJ/MAC

OA_B Power 11.8µW

OA_B Energy/MAC 531 fJ/MAC

Table 6.1: Measured consumption and energy of the Operational Am-
plifiers.
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Figure 6.4: Measurement steps of OA B.

Figure 6.5: Measurement steps of OA A.
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Figure 6.7: OA A and B offset for different VBSP.

6.3.3 Current sourceCharacterization

The current sources are first characterized by measuring the current
drawn on the input AVDD powering the bias tree, presented in Fig-
ure 6.10. According to the schematics, the three current mirrors are
supposed to draw a current given by Equation 6.1:

ITOT = Iref +
Iref
10

× 8 +
Iref
100

× 8 +
Iref
1000

× 400 (6.1)

For Iref =100 nA ITOT is nominally 228 nA. The measure gives us
233 nA. The consumption of all the current sources is measured at
184 nW under 0.8 V.
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Figure 6.8: Offset of OA B.

Figure 6.9: Offset of OA A.
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Figure 6.10: Current source bias tree.

Current Sources 184 nW

Current Sources Energy/MAC 2,07 fJ/MAC

Table 6.2: Measured consumption and energy of the Current Sources.

6.3.4 Capacitive line evaluation

The capacitive line evaluation is done by setting the clock frequency to
1MHz with a current reference reduced to 40 nA to ease the observation
of the charge of the capacitive line with an oscilloscope. Figure 6.11
shows the measured output, the capacitance value that was simulated
at 90 fF. At a constant current, we can compute the capacitance value
with the following equation:

C =
I × δT

δV
=

40.10−9 × 10.10−6

0.1
= 400fF

109



The measured capacitance is approximately 400 fF. The difference be-
tween the measurement and the simulated value can come from the
simulation with extracted parasitic that was performed on one PE only
and then scaled to a complete accumulation line. In addition, the OA
A is increasing the capacitance value. Therefore, we need to scale the
current to the actual capacitance value.

Figure 6.11: Measurement of the capacitance value for a constant
current of 40 nA charging the capacitive line.

6.4 Accumulation Line behavior

To validate the functioning of the pattern generator, we needed to be
able to display the different steps of the computation and compare it
with the theory. We included a clock divider in the circuit to be able to
check that the 50MHz external clock was correctly entering the circuit
and the measurement indicates it was the case. In addition, when the
computation is done, a Finish flag is raised and we can observe that the
computation is taking 4.5µs as expected with a 50 MHz clock. However,
it was difficult to display properly each step of the computation. Upon
further investigations, it happens that the OAs are limited in slewrate
and bandwidth.
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6.4.1 Bandwidth limitation

Figure 6.12 shows the transfer function of the accumulation line for
different clock values and a current reference of 300nA (300 pA for each
current source). The scales have been adjusted for the 25MHz and
10MHz clocks to match the 50MHz product results. We can see that at
50MHz, the curve doesn’t follow the other one. This can be explained
by bandwidth and slew rate limitation from OA A and OA B. As the
measurement is taken on the dummy accumulation line, OA A might be
unable to follow the voltage of the main line fast enough. In addition,
another effect happens when the current is scaled according to the
clock and the capacitance value. Figure 6.13 shows that for the same
frequency, with a lower current we don’t reach the saturation value.
This effect can be related to the current mirrors entering their triode
region, as the current decreases, it prevents reaching saturation value.

6.4.2 System functioning

To be able to observe the different computation steps, we decreased
the clock frequency to 1MHz and scaled the current accordingly around
10 pA. Figures 6.14, 6.15 and 6.16 show different computation compared
to theoretical behaviour. We can see the effect of current mirrors en-
tering the triode region when reaching 0.7V on the accumulation line.
This measurement is obtained with the oscilloscope and transferring
the acquired data in Matlab. To improve the comparison, the signal
was filtered with a moving average with a window of 10 points except
for Figure 6.16 where the number of points was increased. We can see
that the starting point of the computation is around 0.470 V instead of
0.4 V. This is because the charge can’t be kept at the desired value and
goes back to the reset voltage of the accumulation line which is around
0.470 V.
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Figure 6.12: Observation of bandwidth limitations with a constant
current of 300 pA for different clock frequencies.

Figure 6.13: Observation of current limitations with a constant fre-
quency of 10MHz and different reference current values.
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Figure 6.14: Example of computation with all the X equal to 8 and
W equal to 15.

Figure 6.15: Example of computation with all the X equal to 10 and
W equal to 15.
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Figure 6.16: Example of computation with random values for X and
W.

6.5 Error Evaluation

To be able to measure the transistor mismatch value, we will perform
the same computation on each line with all the weight bits set to one
and the first 10 input X values with all the bits set to one. Then we
shift the X value to the next 10 inputs and so on until we cover the 100
inputs. The mismatch measured is around 0.55 % for a current refer-
ence of 300 nA (on IREF_P and IREF_N pins) which offers a better
result than the simulation. It is noted the simulation was performed
with a 100 nA reference.

To measure the error, we performed 200 computations with uniform
distribution of random values of X and W and measured the difference
between the computed and the theoretical values. By selecting uni-
formly distributed values for W and X, the resulting distribution is
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following a Gaussian shape with a mean of 0, which corresponds to the
reset voltage of the accumulation line. The error was computed for

Figure 6.17: Error value.

a 50MHz clock and 300 pA current and gives a standard deviation of
4.5 mV and therefore 88 quantization levels which corresponds to a 7-
bit quantized output. The values are acquired by the oscilloscope and
the data are filtered with a window of 60 points. Figure 6.17 shows a
histogram of the error. It is to note that filtering might improve the re-
sult. By comparison, the error at 50MHz measured with the ADC gives
a standard deviation of 7.2 mV and a 6-bit precision. Furthermore, as
the result of a uniformly distributed input and weight form a Gaussian

115



shape output distribution around 0 and therefore around 0.4 V on the
accumulation line, the error due to the current mirror transistors en-
tering their triode region doesn’t have an impact. These results allow
to confidently use 5-bit outputs to match the input bitwidth.

6.6 Consumption summary

The consumption of each block was measured and is summarized in
Table 6.3. The circuit is powered under 0.8 V and performs 5-bit MAC
operations with a time reference of 20 ns resulting in a total compu-
tation time of 4.5µs for a 100 elements accumulation line. The pat-

Block Energy Consumption

Iref 100nA 300nA

Current Source 2.07 fJ/MAC 6.2 fJ/MAC

Logic X and W 1.11 fJ/MAC

OA_A 3.29fJ/MAC 8.46 fJ/MAC

Pattern Generator 4.41 fJ/MAC

Total Energy/MAC 10.88 fJ/MAC 20.2 fJ/MAC

Global Efficiency 183.82 TOPS/W 99.2 TOPS/W

Table 6.3: Summary of the measured consumption.

tern generator consumption is estimated from the simulation since the
block shares its voltage supply with the padring and we can’t evalu-
ate the contribution properly. We can also observe that the logic X
and W blocks consume 10 times less than the simulation. The mea-
surements are the same if performed with a source meter or a multi-
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meter. One cause might be that the signal activity is lower than in
the simulation, in which we are deriving the worst-case scenario. Un-
der a 0.8 V supply, the power consumption of a single accumulation
line is measured at 351 nW, including 100 cell units, the OA, and all
biases. The OA accounts for 188 nW, which is half the power consump-
tion. While performing 100 MAC operations in 4.5 µs, this core (not
including the pattern generator) has an efficiency of 63.4 TOPS/W.
The pattern generator consumes 9.76 µW. The total efficiency drops at
15.8 TOPS/W for a 4-by-100-accumulation line and reaches a theoret-
ical value of 99.2 TOPS/W for 100 and 100 accumulation lines, as the
pattern generator consumption is amortized on a bigger array.

6.7 Comparisonwith State-of-the-art

The measurement results are compared with references using different
architectures for multi-bit MVM in Table 6.4. The works are taken
from recent papers in ISSCC, and publications in JSSC. They tar-
get applications with input and weight precisions similar to our work
(around 5-bit). This table shows the caracteristics and performances of
the macro which performs MVM, except for [77]. Indeed, the RRAM
array in [77] represents 89% of the total power consumption.

The works are compared according to their throughputs (GOPS),
their efficiency (TOPS/W), and their input, weight, and output preci-
sion. Additional metrics are derived for comparison purposes, like the
TOPS-1b/W which is found by multiplying the TOPS/W metrics by
the number of bits used for inputs and weights. The GOPS/mm2 is
showing the density of the studied macro.

Compared to other works, our solution presents the highest effi-
ciency at 2,480 TOPS-1b/W with the consumption scaled to a 10,000
MAC array. However, this result doesn’t account for the ADC con-
sumption needed for a fair comparison with the other works. In the
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last column of Table 6.4, we added a theoretical 10pJ/conversion 8-bit
ADC that adds a 10fJ/MAC energy consumption if added to our 100
input channel accumulation line. That corresponds to a theoretical 8-
bit, 3.9fJ/conversion-step ADC with a sampling frequency at 222 kHz
(the computation time is equal to 4.5µs with a 20 ns reference time),
which is in line with state-of-the-art ADCs efficiencies [79]. We reach
49.72 TOPS/W and 1,244 TOPS-1b/W efficiency. This shows that our
work still compares well with other references. Additionally, we uses
flip-flop registers to store inputs and weights that can be optimized
with SRAM storage that consumes less static energy and reduces the
area.

For the sake of normalized comparison, we chose the TOPS-1b/W
metrics but it does not reflect the actual consumption of the works
for different resolutions. As we use power of two ponderations with
time in our implementation, reducing the number of bits scales the
computation time and efficiency logarithmically. Table 6.5 shows the
theoretical efficiency of a 10,000 MAC array for different inputs and
weights precision. The length of the computation is equal to Ttot =

(2n−1 − 1)2 ∗ Tref with n the number of bits. Our system is even more
efficient as the number of bits decreases. Due to the presence of a sign
bit, the ”2-bit” case corresponds actually to 3 distinct states, which is
noted as ”1.5 bits” in the table.

Table 6.4 shows the wide variety of architectures that can be used
to reach high-efficiency MAC operations. Our work, fully optimized
for larger arrays of MAC to amortize the most consuming part of the
circuits, shows promising results compared to the recent state of the
art and offers room for greater optimization.

For example, works [71, 74, 78] show higher efficiency. However,
they exploit sparsity (setting some weights to zero) that increases the
efficiency of a given application with proper training. Results presented
in [71] use 50% sparsity of inputs and weights, to reach 1,351.2 TOPS/W.
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Number of bits Ttot Efficiency

5 4.5µs 99.2 TOPS/W

4 0.98µs 455 TOPS/W

3 0.18µs 2,477 TOPS/W

1.5 0.02µs 22,295 TOPS/W

Table 6.5: Evolution of the efficiency compared to the number of bit.

Reference [74] exploits specific mapping and parallelization techniques
for further optimization of the efficiency. [78] presents a digital CIM
that exploits block-wise sparsity of activation and weights for higher ef-
ficiency. The efficiency presented in Table 6.4 corresponds to a network
performing 0.63 GOPS for MNIST classification with 60.3% of weights
set to zero. Our implementation can’t exploit sparsity because the cur-
rent steering method we use makes the current flow in the dummy line
even if the weights are set to zero. The efficiency we show is therefore
not application dependent. However, this is future optimization that
can be made to our system to further increase efficiency.

6.8 Conclusion

In this chapter, we demonstrate the principle of time- and current-based
analog IMC implemented on-chip using 28 nm FDSOI CMOS technol-
ogy. The macro offers good results in terms of efficiency and accuracy
although an error was introduced by an offset created by a wrong body
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biasing on the NMOS pair of the OA. We can conclude by saying that
this time- and current-based principle offers very promising results for
low to medium-resolution AI applications. In the next chapter, we will
conclude this work and present some perspectives on future work.
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Conclusion and FutureWork
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This work shows the implementation of a time- and current-based
analog In-Memory Computing macro able to reach 99.2 TOPS/W for
5-bit matrix-vector multiplications. This architecture is suitable for
low-to-medium resolution embedded AI applications.

In Chapter 1 we presented how neural networks work and show
the perceptron neurons that composed layers, which are Matrix-Vector
Multiplication composed of MAC operations. This operation is there-
fore found in lots of neural networks such as Feed Forward neural net-
works, LSTM and CNN. We highlighted how these networks are able
to learn their parameters to complete a task thanks to backpropagation
and gradient descent algorithms. This leads us to the different metrics
and datasets used to benchmark neural networks.

We then dive into AI audio applications to present the different
levels of AI computing in Chapter 2. The cloud environment allows
computing complex applications with high accuracy but consumes lots
of energy. Edge Computing computes neural networks on embedded
devices but still relies on their connectivity and the cloud to compute
more demanding tasks but consume a medium amount of energy. The
TinyML environment represents dedicated chips for dedicated appli-
cations with ultra-low energy consumption but high accuracy. We’ve
seen that particular architectures including smart progressive wake-up
allow for reducing the embedded system energy consumption. In audio
applications, the VAD algorithm allows waking up the KWS algorithm
only when a voice is heard by the system. The KWS will then wake
up more consuming elements when a specific keyword is found on the
signal. We saw that on this specific application, Neural Networks offer
great accuracy, however classical digital architectures like ”Von Neu-
mann” prevent reaching high efficiency due to the memory access cost.

In Chapter 3, we present In-Memory computing techniques, using
digital and mixed-signal architectures. Digital architectures, although
suitable for binary weights, suffer from an area overhead when working
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with multibit MAC. RRAM approaches offer the advantage of using
the same elements for storage and computation but don’t use the stan-
dard CMOS cells, need high current, and are limited to 4 bits per cell.
Charge-based IMC uses standard CMOS and exploits the WL of an
SRAM bit cell but suffers from bit flipped issues that can be resolved
by adding transistors to the bit cell and therefore increasing the area
overhead too. Finally, we present the current and time approach that
shows promising efficiency levels, although suffering from PVT that
can be mitigated by training the NN.

Chapter 4 details the principle of time- and current-based IMC.
We show that we can leverage the available time during a computation
to charge a capacitive line with a low current (<400pA). Using parallel
architecture, we can reach sufficient throughput for a wide range of ap-
plications. In Chapter 5, the implementation of this principle on-chip
using 28 nm FDSOI CMOS technology is presented. Finally, the circuit
is tested in Chapter 6, where we were able to show the computation
principle and measure the energy consumption. The measured energy
allows reaching 99 TOPS/W efficiency for a 100x100 array. The most
energy-consuming part of the system relies on the size of the array to
reduce its energy consumption.

Futurework

The next step of this work is to include an ADC at the end of each ac-
cumulation line. Level Crossing ADCs seem particularly suited to the
time- and current-based IMC. In addition, we saw that the usage of OA
between the two accumulation lines increases the energy consumption
per MAC as the block is amortized only across one line. The offset
between the two lines doesn’t seem to have that big of an impact on
the accuracy of the systems. Therefore, we need to explore a configu-
ration where we use no OAs and a level crossing ADC is resetting the
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accumulation line to its resting level at each LSB crossing. The dummy
accumulation line can be clamped to the resting voltage. The precision
is now shifted on the charge injection and the mismatch of the current
sources. However, as the accumulation line range of possible levels is
now a fixed voltage plus or minus an LSB, we might not need a cas-
code architecture and therefore increase the size of the current mirror
transistors to reduce the mismatch.
The storage of the inputs and weights also needs to be improved as the
register dominates the consumption of the logic block. Using SRAM
with only a writing feature on the driver will allow reducing the energy
consumption. Custom SRAM blocks need to be designed as we want
to place them close to the current sources. The footprint would also
be reduced, allowing it to fit more weights next to a current source.
Therefore, we can implement multiple layers per PE by including a
multiplexer to select the weights.
Increasing the array size to 256x256 or 512x512 will allow running
neural networks-on-chip and adding configurable power to the current
source, which would allow using a custom array size without consuming
energy.
Finally, including mapping techniques and modifying the architecture
to use inputs, and weights sparsity would help to increase the efficiency
for specifically trained applications.
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Abstract—Long Short-Term Memory (LSTM) neural 
networks offer state-of-the-art results to compute sequential 
data and address applications like keyword spotting. Mel 
Frequency Cepstral Coefficients (MFCC) are the most common 
features used to train this neural network model. However, the 
complexity of MFCC coupled with highly optimized machine 
learning neural networks usually makes the MFCC feature 
extraction the most power-consuming block of the system. This 
paper presents a low complexity feature extraction method 
using a filter bank composed of 16 channels with a quality factor 
of 1.3 to compute a spectrogram. It shows that we can achieve 
an 89.45% accuracy on 12 classes of the Google Speech 
Command Dataset using an LSTM network of 64 hidden units 
with weights and activation quantized to 9 bits and inputs 
quantized to 8 bits.  

Keywords—Keyword Spotting, Machine Learning, Long 
Short-Term Memory, MFCC 

I. INTRODUCTION 
 The latest developments in consumer electronics made 

voice-activated devices used every day. The need to embed 
Keyword Spotting (KWS) solutions at the edge led to the 
development of always-on low-power preprocessing units to 
avoid the computation of the audio signal by power-hungry 
elements. Figure 1 shows a typical architecture, in which a 
preprocessing unit triggers the main processor only if the 
analyzed audio signal is a relevant keyword. The unit is 
composed of a feature extractor that will divide the audio 
signal into multiple frequency bands to compute the per band 
energy. A classification neural network uses these features as 
inputs to detect if the audio signal corresponds to one of the 
predefined classes learned by the classifier. Long Short-Term 
Memory (LSTM) [1] neural networks are well-suited 
classifiers to manage sequential data. However, LSTMs 
require lots of data and computational power and therefore 
need to be optimized for integration at the edge. This is 
achieved, for example, by training the network with a small 
number of hidden units (56 in [2]) or by quantizing weights 
(5-bit in [3]). These optimizations are made possible thanks to 
the use of input features such as Mel Frequency Cepstral 
Coefficients (MFCC). However, MFCC extraction requires 
Fast Fourier Transforms (FFT) and Discrete Cosine 
Transforms (DCT). For this reason, the feature extraction (FE) 
block usually consumes most of the energy of the system. To 
tackle this challenge, this paper presents the following 
contributions: 

− A low-complexity feature extraction technique with 
a 16 channels filter bank with a quality factor of 1.3 
was used to compute the power spectral density. 

− An associated optimized LSTM model with 64 
hidden units post-quantized on 8 bits for inputs and 
9 bits for weight/activation achieving 89.45% 
accuracy on recognition of 12 classes of the Google 
Speech Command Dataset (GSCD) [4]. 

The remainder of this article is structured as follows. Section 
II reviews different feature extraction methods and introduces 
the proposed filter bank together with simulations using 
Matlab®. Section III presents the LSTM neural network and 
the method to quantize it. Section IV explores the results in 
comparison with the state-of-the-art circuits before section V 
concludes this paper. 

II. FEATURE EXTRACTION 
The GSCD is used as a reference for keyword spotting 

applications. It is composed of 60,000 audio files of 
approximately 1-second length with recordings of 31 different 
keywords. A common test case for comparison is to train 
networks using 12 classes (10 selected keywords + unknown 
words + silence).  

A. Impact of feature extraction on the global consumption 
To extract features from this dataset, state-of-the-art 

solutions [2], [3], [5], [6] use MFCC features. The MFCC is 
computed in this order: (i) FFT of an audio sample window, 

This work was supported in part by the French National Research Agency 
under Grant ANR-18-CE24-0006-01 LEOPAR. 

 

Fig. 1. Typical architecture of a preprocessing unit 

TABLE I.  CONTRIBUTION OF FE IN STATE-OF-THE-ART CIRCUITS 

Reference [2] [3] [5] [6] 

Embedded FE 
FE on 

software 
FE on 

software 
Real FFT 
- MFCC 

Serial FFT 
- MFCC 

Global Consumption 
(µW) 5 0.5a 16.1 0.51 

Percentage of global 
consumption due to 

FE 

- 
(Soft.) 

- 
(Soft.) 50% 66% 

a. Estimation from available metrics 

 



(ii) Mel filtering using a digital high-order filter bank, 
(iii) computation of the log of the power for each filter output, 
and (iv) DCT of each computed value. The MFCCs are 
extracted as the amplitudes of the output spectrum. We can 
analyze from the literature (Table I) that the contribution of 
the feature extraction is more than half of the global 
consumption of the classification system. In [5], the authors 
report that the computational power is dominated by the FFT, 
which accounts for 72% of the total number of sums and 
multiplications of the FE block. To reduce the 
computationally expensive MFCC extraction, [7] presents a 
32-channel analog filter bank employing a passive N-path 
filter topology consuming 800nW, while [8] introduces an 
event-driven approach, in which the system simulations show 
up to a 4000x lower consumption compared to a conventional 
discrete-time system.  

B. Proposed feature extraction architecture 
The proposed FE architecture is composed of a 16-

channel filter bank, with center frequencies spread from 
50 Hz to 5 kHz. The quality factor Q is only 1.3, making this 
solution easily realizable in analog or mixed-signal domains. 
Table II presents the configuration of our filter bank and 
Figure 2 presents the frequency response of the filter bank 
according to Mel, Bark, and Logarithmic scales. Mel and 
Bark scales are perceptual scales and are created from how 
humans hear. Classification results using these scales are 
compared in section V. 

When the spectral signal is divided into 16 bands, the 
energy in each band is calculated as: 
 

𝐸𝐸 =  � |𝑦𝑦(𝑡𝑡)²|
𝑡𝑡0+𝑑𝑑𝑡𝑡

𝑡𝑡=𝑡𝑡0

 (1) 

with 𝑦𝑦(𝑡𝑡) the filtered audio signal and dt the frame duration 
(set to 25 ms with an overlap of 12.5 ms). The filter bank is 
simulated in Matlab using Butterworth filters. There is no 
logarithmic scaling on the output data, meaning that when the 
energy is extracted from each band, it can directly be 
converted using an ADC and sent to the classifier. 

III. CLASSIFICATION NEURAL NETWORK 

A. Long Short-Term Memory 
LSTM networks are a type of recurrent neural network 

composed of 4 intermediate sets of neurons called gates (input 
𝑖𝑖𝑡𝑡  , forget 𝑓𝑓𝑡𝑡 , output 𝑜𝑜𝑡𝑡 , candidate gate 𝑔𝑔𝑡𝑡 ) (2)-(5) that will 
compute a state vector 𝑐𝑐𝑡𝑡 (6) that in turn is used to compute 
the hidden vector ℎ𝑡𝑡 (7). This vector will be used in the next 
inference together with the next input vector 𝑥𝑥𝑡𝑡. 

 𝑓𝑓𝑡𝑡 = 𝜎𝜎𝑠𝑠(𝑊𝑊𝑓𝑓𝑥𝑥𝑡𝑡 + 𝑅𝑅𝑓𝑓ℎ𝑡𝑡−1 + 𝑏𝑏𝑓𝑓) (2) 

 𝑖𝑖𝑡𝑡 = 𝜎𝜎𝑠𝑠(𝑊𝑊𝑖𝑖𝑥𝑥𝑡𝑡 + 𝑅𝑅𝑖𝑖ℎ𝑡𝑡−1 + 𝑏𝑏𝑖𝑖) (3) 

 𝑜𝑜𝑡𝑡 = 𝜎𝜎𝑠𝑠(𝑊𝑊𝑜𝑜𝑥𝑥𝑡𝑡 + 𝑅𝑅𝑜𝑜ℎ𝑡𝑡−1 + 𝑏𝑏𝑓𝑓) (4) 

 𝑔𝑔𝑡𝑡 = 𝜎𝜎ℎ(𝑊𝑊𝑔𝑔𝑥𝑥𝑡𝑡 + 𝑅𝑅𝑔𝑔ℎ𝑡𝑡−1 + 𝑏𝑏𝑓𝑓) (5) 

 𝑐𝑐𝑡𝑡 = 𝑓𝑓𝑡𝑡 ∘ 𝑐𝑐𝑡𝑡−1 + 𝑖𝑖𝑡𝑡 ∘ 𝑔𝑔𝑡𝑡 (6) 

 ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡 ∘ 𝜎𝜎ℎ(𝑐𝑐𝑡𝑡) (7) 

where 𝑊𝑊∗  and 𝑅𝑅∗  are weight matrices for each gate and 𝑏𝑏∗ 
biasing values that are obtained by training the neural 
networks. Figure 3 shows a schematic of the LSTM 
architecture. The length of the states and hidden unit vectors 
allows storing information in time at each loop, meaning that 
the LSTM has the faculty to remember what just happened and 
therefore modify its outputs knowing this information, making 
this type of network a good choice for sequential tasks. 

TABLE II.  FILTER BANK CONFIGURATION 

Number of bands 16 

Filter order 3 

Frequency range 50 Hz to 5 kHz 

Q 1.3 

 

 

Fig. 3. Schematics of a Long Short-Term Memory neural network 

 

Fig. 2. 16-channel filter bank frequency response according to different 
scales. Mel and Bark scales are perceptual scales, used to mimic human 
hearing. There is less frequency bands under 100 Hz with these scales. 



 LSTM models can be stacked and are followed by one or 
more fully connected layers: 

 𝑧𝑧𝑡𝑡 = 𝑊𝑊𝑓𝑓𝑓𝑓ℎ𝑡𝑡 (8) 

where 𝑊𝑊𝑓𝑓𝑓𝑓 is a weight matrix for the fully connected layer. A 
softmax layer is added at the end to perform the prediction as 
can be seen in Figure 4. This network is trained using 
Stochastic Gradient Descent algorithms. 

B. Post-Quantization 
Post-quantization techniques are introduced to perform an n-
bit quantization of the LSTM model. The custom LSTM 
layers are described in Matlab® and are initialized with the 
weights obtained from the full-precision training, to 
accelerate the convergence. At each forward propagation, the 
results of equations (2)-(7) are quantized using equation (9). 
 

 𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑡𝑡(𝑥𝑥) = 𝑟𝑟𝑜𝑜𝑞𝑞𝑞𝑞𝑟𝑟(
𝑥𝑥

max(𝑥𝑥) × 2𝑛𝑛−1 − 1) ×
max (𝑥𝑥)
2𝑛𝑛−1 − 1

 (9) 

 
where 𝑞𝑞 is the number of quantization bits. Figure 5 shows 
that the weights and activation vectors follow a normal 
distribution. Therefore, to improve the internal representation 
of the system, clipping can be introduced with little impact. 
The introduced method consists of performing iterations with 
decreasing clipping values until the accuracy drops by a given 
amount. The clipping value associated with the maximum 
accuracy is eventually selected. This simple and effective 
method is suited to a low-complexity network that allows 
exploring several parameters over multiple iterations. 
However, for larger and computationally-intensive networks, 
more efficient in-training quantization methods such as 
PACT [9] have been developed.  

IV. SIMULATION RESULTS 
To compose the dataset, 10 keywords are chosen from the 

GSCD: {“zero”, “one”, “two”, “three”, “four”, “five”, “six”, 
“seven”, “eight”, “nine”} (around 1800 samples of each word) 
plus 20% of other keywords from the dataset labeled 
“unknown” and 4,000 samples of background noise. The 
selected dataset is shared between training, validation, and 
testing datasets following this repartition: 70%, 15%, and 
15%. The simulations are made with an LSTM composed of 
64 hidden units. Using the computed spectrograms from the 
FE block as described in section II, multiple simulations are 
run to observe the impact of the number of bands and the input 
bit width on the accuracy. The per-band energy values are 
quantized on n bits and are then trained with the basic 
LstmLayer model from Matlab® with weights and activation 
coded on 32 bits. Figure 6 recapitulates those simulations and 
shows that there is no particular scale that stands out and 
would give better results than others. However, filter banks 
with more than 12 frequency bands offer better results than the 
8 band case. An input bit width below 8 bits significantly 
decreases the accuracy. The best accuracy obtained for the test 
dataset is 90.02% for a 16-channel filter bank using a 
logarithmic scale with input data quantized on 8 bits. This 
setup is taken as a reference point for the development of the 
quantized LSTM model. 

 
1 https://github.com/kevinherisse/leo_lstm 

b. Texas Instrument Massachusetts Institute of Technology dataset [10] 

A custom LSTM model has been developed to explore the 
impact of quantization. Simulating our custom LSTM model 
with the previous setup gives a similar reference accuracy 
value. The code of our model and the simulation methods are 
available on GitHub 1 . The model allows quantizing the 
network to n bits using the proposed post-quantization 
method. The simulated accuracy is shown in Figure 7. The 

 

Fig. 5. Histograms showing the weights and activation functions 
distributions. 

 

Fig. 4. Schematics of the neural network used in this paper. 

LSTM Fully
Connected Softmax

TABLE III.  COMPARISON WITH SOA 

Reference [2] [3] [5] Our Work 
Feature 

Extraction MFCC MFCC MFCC Power 
Spectrum 

FFT Yes (soft.) Yes (soft.) DFT No FFT 

DCT Yes (soft.) Yes (soft.) Yes No DCT 
Number of 
channels 39 40 13 16 

Quantization 
Method 

Post 
Quantization In-training Post 

Quantization 
Post 

Quantization 

Hidden Units 56 128 64 64 

Inputs Bit 
width 8 5 8 8 

Weights Bit 
width 8 5 8 9 

Activation 
Bit width 32 8 8 9 

Number of 
classes 4 12 12 12 

Dataset TIMIT b: 
4 KW 

GSCD: 
10KW 

 + unknown 
+ silence 

GSCD: 
10KW  

+ unknown 
+ silence 

GSCD: 
10KW  

+ unknown 
+ silence 

Accuracy 91.7% 90% 90.87% 89,45% 

 



quantization only implies an accuracy drop of 0.55% for 8-bit 
input and 9-bit activation/weight.  

Table III shows a comparison with state-of-the-art 
approaches. Similar accuracy is obtained while the feature 
extraction method is much less complex than the MFCC 
computation. The presented method uses a 16-channel filter 
bank, with third-order filters and a quality factor of 1.3 that 
could be implemented with low-consumption techniques 
such as [7] or [8]. 

V. CONCLUSION 
This paper shows that it is possible to extract relevant audio 
features with a simple FE block composed of a 16-channel 
third order filter bank. Using a quantized 64-hidden unit 
LSTM model, an accuracy of 89.45% on 12 classes of the 
GSCD is demonstrated. These results open significant 
perspectives on reducing the hardware complexity of the FE 
function. Future work will concern the implementation of the 
complete processing chain and measurement of the impact on 
energy consumption. 
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Fig. 7. Accuracy versus quantization weight bit width for multiple 
activation quantization 

 

87
87,5

88
88,5

89
89,5

90

7 8 9 10 11

A
cc

ur
ac

y 
(%

)

Weights bit width

10-bit Activation 9-bit Activation
8-bit Activation

 

 

 

Fig. 6. Accuracy of the full-resolution network as a function of the input bit 
width according to different number of bands. The values are extracted as the 
best accuracy found over multiple trainings. The best value obtained during 
training is 90.02% with 16-channel and 8-bit input quantization. 
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