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Abstract

Semiconducting layers made of colloidal nanocrystals (NCs) have shown great poten-
tial as active materials in infrared (IR) sensors, with promises to reduce fabrication
costs and enhance optoelectronic properties. Although being a relatively new tech-
nology, with the first monodisperse synthesis 30 years ago, huge advances including
synthesis, surface engineering, deposition methods, device architecture, and funda-
mental physic have led to commercialization. However, to attain the full potential
of NC IR sensors, improvements are still needed with a particular focus on the
understanding and control of the material properties and their dependence on the
environment.

In this context, we aim to combine experimental and theoretical tools to study
the optoelectronic properties of isolated NCs until a layer of NCs integrated into
electronic devices. In the first Chapter, we performed different PbS colloidal NC
syntheses that allow us to conduct numerous physicochemical investigations from the
optical properties to the surface characterization. In the second Chapter, we studied
the electronic structure of isolated PbS and HgTe NCs using advanced theoretical
tools such as Empirical Tight-Binding Method (ETBM), Density Functional Theory
(DFT), and Empirical Pseudopotential Method (EPM). We studied the effect of
size and shape on the electronic structure and unveiled a 0D topological phase
transition in HgTe NCs. The third Chapter focuses on the optical properties of
PbS and HgTe NCs. Using ETBM and EPM, we related electronic structure to the
essential features of an experimental absorption spectrum. In the fourth Chapter,
we extend the previous results to a solid layer composed of densely packed NCs.
However, the properties of a solid layer are different for an isolated NC, due to
the interaction with the environment, especially the ligands. Therefore, on top of
ETBM calculations we include Effective Medium Approximation (EMA), and in
synergy with spectroscopic ellipsometry measurements, we investigated the effect
of the surface chemistry, shape, and size of the optical properties of a NC layer.
From the knowledge accumulated in the previous Chapters, we developed a model
in the fifth Chapter that allowed us a systematic comparison from a single NC
to the photodiode stack of various semiconductors materials (PbSe, InAs, InSb,
InP, and CdSe). Specifically, we provide abacuses of optical properties according
to parameters that can be engineered experimentally, such as the ligand length
or NC size. The last Chapter concerns the specific control of the work function
with ligands. We started to develop a model that in terms aims to facilitate band-
alignment engineering enhancing the device performance.

This work is a collaboration between research institutes (IEMN – Lille and CEA
- Grenoble) and the industry (STMicroelectronics – Crolles). Collaborations with
the group of Emmanuel Lhuillier at INSP are also acknowledged.
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Résumé en français

Les couches semi-conductrices de nanocristaux (NCs) collöıdaux ont montré un
grand potentiel en tant que matériau actif dans les capteurs infrarouge (IR), avec
des promesses de réduction des coûts de fabrication et d’amélioration des propriétés
optoélectroniques. Bien qu’il s’agisse d’une technologie relativement nouvelle, avec la
première synthèse de NCs monodisperses réalisée il y a maintenant 30 ans, d’énormes
progrès, notamment dans la synthèse, l’ingénierie de surface, les méthodes de dépôt,
l’architecture des dispositifs électroniques et la compréhension fondamentale, ont
conduit à une commercialisation. Cependant, pour atteindre le plein potentiel des
capteurs IR à base de NCs, des améliorations sont encore nécessaires avec un accent
particulier sur la compréhension et le contrôle des propriétés des matériaux et de
leur dépendance à l’environnement.

Dans ce contexte, nous visons à combiner des outils expérimentaux et théoriques
pour étudier les propriétés optoélectriques de NCs isolés jusqu’à une couche de NCs
intégrée dans un dispositif électronique. Dans le premier chapitre, nous avons réalisé
différentes synthèses de NCs collöıdaux de PbS qui nous a permis d’étudier les pro-
priétés physico-chimiques allant des propriétés optiques à la caractérisation de la
surface. Dans le deuxième chapitre, nous avons étudié la structure électronique de
NCs de PbS et de HgTe isolés en utilisant des outils théoriques tels que ETBM
(pour ”Empirical Tight-Binding”), DFT (pour ”Density Functional Theory”) et
EPM (pour ”Empirical Pseudopotential Method”). Nous avons étudié l’effet de
la taille et de la forme des NCs sur la structure électronique et révélé une tran-
sition de phase topologique 0D dans les NCs de HgTe. Le troisième chapitre se
concentre sur les propriétés optiques des NCs de PbS et de HgTe. En utilisant
l’ETBM et l’EPM, nous avons relié la structure électronique aux caractéristiques es-
sentielles d’un spectre d’absorption expérimental. Dans le quatrième chapitre, nous
étendons les résultats précédents à une couche solide composée de NCs densément
compactés. Cependant, les propriétés d’une couche solide sont différentes de celles
d’un NC isolé, en raison de l’interaction avec l’environnement, en particulier avec
les ligands. Par conséquent, en plus des calculs ETBM, nous incluons le modèle
EMA (pour ”Effective Medium Approximation”) et, en synergie avec des mesures
d’ellipsométrie spectroscopique, nous avons étudié l’effet de la chimie de surface, de
la forme et de la taille sur les propriétés optiques d’une couche de NCs. A partir des
connaissances accumulées dans les chapitres précédents, nous avons développé un
modèle dans le cinquième chapitre qui nous a permis une comparaison systématique
depuis les propriétés intrinsèque d’un NC à ses propriétés quand intégré dans une
système éléctronique (une photodiode). Plus précisément, nous avons établi des
abaques de propriétés optiques en fonction de paramètres qui peuvent être mod-
ifiés expérimentalement, tels que la longueur du ligand ou la taille du NC, pour
divers matériaux semi-conducteurs (PbSe, InAs, InSb, InP et CdSe). Le dernier
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chapitre concerne le contrôle spécifique du travail de sortie avec les ligands. Nous
avons commencé à développer un modèle qui, à termes, vise à faciliter l’ingénierie
de l’alignement des bandes, améliorant ainsi les performances du dispositif.

Ce travail est une collaboration entre les instituts de recherche (IEMN - Lille et
CEA - Grenoble) et l’industrie (STMicroelectronics - Crolles). Nous remercions
également les nombreuses collaborations avec le groupe d’Emmanuel Lhuillier à
l’INSP.
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Context of the thesis

The study of light and its interaction with matter is a long human history. A good
example is the camera obscura which was widely used in the 15th century but already
formally analyzed by Ibn al-Haytham in the early 11th century [57] but first studied
by Chinese philosopher 500 BC. Then, the 20th century has seen the discovery
of quantum physic which not only allowed a profound understanding of light and
matter but triggered the development of new technologies that nowadays accompany
our daily life. The careful management of light has indeed found applications at
all levels of our society from the television to the smartphone including military
purposes with night vision or directed-energy weapons. The infrared (IR) light
which extends from 0.70 to 30 µm, is especially interesting for its high penetration
depth and thermal ability. Indeed, short-wave infrared (SWIR, 1–3 µm) corresponds
to the wavelength range where the atmosphere, haze, and dust are less absorbing and
enjoy reduced sunlight interference, enabling active imaging such as night vision [58]
and LiDAR (Light Detection And Ranging) [59]. The SWIR regime also includes
absorption from tissue components such as water (around 1.130, 1.300, and 1.900
µm), lipids (around 1.040, 1.200, 1.400, and 1.700 µm), and collagen (around 1.200
and 1.500 µm), which enables monitoring cancerous tissues, burns, and histological
discrimination [60]. The MWIR (mid-wave infrared, 3-5 µm) and LWIR (long-
wave infrared, 8-12 µm) are both in atmospheric transparency windows enabling
long-distance thermal imaging and are also widely used for molecular detection and
hyper-spectral imaging [61].

Since the absorption of Si drastically decreases at wavelengths above 900 nm,
most of the commercialized IR photodetectors rely on bulk semiconductor materials
with narrow bandgaps such as Ge, InGaAs, InSb, and HgCdTe. They are usually
epitaxially grown on lattice-matched substrates by molecular beam epitaxy or chem-
ical vapor deposition under high temperature and vacuum conditions. Therefore,
traditional bulk IR semiconductors suffer from strictly controlled fabrication pro-
cesses, rigorous operation conditions, and high manufacturing costs, and are gener-
ally not compatible with flexible devices [62]. To meet the growing demands required
for next-generation devices with better portability, wider applicable range, higher
scalability, and low-cost fabrication, colloidal NCs show great potential. They can
address the above requirements, especially thanks to their solution-processability,
flexible substrate compatibility [62], and volume manufacturing [63]. Moreover,
their typical strong confinement provides a formidable optical platform such as a
tunable bandgap with the NC size [32, 64, 65]. For these reasons, they are already
employed in various optoelectronic devices, including light-emitting diodes, solar
cells, and photodetectors [66, 67, 68, 69, 2, 70].

The first studies on semiconductor NCs appeared more than 40 years ago. But
it is only in 1993 that Murray, Norris, and Bawendi introduced a monodisperse
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synthesis of colloidal NCs through the hot precursor injection method [71]. This was
a breakthrough in the preparation of monodisperse NCs. In the following decades,
the synthesis of NCs operating in the IR has greatly improved, such as lead sulfide
(PbS) [9], lead selenide (PbSe) [72], lead telluride (PbTe) [73], mercury telluride
(HgTe) [74], indium phosphide (InP) [75], indium arsenide (InAs) [76], and so on
[77].

Among them, lead chalcogenide (PbX, X = S, Se) NCs, especially PbS is one
of the most studied, presenting the highest optical performances in the SWIR [78].
As a direct semiconductor, PbS NCs have a high molar extinction coefficient [79],
with a highly tunable bandgap from 0.8 to 2.2 µm [9], and a good solution stability.
Heavily doped PbS NC can also reach the MWIR thanks to intraband transitions
[80]. To extend the optical features, HgTe NCs are one of the prominent materials.
It is a semimetal in bulk and of semiconductor nature in the NC form presenting
a ”natural” bandgap in the MWIR and even reaching the terahertz domain (>15
µm) when doped [81]. Although the first motivation for the use of HgTe NCs was
to extend the optical features, these last years have seen drastic improvements in
these materials opening the doors to a new range of applications [69].

Nanocrystal IR sensor

Typically, IR sensors based on NCs relied on Complementary Metal Oxide Semi-
conductors (CMOS) technology. CMOS image sensor comprises an array of pixels,
vertical and horizontal access circuitry, and readout circuitry (Figure 1).

Figure 1: Scheme of CMOS image sensor including an array of pixels, vertical and
horizontal circuitry, and readout circuitry. Reproduced from [1].

The pixel is the image sensor’s headquarters composed in part of a photosensitive
cell element named photodetector. The latter plays a crucial role in converting
light into an electrical signal, which is then amplified and analyzed by the readout
circuitry. Different configurations exist for the photodetector but the primary is
a p-n photodiode, where a built-in field and an applied bias serve to extract the
photocarriers. In this architecture, to enhance electron extraction, a metal oxide
electron transport layer (ETL) is deposited on a substrate. Then, the NC layers
are deposited layer by layer from the colloidal NC solution. Different deposition
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techniques exist such as spin-coating, drop casting, dip coating, or spray coating.
On top of the stack, a hole transport layer (HTL) is finally deposited, to improve
hole extraction (see [2] and Figure 2).

Figure 2: Photodiode array based on NC layers integrated on top of CMOS readout.
From left to right are decomposed the different elements. Reproduced from [2].

Evaluation This above technique that integrates NC layers directly on top of the
readout circuit enables the reduction of the pixel pitch compared to the hybridization
process used for bulk material [82], which leads to an enhanced resolution. Indeed,
the current state of the art for InGaAs photodiode is a pixel pitch of 5µm [83], while
1.62 µm pixel pitch based on NC has been achieved [2].

Another key parameter to assess the performance of an IR photodetector is the
dark current. The dark current determines the minimum light intensity that can be
detected. It usually consists of diffusion current, generation current, defect-assisted
tunneling current, direct tunneling current, multiplication current, and ohmic leak-
age current. Since the defect density in NC materials is higher than in single crystal
semiconductors, trap-assisted tunneling leads to higher dark currents for NC devices
[70].

The response time, which reflects the speed of transfer of photogenerated charge,
is an important criterion for IR sensors. It includes the rise time (τr) giving the
time between a measured photogenerated signal of 10% to 90% and the fall time
(τf ) between 90% to 10% [84]. One of the best-reported values for PbS NCs is 13
µs and 41 µs, for τr and τf , respectively [82]. Again the traps tend to impinge these
values which are lower for single crystal materials such as InGaAs (τr = 0.65µs,τf
= 2.20µs) [85].

Other figures of merits exist (external quantum efficiency, responsivity, and more
[70]) and have undergone great improvements these last decades in IR photodetector,
sometimes by several orders. It allowed the rapid commercialization of this new
technology. However, despite all the advances, NC-based IR photodetectors still
relied on toxic materials, driven by lead and mercury chalcogenides. Although the
risks are limited, due to the low amount used in IR imaging (typically a few mg
of active material for one device [86]), the development of nontoxic IR devices with
comparable performances will likely be a breakthrough [7].

Moreover, the fundamental knowledge of NCs remains limited compared to
single-crystal semiconductors. This is even more the case under a layer form, where
the large surface area (a feature of NCs), can drastically modify optical and trans-
port properties. The dependence of the electronic structure on surface chemistry,
especially the interaction with passivating molecules, but also the effect of shape or
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the NC-NC interaction into the layer are still obscure. In 2018, a road map for NC
IR photodetector points out the need to provide a systematic study of the effect of
material, size, and surface chemistry on the electronic structure [86]. This would
likely allow a step forward in the understanding of these formidable materials but
also enable accurate device optimization mandatory in the pursuit of cheaper, less
toxic, and more efficient IR sensors.

Objectives and manuscript organization

This thesis aims to assess the optoelectronic properties of materials used in IR
sensors. This goes from semimetals to semiconductors under their bulk, NC, and
NC layers form. The strategy was first to focus on PbS NCs, which is an ideal
model system due to a large amount of available data and then to investigate other
materials.

For this, TB Sim a code developed at CEA by Y.M.Niquet and F.Triozon and at
IEMN by C.Delerue, along with other models implemented during this thesis were
used. TB Sim is a versatile code written in Fortran 90, including modules that allows
the construction of atomic structures, and the calculation of numerous physical
properties: electronic structure, optical spectrum, electron-phonon coupling, etc.
This thesis, although mainly theoretical, carried out experimental works at CEA
Grenoble under the supervision of Peter Reiss.

The thesis is divided into 6 Chapters that can be read independently. Each
contains an introduction followed by state-of-the-art, then a presentation of the
results, and finally a conclusion.

The experimental part of the thesis is presented in Chapter 1 and was focused
on the PbS colloidal NC synthesis and its characterization. To introduce the Chap-
ter, the physicochemical characterization methods are presented and followed by a
general discussion of the colloidal synthesis methods.

In the second Chapter, numerical methods used in this thesis are presented.
Then, they are used to investigate the electronic structure of PbS and HgTe under
their bulk and NC form.

In the third Chapter, the optical properties of PbS and HgTe are studied, still
under their bulk and NC form. By comparison with the literature, essential features
of the absorption spectrum are discussed.

In the fourth Chapter, we extend the results of the previous chapters to layers
of NCs, i.e. the final active material incorporated in the devices. Specifically, we
investigate the effect of size, shape, and surface chemistry on the properties of the
NC layers.

In the fifth Chapter, the models developed on PbS and validated on HgTe are
employed to provide a systematic study of various semiconductors materials (PbSe,
InAs, InSb, InP, and CdSe), from a single NC to NC layer until the photodiode
stack. It provides an abacus of different physical properties according to parameters
that can be engineered experimentally, such as the ligand length or NC size.

Finally, in the sixth Chapter, an ongoing model to extract the effect of ligands
on the NC electronic structure is presented. The ambition of this study is to ac-
celerate band-alignment engineering at the junctions with electrodes enhancing the
device performance. The model already allowed us to unveil some insights and to
understand the dependence of the electronic structure on surface chemistry.
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Chapter 1

Colloidal PbS nanocrystals:
synthesis and characterization

1.1 Introduction

To benefit from the size-dependent physical and chemical properties, colloidal syn-
thesis needs to produce uniform NCs. Broad-size dispersity in a NC ensemble will
lead to inhomogeneous properties, impeding their optoelectronic performance. A di-
rect illustration appears on the optical spectra as we will show in sub-section 1.5.2.
A colossal research effort has been done in this sense achieving a size dispersity of
5% for a large range of NC sizes [87, 88, 89, 90, 32]. While there is still room for
improvement, these successes relied on a growing understanding of the synthesis
mechanism [91, 92, 7, 93, 94]. The lead sulfide NCs are mainly synthesized in an
organic solution stabilized by long alkyl ligands bound to their surface. Then the sol-
vent is dried to obtain NC films with smaller packing fractions favoring interparticle
coupling. However, while the long insulating chain offers solution stability hinder-
ing aggregation and reducing surface defect states, they limit the carrier transport
under a film form. Therefore, for application purposes, they need to be exchanged
with shorter ligands while preserving their initial passivation quality [95, 20].

Because each step of the process, from the precursors to the final NC film, needs
an assessment of the physicochemical properties, the main characterization methods
are presented in section 1.2. In section 1.3, we will discuss the synthesis mechanism
which is fundamental knowledge to control the NCs properties. In section 1.4 some
characteristics of the PbS NC surfaces will be presented, and how we can modify
them by ligand exchange. The last section (1.5) will be devoted to the results, where
we will compare different colloidal syntheses and ligand exchange procedures along
with numerous characterizations.

1.2 Characterization methods

Striking a solid with a wave is the basic concept of numerous experimental measure-
ments. According to the wave nature (electron, neutron, or photon) or its energy,
different physical properties will be probed, giving birth to different experimental
techniques.
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(a) (b)

Figure 1.1: (a) Illustration of Bragg’s law. (b) Scheme of powder diffraction pattern
and the different information that could be obtained: a) the peak positions, b) the
peak intensities, c) the peak shapes, d) the resultant. See Figure 1.2 in complemen-
tary. (a) and (b) reproduces from [3].

Powder X-Ray diffraction (PXRD) [3, 96] In principle, we expose a powder to
X-Ray and obtain a diffraction pattern from the diffracted beams. The diffraction
pattern is composed of discrete peaks (Bragg reflections) characterized by their
positions, intensities, and shapes. Each of these parameters contains information
about the properties of the sample, and the instrumental parameters, as shown in
Table 1.2. A standard example is the access of the crystal structure via the peaks
position. Indeed, the diffraction will occur if the interference between the incident
and diffracted wave is constructive. This is known as the Bragg condition and
formulated as following:

nλ = 2dhklsinθ (1.1)

with dhkl the interplanar distances between family of lattice planes labeled (hkl)
and 2θ the total deflection angle. The labels (hkl) are known as Miller indices. Con-
sidering that the family of planes are in one-to-one correspondence with directions
of the reciprocal lattice vectors (to which they are normal), the reciprocal lattice
vectors follow:

Ghkl = hb1 + kb2 + lb3 (1.2)

with bi the primitive lattice vectors of the reciprocal lattice.
The distance between the family of lattice planes (hkl) can be written as:

dhkl =
2π

|Ghkl|
(1.3)

Combining the eqs 1.1 and 1.3 with the known wave incident wavelength (λ) and
the measured peak position (2θ), leads to the different reciprocal lattice vectors that
allow the deduction of the corresponding Bravais lattice of the sample.

Another example is the extraction of the grain size d with the full width at half
maximum (FWHM) by Scherrer’s formula [97]:

d =
(0.9λ)

(fwhm cosθ)
(1.4)
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Figure 1.2: Information from a powder diffraction pattern. Reproduced from [3].

However, in practice we used two well-known refinement methods: Rietveld and
Le Bail refinement; to relate the pattern components (position, shape and intensity)
with the structural information. The two methods used an iterative process based
on least square analysis to fit a theoretical line profile until it matches the measured
profile, and both need a reasonable initial approximation of the free parameters.
Rietveld fitting includes all structural and instrumental parameters, whereas Le
Bail includes only the unit-cell parameters, peak width parameters, and peak shape
parameters.

Absorption spectroscopy [98, 99, 100] It measures the attenuation of light
intensity after crossing a sample. Lambert’s law states that the amount of attenua-
tion is proportional to the intensity and path length; later the Beer’s law advances
that it is also proportional to the concentration. Combining the two statements,
known as the Beer-Lambert law, allows us to write the attenuation of light after a
path length δx as:

I(x+ δx) = I(x)− α(λ)δxI(x) (1.5)

with α(λ) the absorption coefficient being uniform for a given wavelength (λ)
and a given sample, but depending on the concentration and the ability to attenuate
light. Therefore, we usually express its dependence with the concentration as:

α = ϵ C ln10 (1.6)

with ϵ the molar absorptivity and C the concentration. Integrating eq 1.5, we
can express the light intensity at x, by:

I(x) = I0e
−αx (1.7)

However, in practice the quantity obtained in an absorption measurement set-up
is the absorbance A. It is defined as the base-10 logarithm of the ratio between the
incident I0 and transmitted I(L) light intensity crossing a sample of length L:

A = log
I0

I(L)
=

αL

ln10
= ϵ C L (1.8)

The absorption coefficient can also be expressed in terms of extinction coefficient
κ:

α =
4πκ

λ
(1.9)
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The preceding expressions are equivalent from ultraviolet (UV) to infrared (IR)
but imply different phenomena. In UV-visible spectra, the absorption is due to
electronic transition, while the IR light of lower energy will excite vibrational and
rotational states. The first case typically gives a broader absorption peak. Absorp-
tion spectroscopy is currently used to characterize a sample (molecular analysis)
or for quantitative measurements such as concentration. As vibrational and rota-
tional transitions give more defined spectra, it is typically preferred for molecular
analysis. A variety of technical set-ups exist, and the great majority of them used
a monochromatic wave as the incident light except for the Fourier Transform In-
frared spectroscopy (FTIR). This technique employs a polychromatic wave whose
advantage is a better signal-to-noise ratio.

Photoluminescence spectroscopy [101] Owing to the absorption of a photon,
electrons undergo a transition from the ground state to the excited state. Then,
electrons relax non-radiatively to the lowest excited state and recombine to the
ground state by photon emission, called photoluminescence. The lowest photon
energy the materials can absorb may (and is often) higher than the emitted photon
energy. This difference is called the Stokes shift (shown in Figure 1.4). This property
can have a major impact on the device’s performance. An important Stokes shift
limits the coverage between absorption and emission and thus is desired in solar
concentrators to minimize photon reabsorption but should be limited in photovoltaic
applications. The origin is still discussed but two phenomenon have emerged. The
first one is the Franck-Condon (FC) relaxation where prior to emission the system
relaxes to a new configuration with lower energy [102]. The other phenomena are
ascribed to the excitonic fine structure. The degenerate valence band edge is split
inducing a dark exciton lying at the lowest energy and undetectable in the absorption
spectrum but producing strong photoluminescence [103, 104]. It results in a Stokes
shift between absorption (bright excitons) and emission (dark excitons) spectra.
Recently, it has been shown that the Stokes shifts depend on the size dispersity, the
ligands, and defects [105, 106, 33].

Figure 1.3: Representation of Stokes shift by Jablonski energy diagram. Reproduced
from [4].
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Transmission Electron Microscopy (TEM) [5] It uses an electron beam to
extract various information from a sample. The advantage of using an electron
as a probing system comes from the numerous secondary particle created after its
interaction with matter (scattering electrons, X-ray, Auger electrons, etc). It gives
to the TEM its various operating modes: conventional imaging, diffraction, and
spectroscopy. Moreover, electrons usually permit far better resolution than light
and e.g. overtook light microscopy resolution only three years after TEM discovery
(1931 by Knoll and Ruska). The resolution is proportional to the wavelength, and
neglecting the relativistic effect, the electron wavelength can be written as:

λ =
1.22

E1/2
(1.10)

with E en eV and λ in nm. Therefore, a 100 keV electron energy gives a wavelength
of the order of the picometer, far smaller than the characteristic dimension of atoms
(see [5] for more details).

Figure 1.4: Scheme illustrating the different signals that can be detected by TEM.
Reproduced from [5].

Energy Dispersive X-Ray (EDS) A beam of high energy, typically electrons or
protons, is focused on the sample. This ejects an electron from the inner shell while
creating a hole. An electron from a higher-energy shell then recombines with the
hole, releasing energy in the form of an X-ray. The number of emitted X-rays versus
their energy is measured. Already empirically known by Moseley at the beginning of
the 20th century, the X-ray emitted is a unique characteristic of an atom. Therefore
the obtained spectrum is a fingerprint allowing element identification. Besides the
qualitative analysis, a quantitative one determining the concentration of an element
is possible via peak intensity integration. The EDS can be also coupled with several
microscopic imaging techniques such as TEM. It allows to visualize but also identify
the chemical nature of a sample.

Thermogravimetric analysis (TGA) [6] In this method, the variations in the
weight of a sample are measured while increasing the temperature. A highly sensitive
scale coupled to a heating ramp allows investigation of the thermal characteristics
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Figure 1.5: Typical signals obtained from TGA. Adapted from [6].

of a sample: thermodegradation, dynamics, and even kinetics. Indeed, the shape of
the signals obtained from TGA can lead to different information about the sample
(see Figure 1.5):

• signal 1: Fast loss of weight characteristics of an evaporation e.g. a dehydra-
tion.

• signal 2: One-step decomposition allowing to determine the kinetic of the
reaction.

• signal 3: Several steps of decomposition allowing to determine the stability of
the different components. It is particularly useful for stoichiometry analysis
as we will see in section 1.5.2.

• signal 4: Gain of weight due to e.g. oxidation of the sample, then decomposi-
tion of the oxide.

1.3 General considerations about colloidal syn-

thesis

1.3.1 Nucleation and Growth (NG) mechanisms

The build-up of NCs from chemical precursors in solution involves a process of crys-
tallization. A good understanding of this process and parameters helps to control
the size and shape of NCs. When addressing the crystallization process, it is conve-
nient to introduce the concept of monomer or solute corresponding to the minimal
building block of a crystal. Based on these monomers, new particles (nuclei) will
form by nucleation and increase their size by growth.

Until recently, the hot injection model assumed that the injected precursors were
the monomers. In 2006, Steckel et al. [107] suggested that the injected precursors
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(P), first react to form the monomers M, then combine upon nucleation and growth
process producing NCs following the reaction:

P
(1)−→ M

(2)−⇀↽− NC (1.11)

The nucleation step has been treated by thermodynamics in the framework of clas-
sical nucleation theory (CNT). In the CNT, for a spherical nucleus of radius r, the
Gibbs free energy change is expressed as [93]:

∆G(r) = 4πr2γ +
4

3
πr3|∆Gv| (1.12)

with γ being the surface free energy per unit area and |∆Gv| the free energy per
unit volume of a crystal written as:

|∆Gv| =
−kBT ln(C

∗)

v
(1.13)

where v is defined as the monomer molar volume and C∗ the supersaturation of
the solution in monomer:

C∗ =
[M ]

[M0]
(1.14)

Therefore, the formation of a nucleus is limited by an unfavorable surface term
proportional to the surface energy (γ) but driven by a favorable bulk term depending
on the monomer concentration in solution ([M ]). Thus, a maximum is reached for
a critical radius rc (see Figure 1.6a):

rc =
2γv

kbT ln(C∗)
(1.15)

Any nuclei formed with a size inferior to rc will redissolve while the others with r > rc
will grow. In 1950, LaMer and Dinegar proposed a qualitative model to understand
how a bath of precursors could lead to monodisperse NCs [108]. They postulated
that once the supersaturation reached a critical value, the nucleation occurs infinitely
fast named a burst nucleation. Then, the nucleation stops by monomer depletion,
and growth continues with monomers addition giving homogeneous NCs (see Figure
1.6b). Therefore, the evolution of monomers concentration depends on the monomer
generation rate Q, the nucleation rate J , and the growth rate G:

d[M ]

dt
= Q−mnJN −Gnp (1.16)

with mn the amount of monomer in a nucleus and np the number of particles.
Different authors [109, 110] attempted to give a quantitative aspect to the model by
solving this mass balance equation (eq. 1.16). They showed that the final number
of NCs in the solution is proportional to the monomers generation and inversely
proportional to the growth rate during the nucleation stage:

np =
Q

G
(1.17)

Since the NC size depends on the number of NC generated upon nucleation, we could
control the NC size by adjusting the kinetic of the growth or monomer generation
(see Figure 1.6b). Even if this model allows us to conceptualize and predict some
outcomes, it remains not fully accurate as the recent disproving of the nucleation
burst and a growth limited diffusion [111, 112]; but other models exist [94] and a
lot of research are still on-going.
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(a) (b)

Figure 1.6: (a) The bulk energy term (red) and surface energy term (blue) contribute
to the Gibbs free energy change (black) as a function of nucleus size. A critical
radius (rc) exists at which newly formed nuclei enter the nucleation-growth stage if
r > rc, otherwise redissolved. Reproduced from [7]. (b) The diagram of the LaMer
features the monomer generation (I), burst nucleation (II), and growth (III). A
faster monomer generation rate induces a larger number of nuclei that grow toward
a smaller NC size (red curve). Reproduced from Ref [7].

1.3.2 State of art about PbS colloidal syntheses

Figure 1.7: Illustration of the hot injection for PbS NC synthesis. Reproduced from
[8].

A typical colloidal synthesis of lead sulfide NC relies on hot injection methods
where the sulfur precursor is quickly injected in a hot solution of lead precursor.

Hines synthesis The first synthetic route has been developed by Hines in 2003
[90]. The lead precursor is obtained by dissolving lead oxide (PbO) into a liquid
mixture of octadecene (ODE) and oleic acid (OA). ODE serves as an organic solvent,
while OA is used as a ligand. The sulfur precursor is the bis-(trimethylsilyl)-sulfide
((TMS)2S), which is used for its high reactivity. An illustration is given in Figure
1.7. The OA ligands bind to the surface of growing NCs improving their stability
in the organic solvent and playing a key role in the final size control. This synthesis
has been widely adopted in device applications [113, 114, 115, 116]. It has also
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been adapted to better control the NC size and polydispersity e.g. with Zhang et
al. [9] acting on the OA concentration, Cademartiri et al. [10] using PbCl2 as the
lead precursor, or Hendricks et al. [12] modifying the monomer generation rate by
changing the sulfur precursor.

Zhang synthesis Based on Hines synthesis [90], they described a method link-
ing the oleic acid concentration and the resulting NC size for different injection
temperatures by the following formula :

λ1S = 935 + s(Tinj)gOAH (1.18)

with λ1S corresponds to the wavelength of the first absorption peak, s(Tinj) =
5.9 + 0.0026T 2

inj which is the temperature-dependent slope, and gOAH the quantity
of OA in gram. Increasing the temperature and the OA concentration leads to bigger
NCs. Via eq. 1.17, the former statement could be rationalized by an increase of
the growth rate with the temperature and OA concentration leading to a smaller
number of particles and thus bigger NC size.

Figure 1.8: Zhang synthesis. Absorption spectra of PbS NC (left panel), and vari-
ation of the first absorption peak with the grams of OA (right panel). Reproduced
from [9].

Cademartiri’s synthesis This alternative to the Hines synthesis uses PbCl2 in
oleylamine as a lead precursor. It has been first proposed by Cademartiri [10] and
then modified by Moreels [21], Weidman [32], and even adapt to a non-injection
heating-up method by Zhang et al. [11] (see Figure 1.9). These methods all use a
high Pb:S ratio that leads to the formation of PbClx shells, as shown by Winslow
et al. [117]. Although this method allows high monodispersity, the isolating PbClx
shells limits the charge transport and constrain the application to luminescence.

Owen’s synthesis [12] Contrary to traditional synthetic methods where the final
NC size is controlled by the growth rate (e.g., reaction temperature, and surfactant
concentration as discussed above), Owen and his group propose a control by the
monomers supply and thus the NC size (see again eq 1.17). They propose a library
of sulfur precursors that allows control of the final size of the precursor reaction
rate (see Figure 1.10). They claimed that this method improves the batch-to-batch

13



1.4. WHAT WE KNOW ABOUT SURFACES

Figure 1.9: Illustration of the non-hot-injection synthetic route adapted from Cade-
martiri [10] by Zhang et al. [11]. Reproduced from [11].

Figure 1.10: AAA NC concentration and final NC size according to the rate constant of
PbS NC formation (kobs) for different sulfur precursors. BBB, CCC, and DDD give the TEM
images of three NC syntheses. Reproduced from [12].

consistency regarding the final size. They showed for two thiourea precursors that
scale, concentration, and stoichiometry imply little change over the resulting size.

This description is not exhaustive but presents the primary PbS colloidal syn-
thetic methods. They are largely used in NC-based devices and have been adapted
to upscaling for industrial transfer [63]. However, this transition needs a profound
understanding of the NC surface, which serves as the interface with the surrounding
environment, and rules out many physical properties.

1.4 What we know about surfaces

Owing to their small dimensions, the NCs present a high surface-to-volume ratio
that increases with decreasing size. As a matter of fact, the atoms on the surface
are uncoordinated compared to their bulk counterparts which can lead to dangling
bonds. It is known that dangling bonds create trap states in the bandgap hin-
dering the device performance [118]. Thus, passivating the undercoordinated sites
by ligands is of fundamental importance [119]. Moreover, the size and nature of
ligands will modify the NC optoelectronic properties, e.g. altering their energy lev-
els and carrier mobility [13] (see Figure 1.11). Surface engineering is consequently a
formidable platform for improvements. However, contrary to the bulk structure that
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Figure 1.11: (a) Carrier mobility as a function of ligand length for PbSe NC layers.
Reproduced from [13]. (b) Positions of the valence band maximum (VBM), con-
duction band minimum (CBM), and Fermi energy EF of PbS NCs passivated with
different thiophenol ligand molecules. Reproduced from [14].

can be accurately determined by crystallography, the surface structure complexity
(composed of edges and vertices with interacting ligands) is difficult to probe by di-
rect analysis. However, different qualitative models coupled with analysis methods
have proven to be great tools to rationalize NC-ligand interactions. This section
will detail different chemistry models that allow the description of the NC surface.
It will follow a status about the PbS NC surfaces, and how we can modify them by
ligand exchange.

1.4.1 Model tools for surfaces analysis

Covalent bond classification (CBC) [120, 121, 122, 123] The CBC model
inherited from organometallic chemistry is widely employed to describe the ligands
binding the NC surface. As a covalent model, every bond is made of two atoms - the
ligand atom and the surface atom of the NC - sharing two electrons. The ligands
are classified from their neutral form as L-, X-, or Z-type, depending on the number
of electrons they donate to the NC–ligand bond (2, 1, or 0 respectively). As a
two-electron donor with a lone electron pair such as amines (RNH2) or phosphines
(R3P), the L-type ligands bind to surface metal atoms, while Z-type ligands are
electron acceptors coordinating to surface nonmetal atoms. Finally, the X-type
ligands require one electron from the NC surface site to form a two-electron covalent
bond, thus they can bind either to metal or nonmetal atoms; typical examples of
this class are oleate molecule or halide atoms.

Charge-orbital balance model (COBM) [124] The NCs are in apolar solvent
(at least for the syntheses discussed here) requiring that the total system (NC and
ligands) be uncharged. Therefore, we can use the charge orbital balance model that
writes the number of excess electrons in the system as :

Nexc =
∑
i

Niqi (1.19)

considering Nexc = 0. Ni is the number of species of type i composing the neutral
colloidal system and qi is their oxidation state. Contrary to the CBC, the choice
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of oxidation state originates from the most stable configuration. For example, the
halides (X-type) are in 1 oxidation state while L-type is in 0 oxidation state. As
we will see in the following sub-section, a proper combination of these two models
(CBC and COBM) with analytical measurements allows us to get insights into the
number, nature, and position of the ligands on the surfaces [125].

Figure 1.12: Wulff construction for PbS rocksalt NC. Top panel: 2D scheme of the
planes (100) and (111) drawn according to the Wulff ratios. Bottom panel: PbS
NC with Pb atoms in grey and S atoms in yellow constructs from the Wulff ratios.
From left to right, the Wulff ratios are: 1
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Wulff construction According to the Gibbs’ thermodynamic, the shape of a crys-
tal will be a polyhedron obtained by minimizing the total surface energy

∑
hkl Ahklγhkl

where Ahkl is the area of the hkl plane with the surface energy of γhkl [34]. Consid-
ering that the surface energy of each plane is proportional to the length of a vector
lhkl normal to the corresponding plane (hkl), Georg Wulff suggested a method to
construct the equilibrium shape of a crystal. For all the sets of Miller indices defin-
ing the crystal’s Bravais lattice, one draws the planes (hkl) at a distance cγhkl of the
center; c being a constant. Thus, the smaller distances (equivalently lowest surface
energies) will define the planes that shape the crystal surfaces. In other words, the
surface with higher energies γhkl will be pushed out by the vectors with relative
lengths lhkl .

We give an example of Wulff constructions in Figure 1.12, for lead sulfide NCs
with ratios l111/l100 ranging from 1

2
√
3
to

√
3 and considering the other (hkl) planes

having higher energies. We took the ratios from Bealing et al. work [16] which are
1

2
√
3
,
√
3
2
, 2√

3
, 1+

√
2√

3
and

√
3 corresponding to octahedra, truncated octahedra, cubooc-

tahedra, truncated cube, and cube, respectively. In this example, we started with
known surface energies (which can be extracted from DFT calculations [126]) to de-
duce the NC shape but the TEM images of NCs allow us to measure the distances
from the NC center to the surfaces and then deduce the ratio of the surface energies.

1.4.2 PbS: a story of surface

The possible facets present at the surface of PbS NCs correspond to a family of lattice
planes: (100), (110), and (111) (see Figure 1.13). The (100) atomic plane presents a
checkerboard arrangement alternating Pb and S atoms. In this configuration, each
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Figure 1.13: Top view arrangement of (100),(110), and (111) PbS surfaces. Repro-
duced from [15].

atom misses one nearest neighbor. The (110) surface contains also an equal number
of Pb and S atoms but misses two nearest neighbors. Finally, the (111) planes
are polar presenting one type of atom, either S or Pb, and missing three nearest
neighbors. It is known since 1994 [127], from backscattering spectroscopy performed
on epitaxially grown PbSe (111), that (111) planes present preferentially Pb atoms.
Therefore, the latter contains a net charge, i.e. Pb+, that requires passivation by
X-type ligands to fulfill the charge orbital balance model. It is consistent with the
findings of Moreels et al. in 2008 [128] that unveiled nonstoichiometric PbS and
PbSe NCs with lead-rich surfaces whose number of OA ligands matches the number
of excess Pb atoms. Indeed, Fang et al. [15] (2010) showed that the bare Pb-rich
(111) plans are unstable and they need surface passivation to decrease their energy
surface e.g. upon ligand annealing the (111) surfaces spontaneously reconstruct to
(100) surfaces. In line with these results, Bealing et al. [16] combined the WC and
DFT calculations to show that ligand concentration modifies the PbSe morphology.
At low concentrations, only the (111) surfaces exhibiting Pb atoms are passivated,
leading to a low ratio l111/l100, thus forming NCs with octahedron shape (see Figure
1.14a). While at higher concentrations, the (100) surfaces having less affinity with
OA ligands start to be passivated and decrease their surface energy, resulting in a
cubic equilibrium shape. In line with these results, Choi et al. [17] show a variation of
morphology with size for the same synthetic condition of PbS NCs. Combining WC
with the measured Pb/S ratio, they suggested a shape evolution from octahedron to
cuboctahedron with the NC size, as represented in Figure 1.14b. They impute this
shape variation to increase steric hindrance between OA ligands with increasing NC
size [129]. They also unveil that the (100) surfaces are self-passivated without any
dangling bond implying a weak affinity with ligands. Therefore, these surfaces were
prone to oxidation forming PbO, PbSO3, or PbSO and the large NCs with a high
portion of (100) surfaces were unstable upon air exposure. The steric hindrance of
OA ligands on (111) flat surfaces (slab) has been approved by DFT calculations in
2014 [130]. They showed that each Pb surface atom (111) is an alternate binding of
OA and hydroxide ligands (a by-product of precursor decomposition) with a ratio
OA/OH of 1:1, while the (111) is passivated by L-type oleic acid ligand forming
bidentate bridges between Pb and S atoms. In this fully passivated configuration,
the resulting projected density of states (PDOS) presents no trap states. From the
DFT calculation, they determine a Wulff ratio of 0.82 corresponding to a truncated
octahedron. In addition, Beygi et al. [34] computes the Wulff ratio for 1.5 to 7 nm
NC size confirming the shape dependence of PbS with size. However, combining their
proposed PbS morphology with the weight percentage of ligands on the surface of
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NCs they disclaim the OA/OH 1:1 ratio and propose a 5:1 in compliance with other
works [35, 125]. Kessler and Dempsey used an original technique tool developed
by Owen’s group [131] to probe the surface composition. They used an L-type
ligand to induce Z-type ligand (PbOA2) displacement of the NC surface as a probe
surface composition. They showed on a 2.8 nm NC two distinct sites of displacement
that were ascribed to an octahedron shape, with one site coming from the vertices
(111)/(111) with Pb bound to a single S atom, and another from the edges with Pb
coordinated to two S atoms. They also found an OA/OH ratio of 5:1. They perform
the same analysis on a 3.9 nm and end up with a truncated octahedron with an
OA/OH ratio of 3:1.

To conclude this sub-section, the shape of the surfaces of PbS NC vary in size
from octahedron to cubooactehdron presenting respectively only (111) lead-rich sur-
faces and an alternate of (111) and (100) surfaces (see Figure 1.12). The (111) has
a strong affinity with OA ligands but hydroxide groups seem also present on this
surface. On the opposite, the (100) surface is stable without passivation and thus
presents a weak affinity to the ligands. Therefore, they are prone to irreversible
oxidation implying blue shifts of the absorption edge, and p-type doping. The OA
ligands discussed here offer good solution stability but have to be exchanged for
shorter ligands for carrier transport improvement. The insulating nature of long
organic ligands limits the close packing of NCs and results in weak interparticle
coupling.

1.4.3 Ligand exchange

The surface of a NC can be modified by exchanging the capping ligands. Two
main procedures exist for a ligand exchange procedure (see Figure 1.15): (i) a post-
treatment of NC solid films named solid-state exchange (SSE) and (ii) prior to the
deposition of NCs (i.e. in solution) a phase-transfer exchange (PTE) (a recap of the
methods is given Table 1.1). In both cases, the resulting film thickness ranges from
tens to hundreds of nanometers and can be achieved by deposition techniques such
as spin-coating.

An SSE process replaces the long insulating organic ligands by dropping on the
NC layer a polar solution containing a high concentration of ligands with a stronger
affinity to the NCs than the initial ones. The newly capped NCs rendered insoluble
in the initial nonpolar solvents allow a subsequent deposition. Thus, the repetition
of the process enables a layer-by-layer (LbL) film assembly until the desired total
thickness is reached. Although in a solid state, the replacement of long by shorter
ligands reduces the overall inter-particle distance, a volume contraction leads to the
formation of cracks and inhomogeneous NC-to-NC spacing. These drawbacks tend
to lower the electronic transport, degrading the open-circuit voltage and limiting
the device performance.

The PTE tackles the limitations encountered in the post-treatment by producing
highly concentrated colloidal NC (ink) through solution-phase ligand exchange. The
apolar solution containing the NCs capped by long organic ligands is mixed and
stirred with the corresponding polar solution in which the target ligands are added.
Then, a one-step deposition results in an homogeneous layer whose thickness depends
on the ink concentration. Contrary to the SSE, the PTE approach is difficult to
adapt to LbL deposition, which can limit thickness control.
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(a)

(b)

Figure 1.14: (a) Surface energies and equilibrium shape of PbSe NC as a function of
surface coverage. Reproduced from [16]. (b) Pb/S ratio with size for model shape
PbS NC models compared to XPS data. Reproduced from [17].

Figure 1.15: Illustration of PbS NC layers prepared based on SSE (top) and PTE
(bottom). Reproduced from [18].

SSE PTE
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SSE PTE
process material consuming thickness-dependent concen-

tration
film morphology cracks due to volume contrac-

tion
homogeneous film

NCs quality fusion better passivation control

best PCE* 12.5% [132] 14% [133]

Table 1.1: Summary of the solid-state exchange and phase-transfer exchange pro-
cess.*PCE means power conversion efficiency and corresponds to the percentage of
the solar energy shining on a solar cell device that is converted into usable electricity.

Latest PTE development for PbS NCs [20]

At the early stage of the PTE process, the NCs were only stable at low concentrations
(50 mg.mL1) because of non-sufficient electrostatic repulsion leading to NCs aggre-
gation. Because the thickness of the deposited layer is concentration-dependent, the
range of applications was limited. Ning et al. [134] used butylamine to re-disperse
the NCs, improving their stability at higher concentrations (200 mg.mL−1). In 2017
Liu et al. [115] unveiled a new PTE process with a mixture of lead halides (bromide
and iodide) in which ammonium acetate (AA) was added. They proposed that the
ammonium ions support the exchange of oleate ligands by the [PbX3]

− anions in
the polar solvent. A washing step removes the AA and the excess lead halide salts,
leaving [PbX3]

−/[PbX]+ passivating the NC surface without any organic residue.
Wang et al. [135] support the accelerating removal of OA ligands by AA and give
an optimized concentration to improve the device performance. The above exchange
process was performed on 3 nm NC size with mainly (111) facets. However, as dis-
cussed in the preceding sub-section, ligands have a weak affinity to (001) surfaces
(electrically neutral and self-passivated). In 2019, Fan [136], and Kim [19] were in-
terested in the passivation of larger PbS NCs for IR applications. Kim suggested the
replacement of ammonium acetate [115] with sodium acetate (NaAc), which would
passivate (100) facets. By DFT calculations, they show that Na preferentially binds
to the sulfur atoms on (001) facet (see Figure 1.16). Fan, in addition to sodium
acetate, proposed a mixed passivation solution (bromide, iodide, and chloride), sug-
gesting that large lead iodide ligands would passivate (111) facets while smaller lead
halides would passivate (100) facets. During the same year, Gu [23], on top of a
first PTE step (with lead iodide and AA), performed a second passivation step with
mercaptopropionic acid (MPA). Adding MPA would replace -OH groups, providing
additional surface passivation and improving colloidal ink stability in butylamine
via its thiols and carboxyl moieties. One year later, Choi et al. [24] developed a
cascade surface modification procedure where the initial oleic acid ligands are first
replaced by halogens (bromide and iodide), forming the n-type NC ink. A successive
step of passivation by the thiol group (cysteamine) modifies the doping character
transforming the n-type ink to p-type. This CSM procedure produces miscible p-
type and n-type ink, presenting distinct potential differences, good coverage, and
unveiling NC bulk homojunction solids in solar cells with a record power conversion
efficiency (PCE) of 13.3%. The same group [137], by replacing NaAc with potassium
iodide (KI) on top of standard iodide-bromide passivation [115] demonstrates an im-
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Figure 1.16: (a) Effect of sodium (100) passivation on the colloidal stabilization.
Reproduced from [19]. (b) The three main stages that mark PTE development.
Reproduced from [20].

proved NC photovoltaic devices stability under continuous operation in an ambient
condition. Compared to a control device structure ITO/ZnO/PbS–PbI2/ PbS–1,2-
ethanedithiol (EDT)/Au, the KI shielded sample (ITO/ZnO/KPbS/PbS-EDT/Au)
showed increased charge carriers mobility, and PCE, resulting from the prevention
of surface passivation from oxidation (PbO, PbSO3, and PbSO4).

1.5 Results on NC colloidal formation

1.5.1 Syntheses

We followed two standard syntheses where the control of NC size is either by
monomer generation (Owen synthesis [12]) or by growth control ( Zhang synthe-
sis [9]). We illustrate in Figure 1.17 the typical bench synthesis.

Zhang synthesis [9] Following Zhang protocol, we performed four NC syntheses.
Instead of using PbO as the lead precursor, Pb3O4 has been used and implies a
slight modification of the method suggested by Zhang et al. First, 0.7 g of lead
oxide (Pb3O4 -2 eq.), 5 g oleic acid (OA), and 8 g octadecene (ODE) has been
added into a two-neck flask, and the resulting red suspension was heated at 150°C
under Ar atmosphere for 12 hours until a clear yellow solution was obtained. Then
15 ml ODE was added into the flask. The temperature of the flask was lowered
to 100°C followed by the fast injection of a solution of 1.5 mmol (268 mg−1 1 eq.)
bis(trimethylsilyl)sulfide [(TMS)2S] in 10 mL ODE, prepared inside the glove box.

21



1.5. RESULTS ON NC COLLOIDAL FORMATION

Figure 1.17: Illustration of a synthesis bench.

Before the injection, the heater was removed, and efficient stirring was assured. A
few seconds after the injection, the color of the solution in the flask changed to
black, and the reaction mixture was left to cool naturally. This synthesis results in
NCs of 2.8 nm, that will label the Z1 sample. For bigger sizes, we increased the
injection temperature to 120°C and changed the amount of OA to 10, 20, and 50 g,
which gave NC sizes of 3.6, 4.0 and 4.5 nm, respectively.

Owen synthesis [12] We performed three NC syntheses following Owen protocol.
Lead oleate (0.259 mmol– 1.5 eq.) and 1-octene (3.34 mL) are added to a 3-neck
round bottom flask. In a 10 mL vial, N,N’-diphenylthiourea (0.173 mmol – 1 eq.),
and ethylene glycol dimethyl ether (EGDME: 113 µL) are mixed. Both solutions are
brought to 95 °C, then the solution of thiourea is injected into the PbOA solution.
The reaction is allowed to run for 60 seconds before the flask is removed from the
hot oil bath. This synthesis leads to NC size of 3.70 nm. We modify the initial
protocol by decreasing the sulfur precursor amount while keeping the lead precursor
constant. We observed a decrease in the NC size with decreasing sulfur amount. A
Pb:S ratio of 2 and 2.5 gave respectively NC sizes of 3.3 and 2.9 nm.

1.5.2 Characterization

Optical characterization

Figure 1.19 gives the absorption and photoluminescence spectra of the syntheses
following Zhang protocol named Z1, Z2, Z3 and Z4. The main characteristics are
given in Table 1.2. For photoluminescence measurements, to avoid the screen of the
peak at a high energy range due to reabsorption, we diluted the samples. However,
this dilute system suffers from enhanced solvent absorption impeding a part of the
peak represented by red dashed line. The size of a NC can be estimated via the first
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(a) (b) (c)

Figure 1.18: Image of the NC PbS synthesis. Resulting solution after the lead
precursor complexation at t=0 (a) and t = 12 h (b). The final solution that contains
the PbS NCs in ODE (c).

absorption peak position (E0) using a benchmark fitting equation:

E0 = 0.41 +
1

ad2 + bd
(1.20)

with d the diameter in nm. We used the Moreels parameter corresponding to a =
0.0252 and b = 0.238 [21]. We obtained NC sizes ranging from 2.8 nm to 4.5
nm resumed in Table 1.2 and represented in Figure 1.19 by the black empty dots.
Weidmann et al. [32] linked the half width at half maximum (HWHM) of the first
absorption peak to the size dispersity σ of the sample:

HWHM = 0.005
ad2 + (b− 2a)d− b

(ad2 + bd)(ad+ b)
σ (1.21)

with HWHM in meV and the dispersity σ in % and defined as:

σ =
δd

d
100 (1.22)

23



1.5. RESULTS ON NC COLLOIDAL FORMATION

Figure 1.19: Optical measurements of the syntheses following Zhang protocol. (a)
Absorption (black line) and PL spectra (purple line) of PbS NCs along with the
hexane absorption (red dashed line). (b) Bandgap evolution with the NC size. Blue
line: curve given by eq. 1.20 with the Moreels parameters [21]; Purple cross: TEM
measurements; Black dot: XRD measurement. (c) Variation of the HWHM with
the NC size for our syntheses (black line), and calculated for different size dispersity
with eq. 1.21 (dashed lines). (d) Size dispersity (orange line) and size variation
(blue line) with the NC size.

name abs1 (eV) size* (nm) Stokes shift (meV) HWHM (meV) dispersity (%)
Z1 1.41 2.81 140 99 8

Z2 1.16 3.57 90 60 6

Z3 1.06 4.01 79 54 6

Z4 0.97 4.51 39 39 5

H1 1.12 3.71 N/A 60 6

H2 1.24 3.28 N/A 82 7

H3 1.374 2.91 N/A N/A N/A

Table 1.2: Optical features of PbS NCs following Zhang synthesis [55] (samples
named Zi); or Hendricks synthesis [12] (sample named Hi) but increasing the sulfur
precursor amount for H2 and H3 to adjust the NC size. Abs1 corresponds to the
energy position of the first excitonic peak. *Size is obtained from the Moreels
formula eq. 1.20.

The eq. 1.21 is a clear example of an inhomogeneous broadening of a physical
property (here the linewidth of optical spectra) due to the size distribution of an
ensemble of NCs. Because the bandgap energy has a strong dependence on the NC
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size, the broadening is known to mainly originate from the size dispersion but the
shape distribution and electron-phonon interactions can also playe a role. Indeed,
as the bandgap energy variation is exacerbated at small NC size, thus the HWHM
is enhanced for decreasing size and makes the HWHM not a relevant comparator of
size dispersity. Indeed, we can see in Figure 1.19c that for the same size dispersity
the broadening (HWHM) of the absorption peak increases with decreasing size.
Moreover, it is obvious from eq. 1.22 that dispersity depends also on the size, small
variations δd will be amplified for smaller NCs. It is apparent for our syntheses
where the dispersity decreases but the size variation is constant. The Stokes shift
(Table 1.2) also increases with smaller sizes. It has been shown [106, 105] that the
Stokes shift originates mainly from the polydispersity, due to energy transfer among
NCs, from small to larger. This phenomenon is also observed in dilute systems due
to aggregation and is enhanced in closed-packed systems such as films. In line with
the previous arguments, we advance that the Stokes shift is exacerbated in small
range size.

Figure 1.20: Optical absorption spectra with a Pb/S ratio of 1.5 following Hen-
dricks’work [12] (black line); and modified: 2 (brown line) and 2.5 (orange line).
The amount of sulfur precursor is increased while the lead amount is kept constant.

We also performed three syntheses following Hendricks protocol [12]. To assess
the effect of stoichiometry on the synthesis, we modified the initial protocol by
decreasing the sulfur precursor amount while keeping the lead precursor constant
(see Figure 1.20). Even though, we observed an increase in the reaction time with
decreasing sulfur amount, the NC size decreased. These results are in contradiction
with the NG model presented in section 1.3.1 and with what has been observed for
CdSe NCs [110]. Indeed, they showed that the monomer generation rate is in first-
order on cadmium and selenium amount. Therefore, the monomer generation rate
decreases with decreasing precursor amount as the number of particles (see eq. 1.17)
which should lead to larger NCs. Further investigations are needed to understand
this behavior.

PXRD characterization

The structural analysis of powder PbS NCs was carried out with a beam of 15.4 nm
for a 2θ angle from 15 to 150 °C. Figure 1.21 shows the diffraction pattern obtained
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for the four PbS NCs: Z1, Z2, Z3, and Z4. We can see sharper peaks from Z1 to
Z4, characteristic of bigger NC (see eq. 1.4).

We performed a refinement method on Z1 diffraction patterns which gives a
cubic phase of PbS with a rocksalt structure of the space group Fm3m and a lattice
parameter of 5.954 angströms, in compliance with other works [34]. The rocksalt
structure corresponds to two interlocked face-centered cubic (fcc) lattices for each
of the ions. Each atom of the crystal has 6 nearest neighbors and thus is in 1:1
stoichiometry. The Z1 sample presents a crystallite size of 2.81 nm in total agreement
with the optical measurements.

Figure 1.21: XRD diffractograms of Z1, Z2, Z3, and Z4 samples from bottom to
top. The vertical lines represent the peak position of bulk PbS taken from [22].

TEM analysis

In Figure 1.22h, we give the TEM images with the size distribution histograms for
the samples Z1, Z2, Z3, and Z4. The obtained sizes are in good accordance with the
optical measurements (see Table 1.2). The overall size dispersity is 10 %, which is
higher than the one predicted by eq. 1.22 (see Table 1.2). However, the number of
sampled NCs is not enough to obtain an accurate measurement. As expected, the
NCs present spherical-like shapes.

TGA analysis

In Figure 1.23a, we show a TGA spectrum measured on the H2 sample corresponding
to PbS NCs of 3.3 nm capped by oleate ligands. As discussed above, this NC size
corresponds to a truncated octahedron. We constructed this NC, shown in Figure
1.23b, using a Wulff ratio of

√
3
2
, which gives a NC made of 1045 atoms, 459 of

which are S atoms and 586 are Pb atoms. The Pb:S ratio is 1.26 in compliance with
Figure 1.14b [17] and Hendricks et. al. [12] and corresponding to an excess of 127
Pb2+ ions, which needs 254 charge compensation from X-type ligands. The TGA
shows 32% of weight loss which corresponds to the thermal decomposition of oleate
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 1.22: Size distribution histograms and TEM images. Sample Z4 : (a) and
(b); sample Z3 : (c) and (d); sample Z2 : (e) and (f); sample Z1 : (g) and (h).
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(a) (b)

Figure 1.23: (a) TGA signal of PbS NCs capped by oleate ligands. (b) Model NC
used for TGA analysis.

ligands in total accordance with Beygi et. al. [34]. Combining the TGA result
with our model NC, we obtain 227 oleate ligands by NC, which implies a lack of 27
X-type ligands. Assuming these ligands correspond to hydroxide groups, we found
an OA/OH ratio of 8:1, higher than other works [34, 125, 126]. However, the 227
oleate ligands spread on the truncated octahedron surfaces give 5.9 OA per nm2 in
good accordance with Hendricks work (5.7 OA/nm2 [12]).

1.5.3 Ligand exchange

We performed two different PTE processes to assess the surfaces of PbS NCs. As
initial NCs, we used the sample Z2 whose optical properties have been analyzed in
section 1.5.2. To recall, they present an excitonic peak at 1.16 eV, corresponding to
a size of 3.6 nm (from Moreels fit), HWHM of 90 meV, giving a polydispersity of
6%, and a Stock shift of 90 meV.

PTE processes

Figure 1.24: Images of the PTE process.

We followed the protocol of Gu et al. [23], where lead iodide (230 mg) and
NH4Ac (20 mg) are dissolved in dimethylformamide (DMF) (5 mL). To obtain a
mass concentration of Pb-OA of 8 mg.mL−1, we dissolved 40 mg of Z2 sample in 5
mL of hexane. The latter solution was added in the former, then mixed vigorously
for 2– 3 min until the NCs completely transferred to the DMF phase. After ligand
exchange, the DMF solution was first washed one time with toluene. Finally, the
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NCs were precipitated through centrifugation via the addition of toluene (see Figure
1.24).

In parallel, we followed Choi’s PTE procedure [24], where lead iodide (230 mg),
lead bromide (37 mg) and NH4Ac (20 mg) are dissolved in DMF (5 mL). Then, we
dissolved 35 mg of Z2 sample in 5 mL of hexane, that we added in the former solution.
Then the solution was mixed vigorously for 1–2 min until NCs were transferred to
DMF phase. The same washing procedure as described above was applied.

Optical characterization

The absorption and photoluminescence spectra are given in Figure 1.25, and the
optical features recapped in Table 1.3.

Figure 1.25: Absorption (black solid line) and photoluminescence (purple solid line)
of oleate-capped PbS NCs and after PTE processes following Gu [23] and Choi [24]
protocols. The dashed lines correspond to the solvent absorption: hexane (red) and
butylamine (orange).

For the two PTE processes, we obtained well-defined absorption spectra wit-
nessing of the good stability of the colloidal solution (shown in Figure 1.25). The
excitonic peak is at 1.14 eV, and the HWHM value of 73 meV gives a polydispersity
at 7%. Compared to oleate-capped PbS NCs (see Table 1.3), the excitonic peak
is 0.02 eV (equivalently 19 nm) red-shifted, which is expected from the literature
[138, 134, 139, 140, 141, 142] but still not well understood. Different hypotheses
have been proposed:

• Ning [134] suggested that the highest occupied molecular orbital (HOMO) is
shallower for the iodide element than for the initial oleate ligand decreasing
the exciton confinement.

• The new ligands (assimilated to a dipole) would help delocalize the electron
wave function shrinking the optical bandgap [14].

29



1.5. RESULTS ON NC COLLOIDAL FORMATION

• Sklénard et al. show that changing the dielectric environment of the NCs can
modify the bandgap [143].

• Inhomogeneous passivation could create an electric field inside the NC sepa-
rating the hole and electron wavefunctions and therefore decreasing the first
exciton energy [144].

In addition to the red-shift of the absorption peak, the PL position is blue-shifted
giving a Stokes shift divided by almost a factor of 2. This is an indication of a better
surface passivation limiting the energetic disorder.

We also followed the work of Choi et. al. [24] adding lead bromide to the ligand
solution. It gives equivalent optical features even though it has been shown that
bromide atoms have higher binding energies on the Pb (100) facets compared to
iodide and thus would improve the colloidal stability [136].

name abs1 (eV) pl1 (eV) size (nm) Stokes shift (meV) HWHM (meV) dispersity (%)
Z2 1.16 1.07 3.57 90 60 6

Gu 1.14 1.09 3.65 47 73 7

Choi 1.14 1.09 3.65 47 67 7

Table 1.3: Optical features of PbS NCs following the Zhang’synthesis (Z2)[55], and
after the PTE process following the Gu [23] and Choi’s protocols [24]. Abs1 and
pl1 correspond to the energy position of the first absorption and photoluminescence
peak, respectively.

FTIR

To check the completeness of the PTE process, we performed three FTIR spectra,
represented in Figure 1.26. The peaks around 2900 and 1400-to-1600 cm−1 are
features of the oleate ligands [145, 146]. These peaks disappear after the two PTE
processes, which suggests the replacement of all OA ligands by the halides. The
peak at 2300 cm−1 before ligand exchange corresponds to CO2 molecules from the
environment, and the peak at 1700 cm−1 after ligand exchange corresponds to DMF
molecules.

EDS

By EDS (Figure 1.27), we assessed the effect of post-process steps (washing and cen-
trifugation). For both samples, we notice a large excess of iodide is still present after
the washing step in toluene. This step using an organic solvent is mainly performed
for removing the oleate ligand still present in the exchange solution. However, we
observed a decrease in the excess of iodide elements after the centrifugation and par-
ticularly for Gu protocol with an I/Pb ratio going from 1.37 to 0.40. It is less than
what Gu et al. [23] obtained (0.67), which we ascribe to their smaller NCs with more
polar (111) surfaces. For Choi protocol [24], as the centrifugation did not properly
remove the excess of precursors, we cannot assume any efficient bromination of the
surface.
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Figure 1.26: FTIR spectra of oleate-capped PbS (red line), after Gu [23] (black
line), and Choi PTE protocol [24] (purple line).

Figure 1.27: EDS analysis at the different steps of the PTE process.

1.6 Conclusion

These last decades have seen numerous developments in the synthesis and charac-
terization of NCs. They enable better control but also better understanding of these
nano-objects, which have been the recipe for their recent success at the industrial
level. The first section 1.2 of this Chapter is devoted to a presentation of experi-
mental characterization methods currently used to probe different aspects of NCs,
e.g. the size and crystalline structure with PXRD, or the surface by TGA or EDS.
The second section 1.3 presents the mechanisms of formation of NCs in solutions,
along with the primary synthesis protocol of PbS NCs. The former unveils insights
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that allow the development of reproducible synthetic routes with well-defined NC
size and shape. As an object goes smaller, its surface-to-volume ratio increases.
It is why we dedicated the section 1.4 to the PbS NC surfaces, discussing recent
results such as different properties of (111) and (100) surfaces, and how they can
be modified by ligand exchange. This knowledge serves us to carry out different
experiments presented in section 1.5. In sub-section 1.5.1, we followed two synthesis
protocols, namely Zhang [9] and Owen synthesis [12], that allows us in sub-section
1.5.2 to highlight the effect of size dispersity on optical properties, and we studied
the NC surfaces by TGA. Finally, we performed two PTE processes, one with PbI2
[23], and the other combining PbI2 and PbBr2 ligands [24]. The efficiency of the
exchange was analyzed by FTIR and EDS, while the effects on the optical properties
were probed by absorption and photoluminescence spectroscopy.
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Chapter 2

Bulk to nanocrystals: electronic
structure

2.1 Introduction

The electronic structure is a key material property from which numerous physical
quantities are extracted: ionization potential, work function, optical gap, absorption
spectra, etc. This Chapter reviews the theoretical approaches used during this
thesis for the determination of the bulk and NC electronic structure. We detail two
semi-empirical methods known as Empirical Tight-Binding Method (ETBM) and
Empirical Pseudopotential Method (EPM), and one ab initio method named Density
Functional Theory (DFT). We describe the theoretical aspect of these methods and
emphasize the connections between them.

We apply these formalisms to the calculation of bulk and 0D confined structures
named NC. More precisely, using the three methods mentioned above, we compute
the band structure of bulk PbS which allows us to understand its peculiar behavior
and also to check the validity of the ETBM compared to advanced DFT calcula-
tions. Then, we apply ETBM calculations to NCs that are out of reach of ab initio
simulations. The variation of the bandgap energy with size along with different
fundamental properties are studied. In line with this methodology, the bulk and NC
structures of mercury telluride (HgTe) are also investigated by ETBM. An impor-
tant result is the prediction of a topological transition, when going from an NC to
a bulk structure, for a diameter of ∼ 26 nm.

Therefore, this Chapter introduces the numerical methods used in the rest of
the thesis. It gives an overview of the fundamental physics underlying HgTe and
PbS materials, and of equal importance it allows us to check the accuracy of the
numerical methods by comparing their results to experimental data.

2.2 Numerical methods

In quantum mechanics [147], we describe the state by vectors that spanned in the
Hilbert space, and thus any states can be expressed as a linear combination in a
complete basis set. For numerical purposes, we often represent the states on a
truncated basis set. To obtain the physical value of an observable (energy, position,
spin, etc), we construct linear operators usually represented by a matrix in a basis
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of the Hilbert space. In the majority of cases, the action of an operator over a state
will give one of the values of the observable with a certain probability. However, in
the case of an eigenstate of the operator, we will obtain every time the same value
named the eigenvalue. Thus, a matrix expressed in the basis of its eigenstates is
diagonal with the diagonal elements being the eigenvalues. Therefore, one of the
main goals of the numerical tools is to solve eigenvalue equations. In the electronic
structure field, a key observable is the ground state energy. Indeed, it allows us
to study a variety of properties: equilibrium structure, cohesive energy, molecule
adhesion, and many others. The operator corresponding to the system energy is
the Hamiltonian and, in the case where it is independent of time, its eigenstates are
solutions of the time-independent Schrödinger equation (eigenvalue equation):

ĤΦ = EΦ (2.1)

with E the energy of the system, ϕ the many-body wavefunction and Ĥ the
Hamiltonian operators. For a system composed of electrons and nuclei, the Hamil-
tonian writes:

Ĥ = T̂e + V̂ee + T̂N + V̂NN + V̂eN (2.2)

with T̂ the kinetic energy and V̂ the potential energy. In principle, we should
solve this many-body eigenvalue equation (eq. 2.1) incorporating electron-electron,
electron-nuclei, and nuclei-nuclei interactions. However, although these many-body
terms are essential to describe complex structures and their properties, these terms
make eq. 2.1 unsolvable. Therefore, the core idea of the electronic structure theory is
to find approximations to make the time-independent Schrödinger equation solvable
while incorporating sufficient descriptions of the many-body effects.

Figure 2.1 depicts the main approximations included in the numerical meth-
ods used during this thesis. First, the nuclei present a mass much larger than the
electrons, thus the motions of electrons and nuclei can be separated. This is the
so-called Born-Oppenheimer (BO) or adiabatic approximation that leads to an elec-
tronic Hamiltonian HBO describing electrons moving in the field of fixed nuclei with
the wavefunction depending explicitly on the electron coordinates but parametri-
cally on the nuclear coordinates. Although simplified, the eigenvalue equation is
still unsolvable due to the inter-electronic repulsion. By consequence, the second
approximation is to transform the impossible problem of interacting electrons into
an easier one of non-interacting electrons. Thus we consider a system of an almost
independent particle, in which each electron moves in an effective potential Veff

including all the other electrons and the nuclei. At this stage, we need to consider
separately the semi-empirical methods with a non-explicit form of Veff to the ab
initio ones. But first, we will discuss the Ritz theorem which gives a general method
(a generalization of the variational method) to solve the eigenvalue equation.

Ritz theorem [148, 147] The Ritz theorem states that the mean value of the
Hamiltonian that is written:

< E > [Ψ] =
< Ψ|H|Ψ >

< Ψ|Ψ >
(2.3)

is stationary in the neighborhood of the eigenstates. Therefore, the integro-differential
equation, being the time-independent Schrödinger equation, can be solved by find-
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Figure 2.1: Schematic representation of the main approximations underlying ab
initio and semi-empirical electronic structure theories. See eq. 2.4 for the definition
of Ψ and ϕ; and eq. 2.5 for the definition of Hij and Sij.

ing the wavefunction Ψ that makes extremum the functional < E > [Ψ]. A common
strategy is to express the wavefunction on the basis of known functions:

Ψ =
∑
i

ciΦi (2.4)

and then re-write the eq. 2.3 as:

< E > [Ψ] =
∑
i

∑
j

cicj < Φj|H|Φi >

cicj < Φj|Φi >
=

∑
i

∑
j

cicjHij

cicjSij

(2.5)

where Hij is a matrix element and Sij an overlap matrix. This allows us to search
the coefficients that minimize the energy in the form of:

∂ < E > (c1...cn)

∂cl
= 0 ∀cl ∈ {c1, c2, ..., cn} (2.6)

Doing the derivation for each coefficient gives N equations with N unknowns. The
solution of this linear system is non-trivial if the determinant of the coefficients is
non-zero:
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∣∣∣∣∣∣∣∣
H11 − E H12 − ES12 ... H1N − ES1N

H21 − ES21 H22 − E ... H2N − ES2N

: : : :
HN1 − ESN1 HN2 − ESN2 ... HNN − E

∣∣∣∣∣∣∣∣ = 0 (2.7)

The secular equation leads to N eigenvalues which are approximations of the ground
state energy and the (N-1) excited states. The approximation comes from the trun-
cation of the base which restrains the explored Hilbert space. In the case of the
empirical method, matrix elements are adjusted to experimental values while ab
initio ones use first principle calculations.

Ab initio methods through the Density Functional Theory (DFT) [25]
The DFT relies on the Hohenberg-Kohn theorems [149] that state that the ground
state energy (actually any ground state observable) of a system is a unique func-
tional of the density. However, the form of the functional and the density are
unknown. The idea of Kohn and Sham [150] is to construct an auxiliary system of
non-interacting particles sharing the same density as the interacting one. Using a
variational principle (special case of the Ritz theorem for the ground state), they
unveil a set of equations for the auxiliary system (named the Kohn-Sham equa-
tions) in which each independent electron feels an effective potential Veff written as
a sum of three terms: the potential due to nuclei VeN , the mean potential due to the
other electrons Vee and the exchange-correlation potential Vxc. This set of coupled
equations:

[Te + Veff (rrr, [n])]Ψ(rrr)i = ϵiΨ(rrr)i ; i = 1, 2, ..., N (2.8)

gives in principle the exact ground state density of the interacting system. However,
the exchange-correlation potential is unknown. Tremendous work has been done to
approximate Vxc giving birth to a variety of functionals and it is still an active field of
research. Moreover, the Hamiltonian depends on the density which depends itself on
the wavefunction, the solution of the equation. Therefore eq. 2.8 needs to be solved
iteratively (so-called a self-consistent field approach) by starting with an initial guess
of wavefunctions. The latter can be developed in a variety of basis: plane waves,
atomic orbitals, Gaussian, etc; and the Ritz theorem is employed to construct the
Hamiltonian and diagonalize it. The DFT is an ab initio method in a sense that
the matrix elements (integrals) are calculated self-consistently from first-principles,
without relying on fitting parameters. The eigenstates obtained can be used to get
the density which is exact in principle and can be used as input of any observable.
However, while the eigenvalues obtained from the matrix diagonalisation (see eq.
2.7) have the dimension of energy, they do not correspond to the real energy of
electrons of the interacting system but can at least be used as an approximation of
them whose quality depends on the exchange-correlation approximation. Moreover,
corrections can be applied using many-body approaches, e.g., GW approximation
or hybrid functionals [151, 152]. It also exists extensions of the DFT to go beyond
the ground state and access the excited states with the time-dependent density-
functional theory (TDDFT) [153]. Despite their quantitative accuracy, ab initio
methods are restrained by the size of the system. Indeed, the numerical cost quickly
escalates with the number of atoms. It is why semi-empirical methods are often
preferred or used in parallel to study NCs composed of thousands of atoms.
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Empirical Pseudopotential Method (EPM) [154, 155, 156] To reduce the
many-body problem, EPM considers only the valence electrons assuming that the
inner electrons are tightly bound to the nuclei. This approximation is known as the
frozen core. However, the wavefunction of the valence electrons needs to follow the
Pauli principle and needs to be orthogonalized to the core states. This last statement
makes the outer electrons wave functions rapidly oscillating near the atomic core
but has a smooth plane-wave-like nature between neighboring cores [157, 158]. The
idea of the pseudo-potential is to incorporate the strongly oscillating behavior while
the pseudo-wavefunction describes the plane-wave nature [159]. In other words, the
pseudopotential approach offers a justification for describing an outer electron by a
linear combination of plane waves, the so-called pseudo-wavefunction:

Ψn,kkk(rrr) =
1√
Ω

∑
GGG

cn,kkk(GGG)ei(GGG+kkk).rrr (2.9)

where GGG are reciprocal lattice vectors (see below for Bloch theorem). Then, the
effective pseudopotential can be written as a linear superposition of atomic potentials
situated at every atom:

Veff =
∑
RIRIRI

vI(rrr −RIRIRI) (2.10)

encompassing the electron-electron interaction, the electrons-nuclei interaction, and
the effects of core electrons. At this stage, we have the wave function described by
a linear combination of plane waves and a one-particle Hamiltonian. To resolve the
time-independent Schrödinger equation with these ingredients we can use the Ritz
theorem. The matrix elements of the determinant eq. 2.7 corresponds of integrals
over all space of the form:

HG′,GG′,GG′,G =
1

Ω

∫
e−i.(k+G′k+G′k+G′).rrr (− h̄2

2m0

∇2) ei.(k+Gk+Gk+G).rrrdτττ

+
1

Ω

∫
e−i.(k+G′k+G′k+G′).rrr Veff ei.(k+Gk+Gk+G).rrrτ

(2.11)

which leads to:

HG′,GG′,GG′,G =
h̄2

2m0

|GGG+ kkk|2δG′,GG′,GG′,G + V (G′ −GG′ −GG′ −G) (2.12)

The energy potential V (G′ −GG′ −GG′ −G) can be expressed as the multiplication of the struc-
ture factor Sf (G

′ −GG′ −GG′ −G) and the form factor Vf (G
′ −GG′ −GG′ −G). The former depends on the

structure system and is easily obtained while the latter corresponds to the Fourier
transform of the effective potential of eq. 2.10 and is known as the pseudo-potential
form factor. The empirical nature is embodied by adjusting Vf to reach the best
agreement of the calculated energy levels with those measured by experimental meth-
ods or calculated by ab initio methods.

Empirical Tight-Binding Method (ETBM) [25, 56, 160, 27] As represented
in Figure 2.1, the ETBM relies on the same approximations that the EPM (BO, in-
dependent electron, and frozen core approximations). Contrary to the EPM method
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Figure 2.2: Schematic representation of the atomic orbitals s, p, and d forming all
possible overlap and two-center integrals which are labeled σ, π, δ depending on the
angular momentum position relative to the diatomic bond. Reproduced from [25].

where the pseudo-wavefunction is explicitly defined (see eq. 2.11), only the symme-
try of the wavefunction is required for constructing the ETBM matrix elements Hij

and Sij.
The ETBM’s wavefunctions are expressed as linear combinations of atomic or-

bitals (depicted in Figure 2.2). The atomic orbitals (s, px, py, pz, etc) are localized
on the atom site and their radial part decreases exponentially. Moreover, since they
are eigenstates of the Hamiltonian, they form in principle a complete basis set for
expanding the electron wavefunction:

Ψ(rrr) =
1√
Ω

∑
RIRIRI

∑
α

cαIχα(rrr −RIRIRI) (2.13)

with Ω a normalization volume, and χα(rrr − RIRIRI) an orbital of type α localized at
the atomic site RIRIRI . As described for EPM, the potential in the Hamiltonian is also
developed into a sum of terms centered on each atomic site (see eq. 2.10), and thus
the integrals Eij write as:

ERIR
′
IRIR
′
IRIR
′
Iαα

′ =
1

Ω

∫
χα(rrr −RIRIRI)Ĥχα′(rrr −R′

IR′
IR′
I)dτττ (2.14)

and are either one-, two- or three-center terms depending on the position of the two
orbitals χα(rrr−RIRIRI) and the potential vI(rrr−RRR′′

I ) on the atomic sites. For instance, the
three-center integrals consider the two orbitals and the potential on different atomic
sites (RIRIRI ̸= R′

IR′
IR′
I ̸= R′′

IR′′
IR′′
I ). Slater and Koster [56] in a goal to reduce the integrals into a

set of scalar parameters to fit (named the Slater-Koster parameters), they suggest
neglecting the three-center integrals; which is known as the two-center approxima-
tion. This approximation is justified due to the localized form of the atomic orbitals.
Therefore, one only considers the integrals with the potential located on one of the
two atoms holding an orbital (RIRIRI

′′ = R′
IR′
IR′
I or R′′

IR′′
IR′′
I ); reducing the problem to a set of

diatomic molecules. Moreover, the ETBM also neglects the interatomic overlap Sij,
and the matrix S becomes the identity matrix I [160, 161].
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As discussed above, the form of the orbitals is not explicitly written, however,
due to symmetry considerations, only a reduced number of integrals are non-zero.
Indeed, they are non-zero if the orbitals share an equivalent azimuthal angular mo-
ment (noted m) quantized on the diatomic bond. These orbitals are labeled σ, π, δ
for m = 0,±1,±2 and correspond respectively to an orientation parallel, perpen-
dicular, and parallel to the diatomic bond (see Figure 2.2). Slater and Koster [56]
have introduced a notation e.g. (spσ) for an integral between s and p orbital along
the bond direction or (ppπ) for an integral between two p orbitals perpendicular the
bond direction (see Figure 2.2). This constitutes a basis set for which any integral
between two orbitals is expressed as a linear combination of the Slater-Koster pa-
rameters ponderated by the direction cosines of the vector of the diatomic bond,
noted l,m, n (given in table 2.1). It is good to notice that these integrals depend
on the distance between atoms, therefore we must distinguish the nearest neighbor
integrals from the second nearest neighbor integrals and so on. From the same ar-
guments of the two-center approximation, it is often sufficient to consider only the
first nearest neighbors. Thus, the Hamiltonian matrix is constructed with a set of
independent terms (e.g. Es,s) that can be used as disposable constants to be fitted
on ab initio or experimental data.

To conclude, the ETBM takes advantage of the atomic orbitals to justify the
approximations (two-center, and nearest neighbors approximation), and to construct
by symmetry the matrix; but the only parts of the wavefunction that are output are
the coefficients and the eigenvalues.

Expression
Es,s(RIRIRI −R′

IR′
IR′
I) (ssσ)

Es,x(RIRIRI −R′
IR′
IR′
I) l(spσ)

Ex,x(RIRIRI −R′
IR′
IR′
I) l2(ppσ) + (1− l2)(ppπ)

Ex,y(RIRIRI −R′
IR′
IR′
I) lm(ppσ)− lm(ppπ)

: :

Table 2.1: Energy integrals corresponding to eq. 2.14 with the notation of Slater
and Koster’s paper [56]. The factors l and m correspond to the direction cosines of
the vector of the diatomic bond.

Bloch theorem [162] To describe the wavefunction of a bulk crystal as a linear
combination such as previously described would imply a summation over a consid-
erable number of atoms which is impracticable. However, the Bloch theorem states
that an electron in a periodic potential has eigenstates of the form:

Ψγkkk(rrr) = eikrkrkruγkkk(rrr) (2.15)

where uγkkk(rrr) is periodic in the unit cell and kkk the crystal momentum defined in the
first Brillouin zone (BZ). The first BZ for face-centered cubic lattice is a truncated
octahedron (shown in Figure 2.3 with high symmetry points).

As an example, we can extend the ETBM to electrons wavefunction in a periodic
potential by defining a basis state named Bloch sum as:

χαkkk(rrr) =
1√
N

∑
RIRIRI

eikRIkRIkRIχα(rrr −RIRIRI) (2.16)
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Figure 2.3: First Brillouin Zone of face-centered cubic lattice. Reproduced from
[26].

where the sum is over the atoms in equivalent positions in the N unit cells of the
crystal. Here, χα is an atomic orbital of an atom of the unit cell. Typically, for a
zinc-blende structure composed of two different atoms in the unit cell, if we choose
a sp3 basis set, the number of χα orbitals to consider is eight. Then the eigenstates
of the Schrödinger equation in a periodic potential can be written as:

Ψkkk(rrr) =
∑
α

cα(kkk)χαkkk(rrr) (2.17)

Therefore, the size of the basis set is reduced to the number of orbitals multiplied
by the number of atoms in the unit cell. As before, we can use the Ritz theorem to
derive the determinant of eq. 2.7 and the matrix elements of the form:

EII′αα′ = eik(RI−R′
I)k(RI−R′
I)k(RI−R′
I)

∫
χα(rrr −RIRIRI)Ĥχα′(rrr −R′

IR′
IR′
I)dτττ (2.18)

We can appreciate that the above equation differs from eq. 2.14 by a plane wave
of wavevector kkk. Therefore, the diagonalization has to be performed at different
kkk values spanned in the Brillouin zone and, for each kkk, there will be a number of
eigenvalues of the size of the basis set. Then the function of kkk having the lowest
energy will form the first energy band and so on to build up the well-known band
structure.

ETBM for confined structures [27, 161] The lack of translational symmetry
going from bulk to NCs deeply modifies the optoelectronic properties. The delocal-
ized electronic states of bulk material are constrainted physically by the boundaries
where the wave function needs to be canceled. In NCs, the confinement affects the
three space directions and thus are named 0D materials. This confinement folds the
bulk 3D BZ into the center leading to a discretization of the dispersion energy as
represented in Figure 2.4.

The ETBM parameters are transferred without change from the bulk to confined
structures with appropriate boundary conditions. In the framework of ETBM cal-
culations, the confinement is taken into account explicitly, by constructing the NC
and thus the boundaries in real space. The NCs are constructed by a starting atom
at the center and neighbors atoms are added within a region of space defined by the
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Figure 2.4: Electronic structure of a linear chain of s orbitals and its discretization
by confinement for a finite chain of 20 atoms (left side). Density of states for the
infinite chain (right side). Reproduced from [27].

distance from the center. As discussed in Chapter 1, the surface atoms are under-
coordinated may lead to trap states in the bandgap. Therefore, pseudo-hydrogen
atoms are usually employed to passivate the dangling bonds and clean the bandgap
of surface states [163, 164, 165].
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2.3 Lead sulfide

2.3.1 Bulk: a peculiar semiconductor

The lead chalcogenides semiconductors PbX (X=S, Se, and Te) crystallizing in a
rock-salt structure (see Chapter 1) belong to the IV-VI family. Richard Dalven
published in 1974 [166] an exhaustive review of the bulk electronic structure of
lead chalcogenides PbX (X=S, Se, and Te). He presented the last theoretical and
experimental results (at the time), but above all, he highlighted the next challenges
to tackle. Indeed, he unveiled the peculiar properties of this IV-VI family compared
to III-V and II-VI counterparts, which were at the time not understood:

• a direct bandgap of energy Eg at L point.

• a bandgap order that does not follow the usual decrease with increasing anion
atomic number.

• a positive dEg/dT slope.

Twenty years later, Wei and Zunger [167] proposed a common origin of these anoma-
lies in the peculiar location of the Pb 6s band. Indeed, the latter lies in the valence
band (VB) while the cation s band of II-VI and III-V semiconductors is usually lo-
cated in the conduction band (CB). Due to symmetry, the presence of an occupied-
cation s band leads to repulsion between the valence states and therefore deeply
modifies the band structure.

Band structure The band structures presented in Figure 2.5 have been computed
by ETBM, EPM, and DFT with the Heyd-Scuseria-Ernzerhof hybrid functional
(HSE) [151]. The latter has proven successful in describing the electronic properties
of the lead chalcogenides [168]. The ETBM parameters (can be found in [29])
were adjusted by Guy Allan and Christophe Delerue on reference band structures.
The Hamiltonian matrix is written in a sp3d5s∗ basis (s∗ is a second s orbital
[169]), the overlaps are neglected, and a first nearest-neighbor approximation is
considered. Because Pb is a heavy element with 82 electrons in the configuration
[Xe]4f 145d106s26p2, one must include the spin-orbit coupling. Other parameters
exist that give a slightly better description at high energies but have been fitted on
low temperature experiments (4K) [170]. The EPM parameters are taken from [41]
(fitted on experiments at 5K) and also include the spin-orbit coupling. It is worth to
notice that the EPM parameters date from 1973, and give pretty good results. We
discretized the k values on a mesh following high-symmetry directions (see Figure
2.3).

The band structures obtained from the different theories are in good agreement
and give bandgap energy of 0.41 eV (300K) for DFT and ETBM; and 0.28 eV (4K)
for EPM. These values are in good agreement with the experimental bandgaps at
300K and 4K, given respectively at 0.41 and 0.287 eV [166]. The PbX family presents
a direct bandgap between the valence band maximum (VBM) and the conduction
band minimum (CBM) located both at the eight equivalent L points of the first
BZ. The eight surfaces of constant energy have the shape of an hemi-ellipsoid but
correspond in fact to four ellipsoids [171]. These four isoenergy-surfaces so called
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Figure 2.5: Electron energy dispersion of bulk PbS calculated by ETBM (black solid
line), DFT-HSE (blue solid line), and EPM at 0K (dashed red line).

”valleys” are a good approximation of the Fermi surface at low carrier concentration,
and can be written in the effective mass approximation framework as [166]:

E =
h̄2

2
(
k2
1

ml

+
k2
2 + k2

3

mt

) (2.19)

with k1 the component of the wave vector in a [111] direction, k2, and k3, being
mutually orthogonal and in a plane perpendicular to k1. ml and mt correspond
to the longitudinal and transverse effective masses, respectively. It is important to
point out that eq. 2.19 is only valid very close to the band edges, the band dispersion
becoming rapidly linear away from extrema.

In 2004, Guy Allan and Christophe Delerue [28] showed by ETBM calculations
that the PbSe electronic states are mainly p-like near the bandgap. Using an ab
initio approach, the so-called quasiparticle self-consistent GW method, the p-like
band structure of PbSe was confirmed by Svane et al. [172]. They also revealed
that the p bands around the bandgap while hybridized are predominantly anionic
below and cationic above the Fermi level. Following the work of Guy Allan et al.
[28], we plotted in Figure 2.6 (red dashed line) the band structure of PbS with all the
tight-binding parameters set to zero, except the spin-orbit coupling and the hopping
integral Eppσ. In line with their results, the band structure composed mainly of p
orbitals reproduces remarkably the true one (see Figure 2.6). These results, which
confirm those obtained for PbSe [28] have important implications for NCs as we will
see in the following paragraph.
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Figure 2.6: ETBM band structure of bulk PbS (black line) compared to the one
calculated with Eppσ = 2.5 eV , Epc − Epa = 1.5 eV and the spin-orbit coupling
keeping its bulk value, all other interatomic terms being switched to zero (red dashed
line). Parameters taken from [28].

2.3.2 Nanocrystal: size and shape

The quantum confinement lifts the fourfold degenerate (eightfold with spin) VBM
and CBM by the effect of intervalley coupling and the anisotropy of the effective
masses [28, 173, 31, 174, 170]. The lift of the degeneracy also depends on the NC
size, surface, and geometry [170]. The p-like character of the bulk band structure
discussed in the preceding section persists in NCs. This can be seen in Figure 2.7
in which we present the calculated weights on the cations and p orbitals of the
HOMO and LUMO wavefunctions. Independently of the NC size, the HOMO state
is mainly composed of the anionic p orbitals while the LUMO state is composed
of the cationic p orbitals. Is is also a good representation of the strong ionicity
of PbS. Allan and Delerue [28] showed that this peculiar electronic structure, in
addition to the cubic rocksalt lattice, allows the surface atoms to remain coupled
with the ones at the interior. As a consequence, no surface state emerge in the
bandgap of unpassivated PbS NCs, which has been confirmed in different ETBM
studies [170, 175] and ab initio calculations [143]. Therefore the PbS NCs studied
theoretically in this manuscript will not be passivated or the passivation will be
explicitly mentioned.

Size and confinement Figure 2.8a gives the evolution of the energy gap with
the diameter. Owing to the small effective mass of the charge carriers at VBM and
CBM (me ≈ mh ≈ 0.1 [176]), and therefore the large bulk exciton Bohr radius of 18
nm, the PbS energy is tunable from 0.6 eV (∼ 2000 nm) to 1.6 eV (∼ 700 nm). The
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Figure 2.7: Calculated weights on the cations (left panel) and p orbitals (right panel)
of HOMO (blue) and LUMO (orange) states.

(a) (b)

Figure 2.8: Sizing curve. (a) Evolution of the bandgap energy evolution with the
diameter of colloidal PbS NCs, showing our own experimental data (exp. of Lhuillier
[29]), as well as experimental data from previous works (Cademartiri et al. [10], Maes
et al. [30], Moreels et al. [21], Poddubny et al. [31], and Weidman et al. [32]). (b)
Schematic representation of the PbCl shell over the sizing curve. Reproduced from
[33].

important discrepancy among the experimental data could potentially be explained
by the formation of a lead chloride shell [177, 117, 33]. This shell results from
the use of lead chloride precursors (PbCl2) with important stoichiometric excesses
(24:1) relative to the elemental sulfur precursors [32]. As represented in Figure 2.8b,
it implies that the measured diameter is larger compared to synthesis using PbOA
precursors [31, 30] or with weaker PbCl2 excess [21]. Therefore, we will use the
Moreels sizing curve as a reference for future comparison and studies [21]. Indeed,
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Green et al. [33] showed that the Moreels fit accurately describes the size-to-gap
dependence of synthesis using PbOA precursors.

Shape and confinement PbS NCs are known to form octahedra for diameters
below ∼ 3 nm, truncated octahedra for diameters between ∼ 3 nm and ∼ 4 nm, and
cubooctahedra for diameters above [17, 34] (see Chapter 1). This trend is confirmed
by Figure 2.9a which delineates the Pb:S ratio evolution with the NC size (defined
as the farthest Pb-Pb distance). Indeed, we can see that the modeled NCs (solid
line) follow the experimental results in their corresponding range of size; e.g. for
NCs size < 3 nm the Pb:S ratio of the constructed Pb-rich octahedron (orange line)
is in good accordance with the experimental results [35, 17, 34]. However, using
the same theoretical NCs with ETBM calculation, the bandgap energy evolution
with the size (see Figure 2.9b) shows that the octahedral NCs separate from the
Moreels experimental curve for a size smaller than 3 nm (∼ 2 nm). This can be
explained by an artefact of the TEM images that give a 2D representation of 3D
NCs. Thus, the average size given by TEM measurements would be framed by
the inscribed sphere of an octahedron as the bottom limit and the farthest Pb-Pb
distance as the top limit. This result is shown in Figure 2.9c. Moreover, we can see
that a spherical-like structure would be a good estimation of the overall geometry
of an NCs assembly over the confinement. Indeed, this geometry presents a similar
confinement evolution with the cubooctahedron, the truncated octahedron, and is
in-between the two limited cases of the octahedron NCs (see Figure 2.9b and 2.9c).

Although the ETBM bandgap corresponds to the difference between the LUMO
and HOMO energy states, the comparison of the single particle gap energy (ETBM)
with optical measurements is in good accordance. This is in part due to the high
dielectric constant of PbS (ϵ0 = 169 and ϵ∞ = 17) which induces a strong screening
of carrier-carrier interactions.

2.4 Mercury telluride

HgTe belongs to the II-VI family and crystallizes in a zinc-blende structure. An
exhaustive review can be found in [69]. In standard II-VI semiconductors such as
CdTe, the VBM presents a Γ8 symmetry mainly composed of the anionic p orbitals,
while the CBM is Γ6 composed of s cationic orbitals. Groves et al. showed in 1967
[178] that bulk HgTe presents an inverted band ordering compared to standard II-
VI semiconductors. Indeed, as represented in Figure 2.10, the HgTe band structure
exhibits the bands with Γ8 symmetry above the Γ6 bands. In addition, ETBM [36]
and ab initio [179] calculations show a strong band mixing in HgTe with the Γ6 band
(Γ8 resp.) having a pure s (p resp.) character that drops to zero (acquires s character
resp.) when k moves away from Γ. In line with lead chalcogenides, the presence of a
cationic s-type band in the VB could explain the unusual positive dEg/dT slope. The
band structures given in Figure 2.10 have been calculated by ETBM. Concerning
HgTe, we took the ETBM parameters from [36] where the authors showed a good
agreement with a k·p band structure [180], and with a quasiparticle self-consistent
GW approximation calculation [181].

In the literature, the inverted band ordering of HgTe is expressed by considering
a negative bandgap value between Γ6 and Γ8 bands. This gap energy is sensitive to
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(a)

(b)

(c)

Figure 2.9: (a) Pb:S ratio of spherical-like, octahedral, cuboctahedral, and truncated
octahedral PbS NC models as a function of diameter, compared with experimental
data from previous works ([17], [34], [35], and [21]). (b) Bandgap evolution with the
NC size calculated by ETBM using the NC models compared to the Moreels fit over
experimental data [21]. (c) Same as (b) considering the two limiting size cases for
the octahedron, i.e. the diameter of its inscribed sphere (blue dot) and the largest
size (down orange triangle).
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(a) (b)

Figure 2.10: Electron energy dispersion calculated by ETBM of (a) bulk HgTe with
the parameters taken from [36] and (b) bulk CdTe with the parameters taken from
[37]. The bands of Γ6, Γ7, and Γ8 symmetry are respectively represented by a red,
black, and blue solid line.

the temperature with experimental values of -0.30 and -0.12 eV at 0 and 300K, re-
spectively [182]. The ETBM bandgap energy is given at -0.14 eV for a fit at 300K, in
good agreement with the experimental data. But in fact, HgTe exhibits a semimetal
behavior with zero bandgap energy. Indeed, the Γ8 is fourfold degenerate with two
positive dispersion bands forming the CB while the two remaining form the VB
[179]. The strong dispersion of the Γ8 CB (features of a weak electron effective mass
∼ 0.01m0 [180, 183]) leads to important carrier mobility. As a consequence, even
though bulk HgTe exhibits a zero bandgap energy, the gap (induced by confinement)
can be tuned over a broad spectral range (see Figure 2.11).

(a) (b)

Figure 2.11: (a) Evolution of the bandgap with the inverse of NC diameter calculated
by ETBM with spherical-like NC model compared to experimental data (Hudson et
al. [38] and Zhang et al. [39]). (b) Same as (a) versus the NC diameter.

Confined structures The bulk parameters are transferred without change to the
confined structures. Contrary to lead chalcogenide NCs, pseudo-hydrogen atoms are
used to passivate HgTe surfaces [36, 165, 184]. The impact of the excitonic effect is
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weak in HgTe NCs [36] due to its large Bohr radius (∼ 40nm [185]). Figure 2.11
shows that the calculated ETBM bandgap energy for spherical-like HgTe NCs varies
linearly with 1/d (d being the NC diameter):

Eg = −0.15 +
3.83

d
(2.20)

This can be explained using the particle in a sphere picture. In this model, the
k value is related to the sphere diameter as 2π/d [186], and the linear dispersion
energy (E ∝ k) for the CB around Γ (see [180, 183] and Figure 2.10a) leads to the
observed energy dependence of eq. 2.20. In addition, the ETBM calculations are in
good accordance with experimental measurements (of Zhang et al. [39]), but a rigid
shift difference is present with the data of Hudson et al. [38]. This shift does not
seem to originate from a size effect as observed for PbS but an effect of confinement.
Indeed, a size effect would decrease as 1/d, but a rigid shift of 80 meV for all NCs
gives almost perfect accordance with Hudson data (see Figure 2.11b). Moreover,
both experimental data come from optical measurements on rather spherical NCs,
thus a shape effect seems to be excluded. A passivation effect could explain this
discrepancy, e.g. with the presence of more electron-donor ligands at the surfaces of
Hudson’s NCs which would increase the confinement effect.

(a) (b)

Figure 2.12: (a) Calculated weights on the cations (solid line) and s orbitals (dashed
line) of HOMO (blue) and LUMO (orange) states. (b) Energy of the HOMO (blue)
and LUMO states (orange) with the inverse diameter of spherical-like NCs. Pub-
lished in [40].

It has been shown in HgTe/(Hg,Cd)Te quantum wells that the 1D confinement
can restore a normal band ordering (CdTe-like) [187, 188]. It is shown that for a
thick HgTe layer, the quantum well is in the inverted regime with the Γ8 bands
above the Γ6 ones, but for a thinner layer, a normal band order appears. The
gap-closing transition occurs for thickness dc (∼ 6.3 nm), and this transition is a
topological phase transition between a conventional insulating phase (< dc) and
a phase presenting the quantum spin hall effect (> dc) [187, 188]. We unveil a
similar topological phase transition in HgTe NCs with a 3D confinement. We show
in Figure 2.12a that the LUMO (resp. HOMO) state recovers a CdTe-like band
ordering with mainly cationic s (resp. anionic p) orbitals. In line with the work of
Bernevig et al. [187], we assume that it exists an NC size d0 at which a topological
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phase transition occurs. Drawing in Figure 2.12b, the evolution of the LUMO and
HOMO eigenvalues with the inverse of the diameter, we extrapolate this crossing
point for a size of 26 nm. In good compliance with the ETBM bandgap (-0.14 eV),
an extrapolation for diameters tending to infinity (bulk regime) gives a negative gap
of -0.15 eV. As we will see in the next Chapter, this topological phase transition
[189] has a fundamental impact on the optical properties.

2.5 Conclusion

Through different examples, we emphasized that the electronic structure is at the
core of fundamental physical properties. We showed that the bulk PbS electronic
structure is mainly p-like around the bandgap. This behavior is also observed in
NCs and allows the great stability of PbS against trap states in the bandgap. We
also unveiled the effect of size and shape on the electronic structure and particularly
the effect over the bandgap energy. We also studied the bulk and NC electronic
structure of HgTe. It is a semi-metal in bulk, and a bandgap opens in NCs under the
effect of quantum confinement. HgTe is known to exhibit a non-trivial topological
phase under moderate confinement in quantum wells. In this thesis, we showed
this effect for NCs. Indeed, when going from a semi-metal in the bulk form to a
standard semiconductor under NC form, HgTe undergoes a transition of topological
nature that we predict for a NC diameter of about 26 nm. Future works should be
undertaken to study this quantum phase transition in detail.

50



Chapter 3

Bulk to nanocrystals: optical and
dielectric properties

3.1 Introduction

The interaction between light and matter is a crucial phenomenon in electromagnetic
devices, with significant implications for areas like material science, electronics, and
photonics. To accurately describe this interaction, the complex dielectric function ϵ̃
plays a key role. Therefore, understanding and measuring this function is essential.
This Chapter establishes the primary equations related to ϵ̃. In the first part of
section 3.2, we discuss how classical approaches can derive it and its relationship
with other optical properties, such as the complex refractive index. However, due
to the dependency of the macroscopic dielectric function on the microscopic and
quantum nature of the electronic structure, classical approaches are insufficient.
Therefore, we present in the second part of section 3.2 the derivation of ϵ̃ using
quantum formalism, specifically the density matrix formalism [27], and apply it in
the framework of ETBM to calculate ϵ̃ of bulk and NC structures.

We use this formalism to relate electronic structure to optical calculations and
understand the essential features of an experimental absorption spectrum. For ex-
ample, in section 3.3 we compare experimental measurements of ϵ̃ to ETBM calcula-
tions for bulk PbS and PbS NCs, highlighting sources of errors from both sides but
demonstrating good quantitative agreement. Furthermore, in section 3.4 we apply
this formalism to HgTe to reveal the modification of ϵ̃ due to the quantum effects in
NCs. Finally, an analytical equation for the absorption coefficient is derived, which
provides quick access to the absorption spectrum in the low-energy range.

3.2 Optical indices

We consider the light propagating in the material to be uniform since its wavelength
contains many interatomic distances [160]. A uniform electric field applied to a di-
electric media will induce charge displacement leading to a total dipolar momentum
ppp. Thus we can define the polarisation PPP as the dipole moment ppp per unit volume,
averaged over the volume of a cell Ω. At the microscopic scale, we can define the
polarisability α of an atom in terms of the local electric field at the atom [190]:

ppp = αEEElocal (3.1)
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Thus, for a crystal, the polarisation can be approximated as the sum of the dipole
moments of the atoms [190]:

PPP =
∑
i

Nipi =
∑
i

NiαiEEElocal(i) (3.2)

where Ni is the concentration and pppi the dipole moment of the atoms i.
At the macroscopic scale, in the case of a small enough macroscopic electric field

EEE inside the dielectric, the polarisation is linear with EEE:

PPP = ϵ0χEEE (3.3)

with the proportionality constant named the electric susceptibility χ. The latter de-
pends on the intrinsic characteristic of the material but also the external conditions
such as temperature.

Classical theory [191] In a first approach, the electric susceptibility can be ob-
tained via the second Newton’s law. Indeed, the electrons of a dielectric are tightly
bound to the nuclei, and the binding interaction around the equilibrium can be ap-
proximated by a harmonic potential ((1/2)k0x

2). Therefore, the force binding the
electrons to the core nuclei writes:

Fbinding = −k0x = −mω2
0x (3.4)

with x the electron displacement from the equilibrium, m the electron’s mass, and
ω0 the natural oscillation frequency. A uniform electric field inside the media, of
the form E = E0cos(ωt) with ω the frequency of the light, applies on the electron
of charge q a force:

FE = qE0cos(ωt) (3.5)

For now, we can assume a damping force on the electron:

Fdamping = −mγ
dx

dt
(3.6)

whose the origin will become clear latter. Gathering all the terms in the Newton’s
second law allows us to write:

d2x

dt2
+ γ

dx

dt
+ ω2

0x =
q

m
E0cos(wt) (3.7)

which can be re-written for simplified calculations as the real part of a complex
equation:

d2x̃

dt2
+ γ

dx̃

dt
+ ω2

0x̃ =
q

m
E0e

−iwt (3.8)

In the steady state, the solution writes:

x̃(t) = x̃0e
−iωt (3.9)

with the complex amplitude being:

x̃0 =
q

ω2
0 − ω2 − iγω

E0

m
(3.10)
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Thus, the dipole moment corresponds to the real part of the following equation:

p̃(t) = qx̃(t) =
1

m

q2

ω2
0 − ω2 − iγω

E0e
−iωt (3.11)

Then inserting eq. 3.11 in eq. 3.2, and assuming the local electric field equal to the
macroscopic electric field gives:

P̃̃P̃P =
q2

m

∑
i

Ni

ω2
i − ω2 − iγiω

Ẽ̃ẼE (3.12)

with the complex electric susceptibility being the proportionality constant between
the macroscopic electric field and the polarisation. Moreover, from the Maxwell’s
equation of a dielectric media the wave equation writes:

∇2Ẽ̃ẼE = ϵ̃ϵ0µ0
∂2Ẽ̃ẼE

∂t2
(3.13)

with ϵ̃ = 1 + χ̃ being the complex permittivity. The solution of the eq. 3.13 is the
plane wave Ẽ0̃E0̃E0e

i(k̃x−wt) where the complex wave number k̃ is related to ϵ̃ by:

k̃ =
ω

c

√
ϵ̃ (3.14)

The complex index of refraction ñ = n + ik, the complex dielectric function ϵ̃ =
ϵ′ + iϵ′′, the reflectivity R, and the absorption coefficient α are the most common
optical indices, and are related to each other by:

ϵ′ = n2 − k2

ϵ′′ = 2nk

R =
(n− 1)2 + k2

n+ 1)2 + k2

α =
4πk

λ

(3.15)

with n the refractive index, k the extinction coefficient, and λ the wavelength. Thus,
the propagating wave becomes [27]:

Ẽ0̃E0̃E0 = Ẽ0̃E0̃E0e
−w

c
kxei(

nw
c
x−wt) (3.16)

We can now acknowledge that the propagating wave is damped (see eq. 3.6) by an
absorption phenomena measured via the extinction coefficient term k, and refracted
through the term n.

Although, this demonstration in the classical framework gives a crude approxi-
mation of the electric susceptibility, it allows us to define the key optical parameters
(ñ and ϵ̃), their relation (see eq. 3.15), and provide a taste of the underlying physics.

Density matrix formulation [27, 192] The density matrix ρ is an alternate
form (compared to the wavefunction) to represent a quantum state, and is particu-
larly useful for describing statistical ensemble. Moreover, it allows us to obtain the
expectation value of an observable OOO by the trace of the matrix ρOOO:

< OOO >= Tr(ρOOO) (3.17)
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From the quantum point of view, the polarisation eq. 3.2 is due to the transitions of
electrons between different energy levels which are induced by the interaction with
the propagating wave. In the case of a two states system, |g > the ground state of
energy ϵg, and |e > the excited state of energy ϵe, the polarisation is given by the
statistical average of the operator −qrrr:

< PPP >= (1/Ω)Tr[ρ(−qrrr)] (3.18)

To obtain the matrix elements of ρ, we can use the Liouville-Von Neumann equation:

∂ρ

∂t
=

−i

h̄
[H, ρ] (3.19)

with the Hamiltonian for the electron-light system written as:

H = ϵg|g >< g|+ ϵe|e >< e|+ qrrr.EEE (3.20)

The last term corresponds to the perturbation by the electric field under the dipolar
form, with rrr being the electron position. This leads to the polarisation:

< PPP >= −q2| < g|r.er.er.e|e > |2[fg − fe]

Ω

{
1

h̄ω − (ϵe − ϵg) + iσ
− 1

h̄ω + (ϵe − ϵg) + iσ

}
EEE

(3.21)
with the equilibrium population given by fe and fg, σ is a parameter accounting
the experimental broadening, and eee corresponds to the polarization vector of light.
From eq. 3.21, we can finally write the complex dielectric function ϵ̃ = 1+PPP/(ϵ0E)E)E)
for a NC in which the transitions occur between the valence uv and the conduction
bands uc:

ϵ̃(ω) = 1−
∑
v,c

q2| < uv|r.er.er.e|uc > |2[fv − fc]

Ωϵ0

{
1

h̄ω − (ϵc − ϵv) + iσ
− 1

h̄ω + (ϵc − ϵv) + iσ

}
(3.22)

which can be re-written according to the dimensionless oscillator strength [27]:

fij =
2m0

h̄2 (ϵi − ϵj)| < i|r.er.er.e|j > |2 (3.23)

as:

ϵ̃(ω) = 1− h̄2q2

2m0Ωϵ0

∑
v,c

fvc[fv − fc]

ϵc − ϵv

{
1

h̄ω − (ϵc − ϵv) + iσ
− 1

h̄ω + (ϵc − ϵv) + iσ

}
(3.24)

The imaginary part of eq. 3.22 can be concisely written under the form of the
Fermi’s golden rule [160]:

ϵ′′(ω) =
πq2

ϵ0Ω

∑
v,c

| < uv|r.er.er.e|uc > |2δ(ϵc − ϵv − h̄ω) (3.25)

with the energy conserving delta function δ (obtained in the limit σ → 0+). On the
other hand, the real part of the complex dieletric function can be obtained from the
Kramers-Kronig relation:

ϵ′(w) = 1 +
2

π
P

∫ ∞

0

ω′ϵ′′(ω′)

ω′2 − ω2
dω′ (3.26)
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where the integral requires the knowledge of ϵ′′(ω′) over a range of frequencies ω′ as
wide as possible. A more pratical form of ϵ′(ω) is the frequency-independent optical
dielectric constant ϵ∞ (where ∞ simply means that ω is large compared to phonon
frequency) which can be evaluated from [160]:

ϵ∞ = 1 +
2q2

ϵ0Ω

∑
ij

| < i|r.er.er.e|j > |2

ϵj − ϵi
(3.27)

ϵ∞ is often referred as the optical dielectric constant, and is a fundamental quantity
for describing dielectric materials.

Although the optical matrix of rrr is well suited for transitions between localized
states such as in NCs, it is not suited for transitions between delocalized states such
as in bulk materials. Hence, the matrix of ppp is preferred and the imaginary part for
a bulk material can be written as [41]:

ϵ′′(ω) =
h̄2q2

3πm2w2

∫
| < ukkk,v|p.ep.ep.e|ukkk,c > |2δ(ϵc(kkk)− ϵv(kkk)− h̄ω)dkkk (3.28)

where ukkk,v and ukkk,c are the periodic part of the valence and conduction-band of
the Bloch wave function at kkk and with energies ϵv(kkk), and ϵc(kkk) respectively. We
can note that transitions are vertical in the BZ (kkkv=kkkc) fulfilling the momentum
conservation law. The preceding equation is often re-written in terms of a surface
integral [193]:

ϵ′′(ω) =
h̄2q2

3πm2w2

∫
S

| < ukkk,v|ppp.e|ukkk,c > |2 dS

|∇kkk(ϵc − ϵv)|ϵc−ϵv=h̄ω

(3.29)

where the integration runs over the equal-energy-difference surface (ϵc − ϵv = h̄ω)
in kkk space (ϵc stands for ϵc(kkk)). In the usual case where the optical matrix elements
slowly vary with kkk, this equation shows that ϵ′′(ω) peaks when ∇kkk(ϵc − ϵv) = 0
(known as Von Hove singularities) at critical points (CPs) in the BZ that will induce
characteristic features on the absorption spectrum [101]. Thus, the peaks observed
in an absorption spectrum usually allow us to determine interband CPs from the
energy band structure, and vice-versa.

To conclude, the absorption of an electromagnetic wave in a dielectric medium
will depend on:

• the strength of the optical coupling between valence and conduction states,
which can be described by the dimensionless oscillator strength (see eq. 3.24).

• the joint density of states, which is a measure of the number of allowed optical
transitions.

Moreover, only knowledge of ϵ′′(ω) (or ϵ′(ω)) is needed to completely specify the
optical indices (see eqs. 3.15 and 3.26). But, contrary to the evaluation of ϵ′′(ω)
at a frequency ω that requires electronic states of energy difference peaked around
h̄ω (see eqs. 3.25, and 3.28), the states needed to evaluate ϵ′(ω) at any frequency ω
spread over an extensive spectral range (see eqs. 3.26 and 3.27).
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Optical matrix in ETBM [194, 27] The optical matrix of rrr is expressed in the
basis of atomic orbitals |αRRR > with α the atomic orbital located on the atom RRR.
Thus we can write the optical matrix as:

< βRRR′|rrr|αRRR > (3.30)

If we discard the overlapping between orbitals belonging to different atoms, only
remains the intra-atomic matrix element dαβ:

< βRRR′|rrr|αRRR >= (RRRδαβ + dαβ)δRRRR′R′R′ (3.31)

Some authors [31] neglect the intra-atomic matrix element leading to a matrix with
no other fitting parameters. During this thesis we calculate the intra-tomic terms
from free atom orbitals [195, 196]. However, the influence of these terms is usually
weak on ϵ̃.

Concerning the matrix of ppp, the following relation is used [194]:

ppp =
m

h̄
∇kkkHHH(kkk) (3.32)

where HHH(kkk) is the Hamiltonian in the momentum representation.

3.3 Lead sulfide

Bulk We have shown that the energy-band structure of semiconductors plays a
fundamental role in determining their optical constants. Specifically, the dielectric
function ϵ̃(ω) of a semiconductor can be obtained from its band structure, as shown
in equation 3.29. The BZ and band structure of bulk PbS are given in Chapter 2.

In Figure 3.1a, we have plotted ϵ′′(ω) calculated using ETBM between 0 and
15 eV, highlighting seven significant features. According to an EPM band-structure
calculation [41], these peaks correspond to different CPs. For example, the E0 peak is
associated with a CP at L points of the BZ, while the E1 transition involves two CPs
at Σ and L. The E2 peak is characterized by a mixture of CPs at Σ and ∆ points,
represented by the E3 peak. Finally, transitions near Γ andX points were attributed
to the E4, E5, and E6 peaks. Figure 3.2 presents a comparison of ϵ(ω)′ and
ϵ(ω)′′ obtained from ETPM, EPM [41], and experimental measurements [42]. The
results indicate that ETBM, and to a lesser extent EPM calculations, underestimate
ϵ(ω)′′ at the E1 and E2 transitions when compared to the experimental data. It is

worth noting that the real part of ˜ϵ(ω) is related to the imaginary part through
the Kramers-Kronig relation (eq. 3.26). Thus, any error in ϵ′′(ω′) impacts ϵ′(ω),
especially when ω′ is close to ω, and explain the underestimation of ϵ′ at low energy.

The discrepancy between the ETBM calculations and the experimental results
could be attributed to several factors. While the ETBM electronic-band structure
accurately describes the CPs, the higher energy bands-position, and anisotropy may
not match reality. Additionally, ETBM does not describe the excitonic effects ex-
cept indirectly through its parametrization, which are particularly significant for
transitions involving a high joint density of states. However, an overestimation of
the experimental data cannot be ruled out, as doping is common in narrow bandgap
semiconductors [197]. Moreover, taking a look at the related fundamental optical
indices (absorption coefficient α, the reflectivity R, the refractive index n, and the
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(a)

(b)

Figure 3.1: ETBM calculations of the (a) imaginary part, and (b) real part of the
complex dielectric function of bulk PbS.

extinction coefficient k) in Figure 3.3, we can acknowledge that the underestimation
is not as important as we would first think. Indeed, the deviation from the exper-
imental measurements at the transition E2 (point with the most discrepancy) for
α, R, n, and k is respectively of 10%, 11%, 20%, and 16% which is not far from
the experimental accuracy (∼ 10% [42]). Besides, the spectrometric ellipsometry

method used by Adachi et al. [198] is an indirect method to obtain ˜ϵ(ω), thus prop-

agation of uncertainty could lead to errors on ˜ϵ(ω) which might echos on the other
optical constants. As an example, we can relate the standard deviation of ϵ′′ to the
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Figure 3.2: (left panel) imaginary part and (right panel) real part of the complex
dielectric function calculated by ETBM in black solid line, by EPM in purple dashed
line (Kohn et al. [41]), and measured experimentally in purple dotted line (compiled
from different authors and gathered in the optical handbook of Sadao Adachi [42]).

Figure 3.3: (upper left panel) absorption coefficient, (upper right panel) reflectivity,
(bottom left panel) extinction coefficient, and (bottom right panel) refractive index
measured experimentally in purple dotted line (compiled from different authors and
gathered in the optical handbook of Sadao Adachi [42]), and transformed by the
appropriate relations from the complex dielectric function calculated by ETBM in
black solid line.

standard deviation of n and k by:

δϵ′′

ϵ′′
=

δn

n
+

δk

k
(3.33)
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Thus the experimental error on ϵ′′ is the sum of the error on k and n which is
consistent with the deviation between theory and experiment being 31%, 16% and
20% for ϵ′′, k and n, respectively.

Figure 3.4: (upper panel) imaginary part and (lower panel) real part of the complex
dielectric function calculated by ETBM for bulk PbS (dashed purple line) and for a
spherical PbS NC of 4 nm diameter (black solid line).

Nanocrystals Figure 3.4 gives ϵ′′(ω) and ϵ′(ω) calculated by ETBM for a spher-
ical NC of 4 nm in size compared to the bulk counterpart. The calculation for the
NC employs eq. 3.22 with a broadening σ of 50 meV. The discretization of the elec-
tronic structure by the confinement translates into the optical absorption spectrum.
Indeed, the first absorption peak is blue-shifted by the gap opening, and in the
low energy spectrum (< 2 eV) we can resolve several absorption peaks for the NC
when only one is visible for the bulk. Thus, the confinement concentrates the bulk
oscillator strength into discrete lines [27]. Figure 3.5 highlights the low absorption
spectrum of ϵ′′(ω), and gives the oscillator strength (vertical lines under the peaks)
corresponding to different transitions. We calculated each oscillator strength with
eq. 3.36 multiplying by 5 to be apparent on the spectrum. This reveals that each
peak includes several transitions with different oscillator strengths. In the envelope
function approximation, the optical matrix elements of the interband transitions
reduce to [27, 199]:

< ϕv|ϕb >< uv|rrr|ub > (3.34)

where ϕv and ϕb are the envelope functions. Thus, the transitions will only occur for
non-orthogonal envelope functions i.e. n′S−nS, n′P −nP , n′D−nD etc. This has
been confirmed in different works, and recently by Poddubny et al. [31] on PbS NCs.
In line with their results, we give in Figure 3.5 the electronic states of the NC around
the bandgap, and we use the same notations to label the electronic states according
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Figure 3.5: Imaginary part of the complex dielectric function for a PbS spherical-
like NC of 4 nm. The vertical lines under the peaks correspond to the calculated
oscillator strength (multiplying by a factor of 5) for each transition between the
valence and conduction band. The panel corresponds to the corresponding electronic
structure around the bandgap.

to the angular momentum of the corresponding envelope function. The bulk PbS
bandgap is fourfold degenerated at the L points of the BZ and eightfold including
spin. As seen in the previous Chapter, four valleys are formed at the L points
associated with transverse and longitudinal effective masses. By confinement, this
degeneracy might be lifted by intervalley coupling and due to the anisotropy of the
valleys. In the electronic structure panel, the blue, red, green, and purple horizontal
lines correspond to eight S, eight PL (longitudinal P states), sixteen PT (transversal
P states) and forty D states in the valence and the conduction band. Thus, the
anisotropy of effective masses lifts the 24 degenerated P states into 8 longitudinal
and 16 transverse states. On the other hand, the lift of the degeneracy due to
intervalley coupling can not be resolved at the scale of the figure. We can see that
only the transitions between states with the same orbital momentum (e.g. S − S)
present strong oscillator strength and appear as peaks in the optical absorption
spectrum.

Figure 3.6 compares the absorption spectra calculated by ETBM and measured
experimentally in dilute systems (colloidal solution) by Weidman et al. [32]. The
latter shows high-monodisperse NCs with a size dispersion of 3.3 %. Therefore, we
used the same dispersity to calculate the absorption spectra. We adjusted the ETBM
NC size to coincide with the first experimental excitonic peak. The accordance
between ETBM and the experimental data is remarkable. It is worth noticing that
the second peak is well given by ETBM calculations, which was not observed for
PbSe [28]. This is a witness of the quality of the ETBM parameters, and the validity
of transferability from bulk to NCs. As discussed earlier, the second peak originates
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Figure 3.6: Absorption spectra obtained by ETBM calculations (blue solid line),
and measured experimentally by Weidman et al. [32] (orange solid line). For each
panel the size is given in legend. The first absorption peak is normalized.

from the P-states whose degeneracy is lifted by the anisotropy of effective masses.
Regarding, the NCs size, we observe an overall difference of 1 nm between ETBM and
experimental measurements. These theoretical results support the likely formation
of a PbCl2 shell deduced experimentally by the use of a high Pb:S precursor ratio
[33, 117, 200] (see Chapter 2).

We also calculated the complex refractive index (ñ = n + ik, see eq. 3.15) for
different NC sizes, as shown in Figures 3.7a, and 3.7d. It shows that, when the
NC size decreases, the first absorption peak is blue-shifted, while for the real part,
the optical dielectric constant (ϵ∞) is reduced. It is good to note that at 0 eV,
ϵ∞ = n2

∞. At first thought, we could be tempted to attribute the reduction of
ϵ∞ to the quantum confinement [201, 202] which increases the denominator energy
difference of eq. 3.27, and therefore lowers ϵ∞ for decreasing size. However, this is
an error unveiled by previous works on Si and InAs NCs [203]. It is in fact a surface
effect that we will discuss in the following section 3.4. We also plot in Figures 3.7b,
and 3.7e the complex refractive index for different NC sizes deduced for experiments
following the procedure in [43]. Briefly, they combined Maxwell-Garnett model
with colloidal absorption measurements to extract the complex optical index. As
expected from the previous discussion, the theoretical calculation gives lower values
(for the same NC size) at the absorption peak of around 2.5 eV (see Figure 3.7c) and
at low energy for the refractive index (see Figure 3.7f). However, in line with the
bulk discussion, the experimental results use an indirect method that is not without

61



3.4. MERCURY TELLURIDE

Figure 3.7: Refractive index (n) and extinction (k) calculated by (a,b) ETBM and
extracted from (b,e) experimental measurements of Moreels et al. [43]. Comparison
of ETBM calculations to the extracted experimental measurements [43] (c) for the
extinction coefficient at 2.5 eV, and (f) for the refractive index at 0 eV.

uncertainty, and even if variation can be observed for NCs of equivalent sizes, the
compliance with the theoretical work is satisfying considering the different levels of
approximations used.

3.4 Mercury telluride

The main results of this section have been published in [40].

From bulk to nanocrystals The semi-metallic behavior of bulk HgTe is apparent
in its interaction with light. A visible consequence of the zero value for the bulk
bandgap energy is the divergence of the calculated optical dielectric constant ϵ∞ (see
Figure 3.8). Therefore, the optical dielectric constant is usually evaluated at 0.1 eV,
giving a value around 14 [204, 45, 205, 206]. The bulk ETBM complex dielectric
is in good accordance with the experimental measurements over all the available
energy ranges. The peaks attribution on ϵ′′(ω) spectra has been done by Chadi et
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Figure 3.8: (left panel) imaginary part, and (right panel) real part of the complex
dielectric function of bulk HgTe calculated by ETBM in black solid line, by EPM
in purple dashed line (Chadi et al. [44]), and measured experimentally in purple
dotted line (compiled from different authors and gathered in the optical handbook
of Sadao Adachi [42]) and orange dotted line by Szuszkiewicz et al. [45].

al. [44] thanks to EPM calculations. The first peak appears at 0 eV, feature of zero
bandgaps inverted band structure, and originates from the Γ8-Γ8 transitions between
the heavy-hole valence band and the light-electron conduction band. However, the
quantum confinement induces the emergence of a bandgap, which, in the case of
NCs, allows to cover an extensive range of energy [69], from the visible [183], to
terahertz [207, 81].

In Figure 3.9a, we present ϵ′′(ω) calculated by ETBM for a series of NCs. Their
size ranges from 2 to 6 nm, and the first excitonic peak spreads from 0.45 (=2750 nm)
to 1.84 eV (=670 nm). We note an important variation of ϵ′(ω) (see Figure 3.9b),
especially for ϵ∞ that almost increases linearly with the diameter (see Figure 3.9c).
Moreover, a particularly striking result is the strong reduction of ϵ∞ from bulk to NC,
and even for the largest NC ∼ 6nm, we still predict a 35% decrease in comparison to
bulk HgTe. As briefly discussed in the previous section ??, the reduction of ϵ∞ with
decreasing size is not due to the opening of the gap due to quantum confinement.
One effective approach to illustrate this is to calculate the bare polarizability, χ0

ij(ω)
(also named susceptibility), between two neighboring atoms i and j, located at the
NC core. We define the bare polarizability χ0

ij(ω) as the variation in electronic
charge on atom i in response to a potential variation on atom j [27, 208]. In Figure
3.9d, χ0

12(ω → 0) and χ0
11(ω → 0), give the bare polarizability values between two

neighboring atoms, labeled as 1 and 2, respectively, and located at the center of a
CdTe or HgTe NC. Remarkably, the two polarizabilities remain constant, regardless
of the NC size, for both CdTe, which is a large gap material, and HgTe, which is
semi-metallic in bulk, despite HgTe NCs exhibiting a gap variation of almost four
times. This result confirms that ϵ∞ is not affected by quantum confinement. It is
actually true not only for ϵ∞, but also for ϵ′(ω) with ω << Eg/h̄. The reason is that,
similar to Si or InAs NCs [203], the quantum confinement preserves the barycenter
of the valence and conduction bands, which renders χ0

ij(ω) independent of the NC
size (as shown in Figure 3.9d). In fact, the size variation of ϵ∞ results purely from
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Figure 3.9: (a) Imaginary part ϵ′′(ω) of the complex dielectric function calculated
for NCs of different sizes (colored solid lines), and compared to ϵ′′(ω) calculated for
bulk HgTe (black solid line). The values in parenthesis in the legend correspond
to the peak position in energy. (b) Same for the real parts ϵ′(ω). (c) The optical
dielectric constant for different NC sizes. The black vertical line represents the bulk
value. (d) χ0

12(ω → 0) and χ0
11(ω → 0) susceptibilities (solid lines) and energy gap

(dashed lines) versus diameter for CdTe (in blue) and HgTe (in red) NCs.

surface effects which are not described by χ0
ij(ω) inside the NC. Indeed, the broken

bonds at the surface lead to rapid spatial variations in charge, which diminish the
screening ability in the vicinity of the surface [203].

Although surface effects can contribute to differences in optical dielectric con-
stant between bulk HgTe and NCs, they cannot fully explain the significant vari-
ation of ∼ 35% with the largest NCs. In particular, when the energy of the light
approaches the bandgap energy, ϵ′(ω) exhibits a peak that gradually shifts to zero as
the size of the NCs increases, and in the bulk limit, this peak diverges. We unveiled
in Chapter 2, that this transition occurs for an NC of 26 nm and this transition is of
topological nature. Because of the limitations in the size of NCs that can be studied
through numerical simulations, we investigated in Figure 3.10 this physic with artifi-
cial bulk material. To create the artificial material, the band order of bulk HgTe was
restored to a normal configuration by artificially shifting the on-site energy on the s
orbital of the Hg orbital. This results in the opening of a gap as in NCs, and allows
us to study the effect of the electronic structure on the complex dielectric constant
without considering surface effects. It appears in Figure 3.10 that a tiny gap open-
ing of 0.039 eV removes the divergence of ϵ′(ω) at 0 eV, which is a characteristic
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Figure 3.10: (a) Imaginary part of the complex dielectric function calculated for a
NC of 6.1 nm diameter (red solid lines), compared to bulk HgTe (black solid line),
and to a bulk material in which a gap is opened artificially by changing ETBM
parameter Es(c) [36] (dashed lines). The values in parenthesis in the legend corre-
spond to the peak position in energy. (b) Same for the real parts.

of a metallic behavior, and reduces it at higher energy. In addition, increasing the
gap to 0.13 and 0.2 eV brings us closer to the situation of NCs, although important
differences remain. The artificial increase of the bulk bandgap results in a strong
variation of ϵ′(ω) at low energy values where the Γ8 and Γ6 band states are the main
contributors. Since bulk HgTe and HgTe NCs smaller than 26 nm in diameter are on
opposite sides of a boundary in terms of the electronic structure, we conclude that
the topological transition affects ϵ′(ω) when going from bulk to NCs, even though
we cannot precisely determine its contribution near the crossing point.

It is worth noting that the ϵ′(ω) of NCs has a limited spectral dependence over
a broad energy range, which is of special interest for device simulations. Therefore,
it is reasonable to approximate ϵ′(ω) by a constant value determined away from
resonance when simulating the electromagnetic behavior of NC layers. However, the
imaginary part, ϵ′′(ω), exhibits fine structure features that are crucial, especially at
low photon energy. Hence, in the subsequent paragraph, we will derive an analytical
equation for ϵ′′(ω) at low photon energy.

Analytical form of ϵ′′(ω) at low photon energies To derive an analytical
equation for ϵ′′(ω) for each absorption peak (i) at low energy, we simply assume an
inhomogeneous broadening by transforming the delta distribution of eq. 3.25 by a
Gaussian function:

ϵ′′(ω) =
πq2h̄f̄i(d)

2m0ϵ0Ω(d)ωi(d)

1√
2πσ(d)

e
− (h̄ω−h̄ωi(d))

2

2σ2(d) (3.35)

where f̄i(d) corresponds to the total oscillator strength of all transitions contributing
to a peak at energy h̄ωi(d):

f̄i(d) =
2m0ωi(d)

h̄

∑
i,j

| < i|r.er.er.e|j > |2 (3.36)
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Figure 3.11: (a) Evolution of the oscillator strengths (solid line) and the imaginary
part of the complex dielectric function (dashed line) with the NC diameter. (b)
Evolution of the first (orange solid line) and second (blue solid line) excitonic peak
with the NC size calculated by ETBM and compared to experimental measurements
of Zhang et al. [39] and Hudson et al. [38].

Finally, we can express σ(d) and h̄ωi(d) in eV, and d the NC diameter in nm to give:

ϵ′′(ω) =
1.65f̄i(d)

d3h̄ωi(d)σ(d)
e
− (h̄ω−h̄ωi(d))

2

2σ2(d) (3.37)

To exploit this equation, we computed in Figure 3.11 the total oscillator strength
f̄i(d) and the bandgap energy h̄ωi(d) for the two first absorption peaks (of ϵ′′(ω))
for NC sizes ranging from 4 to 10 nm. The results are represented in Figure 3.12.
The oscillator strength of the second peak is linear in d:

f̄2(d) = 2.34d− 4.55 (3.38)

which is currently found for the lowest excitonic peak in zinc-blende CdSe [209]
or PbS [79] NCs. This is attributed to a roughly constant matrix element of the
electron momentum with size. But, the first peak slightly decreases with the size
as:

f̄1(d) = −0.13d+ 4.13 (3.39)

We impinge this unusual behavior to the peculiar nature of LUMO in HgTe and
HgS NCs [189], whose weight increases towards the surface with increasing NC size
(see Figure 1 and 2 in Supporting Information [210]). Concerning, the bandgap-size
relation for the two first absorption peaks, we found from Figure 3.11b:

h̄ω1(d) =
1.91

d
+

5.46

d2
(3.40)

and:

h̄ω2(d) =
3.08

d
+

3.86

d2
(3.41)

Thus, the only size-dependent function that is unknown in eq. 3.37 is the energy
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Figure 3.12: (top, green solid line) imaginary part of the complex dielectric function
and (bottom, blue vertical lines) corresponding oscillator strengths computed by
ETBM. Purple dashed lines correspond to the sum of the analytical formula (3.35)
for the first (red dashed line) and second peak (orange dashed line). The diameter
of the NCs is indicated above each panel.

broadening σ(d). It is straightforward to obtain it by deriving the size-bandgap
relation of the first absorption peak (eq. 3.40), which gives:

σ(d) = δh̄ω = |(−1.91

d
+

2 ∗ 5.46
d2

)
δd

d
| (3.42)

where δd
d

is the size dispersity that we fixed at 10%, value usually given for HgTe
colloidal NCs [38]. We assume an equivalent broadening energy for the second
absorption peak. Thus, we can input the eqs. 3.39, 3.38, 3.40, 3.41, and 3.42
into the eq. 3.37 to describe the low energy range of ϵ̃′′(ω). Figure 3.12 compares
the analytical results of ϵ′′(ω) to the ETBM calculations. Besides the excellent
accordance, we can note that, as the NC size increases, the first peak becomes
comparatively smaller in intensity than the second peak [39]. This is due to the
evolution of the oscillator strength with size which is constant for the first peak
while increasing linearly for the second.

3.5 Conclusion

Although the complex dielectric function is a crucial parameter, its experimental
determination is difficult and mostly indirect. Thus, for two small band-gap semi-
conductors (PbS and HgTe), we used ETBM to calculate ϵ̃(ω) of the bulk and NC
structures. For bulk PbS, we show an overall good agreement compared to exper-
imental measurements, especially for the refractive index (n) and the extinction
coefficient (k). The origins of discrepancies are discussed. We put in perspective
the experimental errors unveiling how an error can propagate through the different
related optical functions. We emphasize the effect of confinement over the complex
dielectric function by the apparition of discrete peaks. We attribute these peaks
to different electronic transitions following the selection rules. Furthermore, a de-
tailed study of the effect of confinement on HgTe allows us to uncover the effect of
the topological transition over the optical properties, with an important reduction
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of the refractive index. In addition to the impact on ϵ̃, a topological insulator is
known to present a conductivity at the surface protected by symmetry, where charge
carriers would be transported without dissipation [188]. This could have important
applications in electronic and spintronic technologies. Finally, we obtain an accu-
rate analytical formula that characterizes the absorption coefficient, enabling swift
access to the low-energy region of the absorption spectrum and illuminating how it
varies with size. These works improve the knowledge of the properties of isolated
NCs and will be exploited in the following Chapter to simulate the complex optical
index of NC films.
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Chapter 4

Layer of nanocrystals: optical
properties

4.1 Introduction

In the previous Chapters, we focused on the electronic and optical properties of a
single NC. For industrial applications, these synthesized NCs are usually deposited
on a substrate, and a solid layer composed of densely packed NCs is created, forming
the light-absorbing medium. The properties of this solid layer can be significantly
different from a single NC, owing to the interaction of NCs with the organic sur-
rounding media, formed by ligands. We will focus in this Chapter on the study
of the properties of these dense solid layers. In this context, we couple theoretical
calculations with experimental measurements to assess the different parameters of
the NC layers affecting the optical properties.

In section 4.2, we first present spectroscopic ellipsometry, which is a primary
technique to access the optical properties of layers. However, it is an indirect method
that relies on analytical models to fit experimental parameters. We discuss some of
these, especially the Effective Medium Approximations (EMA) that were developed
for heterogeneous layers.

Specifically, we investigate in section 4.3 the effect of the surface chemistry and
NC size on PbS NC layers in the SWIR region [29]. This region of great interest for
active imaging presents a strong water absorption band that enhances the contrast
regarding the visible region [2]. We develop a joint model combining ETBM calcu-
lations to effective medium approximations that not only ease access to the optical
indices of NC layers but unveils fundamental properties such as the density of NCs
in the layer. Then we show that quick access to optical indices is applicable for
device optimization.

In section 4.4, we extend the wavelength region. Following the joint model that
is successful for PbS NCs, we focus on HgTe NCs with a bandgap ranging from 1700
nm to 2220 nm [211]. Herein, we study the effect on the NC shape. We consider
three geometries with sphere, rod, and planar tripod, and reveal that their shape is
of central importance to improving the NC layer optical properties.
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4.2 Determination of the complex dielectric func-

tion in a NC layer

The main experimental technique to determine the complex dielectric function in
a NC layer is spectroscopic ellipsometry (SE). For further details about SE, the
reader can refer to Refs. [212, 46, 213, 214]. In fact, many other properties can be
extracted from this technique such as layer morphology, layer thickness, and surface
roughness. SE is a fast, non-destructive, sensitive but indirect method that measures
the change of the polarization of light upon its reflection. By measuring two angles
(Ψ;∆) associated with this change, SE can provide the complex refractive ratio of
Fresnel reflection coefficients (FRCs):

ρ =
rp
rs

= tanΨei∆ (4.1)

where rp(rs) is the complex FRC for light polarized parallel (perpendicular) to the
plane of incidence. In the case of a single thin layer over a substrate as represented
in Figure 4.1a, two reflecting surfaces are present, and the FRCs for polarizations p
and s are respectively referred to as rj, with j = p, s, and are given by:

rj =
r01j + r12je

−i2β

1 + r01jr12je−i2β
(4.2)

where rmnj are the FRC with mn corresponding to the interface and j denotes either
p the parallel or s perpendicular component of the polarized light (0 ≡ vacuum, 1 ≡
layer, and 2 ≡ substrate or air). These coefficients as well as the β coefficient (see
Refs. [46, 212] for details) are functions of the sample characteristics such as the
film thickness and the complex refractive index of each layer. To obtain the latter

(a) (b) (c) (d)

Figure 4.1: (a) uniform layer on a substrate, (b) inhomogeneous layer on a substrate,
(c) rough film on a substrate, and (d) multiple layers on a substrate. Reproduced
from Ref. [46].

physical properties from the ellipsometric measurements of ∆ and Ψ, an optical stack
model must be used to approximate the sample system (including the substrate, film,
and ambient). Figure 4.1 provides some examples of these models. Once the optical
model is established, the complex refractive ratio (ρ) can be calculated based on the
Fresnel reflection coefficients (FRCs) of the various interfaces:

ρ = tanΨei∆ = ρ(ñ0, ñ1, ...ñi, L0, L1, ...Li, ϕ0, λ) (4.3)

where ñi and Li are the complex refractive index and the thickness of the layer i. λ
is the wavelength of the probing light, while ϕ is the angle of incidence at which the
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light is measured. Therefore, from the eq. 4.3, the measurement of ∆ and ϕ gives
access to only two properties. The other unknowns can be obtained from different
strategies which are often complementary :

• from independent measurements,

• by systematically varying additional experimental variables, one can increase
the number of independent equations,

• dispersion models of the complex refractive index depending on parameters
that are fitted on the measured data (detail below).

The dispersion models [46] are widely used to access the refractive index of unknown
layers. These models must be physically relevant to the optical layer being studied
and consistent with Kramers-Kronig relations. For example, for a non-absorbing
layer in the range of wavelength considered, the Cauchy equation is often a good
option and writes:

n(λ) = A+
B

λ2
+

C

λ4
(4.4)

where A, B, and C are the Cauchy parameters. For more complex layers, oscil-
lator models are more suitable since they can describe optical constants in both
transparent and absorbing regions simultaneously, maintain Kramers–Kronig con-
sistency and require fewer fitting parameters. For instance, the Tauc-Lorentz model
is mainly employed for description near the bandgap while the Gaussian model is
ideal for system with different oscillators, such as NCs.

Other models named effective medium approximations (EMAs) [215, 216, 217,
218, 219] serve to describe layers composed of small particles embedded in a matrix
of a host material, typically NC layers. They allow the description of the effective
properties of the layer such as the effective complex dielectric function in terms of
its constituent. In other words, EMAs enable the replacement of an inhomogeneous
property, e.g. variations of refractive indices, with a homogeneous one that has a
single effective refractive index. For this, it requires that the incident light presents a
wavelength larger than the particle size to make the heterogeneous layer appears as
a homogeneous macroscopic medium. The two most commonly used EMAs are the
Maxwell-Garnett [220] and Bruggeman [221] models. A variety of derivations exist
in the literature, see Ref. [216, 215, 222, 223]. A simple derivation [46] is to start
with the Clausius-Mossotti relation which relates the complex dielectric function ϵ̃
(macroscopic property) to the electronic polarisability α (microscopic property) by:

ϵ̃− 1

ϵ̃+ 2
=

1

3ϵ0
Nα (4.5)

This equation describes a system containing one type of atomic specie with a
concentration N and polarisability α. If we extend this relation to a system of
different species with polarisabilities αj in a host medium of dielectric constant ϵ̃h,
then we find:

ϵ̃− ϵ̃h
ϵ̃+ 2ϵ̃h

=
∑
j

fj
ϵ̃j − ϵ̃h
ϵ̃j + 2ϵ̃h

(4.6)

where fj are the volume fraction of the specie j, also called inclusions. This equation
is named the Maxwell-Garnett equation. It is worth noticing that the parameters
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of the inclusions (ϵ̃j and fj) enter eq. 4.6 symmetrically, contrary to the host one
(ϵ̃h and fh = 1 −

∑
j fj) [216]. Unless we have specific information about the

medium components and if the volume fraction of the host is significantly greater
than that of the inclusions, there is no justification for applying different rules to
them. Therefore, we can let the host dielectric constant ϵ̃h equals the effective one
ϵ̃ which leads to the Bruggeman equation:

0 =
∑
j

fj
ϵ̃j − ϵ̃

ϵ̃j + 2ϵ̃
(4.7)

This equation is symmetric with respect to all inclusions and presents the physical
property that if fj = 1, then ϵ̃ = ϵ̃j and if fj = 0, then ϵ̃ does not depend on ϵ̃j.
Hence, the Bruggeman equation can be used, in principle, for composites with any
volume fraction, without leading to apparent inconsistencies.

4.3 Lead sulfide: size and ligand effects

The results of this section have been published in our following work Ref. [29].
The experimental part, as well as the device simulation, have been performed by
our collaborators, the group of E.Lhuilier at the Institut des NanoSciences de Paris
(INSP). By SE measurements, we provide a methodical exploration of how the
size and surface chemistry of NCs influence the intricate optical index of layers of
PbS NCs. We then combine in sub-section 4.3.2 these experimental outcomes with
simulations based on EMAs incorporating ETBM calculations. EMAs are mainly
used for dilute systems [79, 43, 224, 98, 225, 226, 227, 228] but they have recently
shown great promise for NC thin films [229, 230, 231, 232]. However, to the best of
our knowledge, the integration of electronic structure calculations with EMA models
has not been previously reported. This approach allowed us to obtain valuable
parameters of the NC film, such as the NC volume fraction and the optical index
of the surrounding medium (host) which includes the ligand shell. In sub-section
4.3.3, we incorporated the obtained complex optical indices into electromagnetic
simulations of PbS NC-based diode stacks to investigate their absorption properties.

4.3.1 Synthesis and characterization

Synthesis For this study, following the procedure of Moreels et al [21, 233], a series
of PbS NC was grown with exciton peak from 1000 to 1550 nm corresponding to NC
size ranging from 4.5 to 6.7 nm, see Figure 4.2c. Subsequently, we will denote each
population of PbS NCs according to their respective peak wavelength. For instance,
the population displaying an exciton feature at 1200 nm will be referred to as PbS
1200. The synthesis uses PbCl2 and atomic sulfur as precursors, and the final NCs
are obtained with oleic acid (OA) as ligands stabilizing the colloidal solution. The
NC size is tuned via the time and temperature reaction. Although the shape of the
PbS NCs is known to change with their size (see Chapter 1), we assume a spherical-
like shape for all NCs as shown by the images obtained from transmission electron
microscopy (TEM) in Figures 4.2a and 4.2b. The colloidal NCs have been deposited
under a solid thin layer onto a transparent glass substrate by spin coating. The latter
is a deposition technique that uses centrifugal force to obtain homogeneous layers.
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Figure 4.2: (a) TEM images, and (b) high-resolution TEM of PbS 1550. (c) Ab-
sorption measurements for a series of colloidal PbS NCs with the first exciton peak
wavelength ranging from 1000 to 1550 nm (see Ref. [29]).

In addition, ligand exchange experiments were conducted for three particle sizes to
investigate the impact of surface chemistry on the optical properties, specifically
on PbS 1200, PbS 1370, and PbS 1550. PbS 1200 and PbS 1370 were selected
due to their proximity to the water absorption edge and spectrally located on each
side of the absorption. Regarding PbS 1550, it matches the wavelength using in
telecommunication applications (telecom C-band). Concerning surface chemistry,
each of the three chosen NCs has been passivated by ethanedithiol (EDT) or iodide
ion (NH4I) due to their ability to form respectively p- and n-type layers in the case
of small PbS NCs [234, 235].

SE SE was employed to characterize the PbS NC layers within the 450 to 2000
nm wavelength range. As previously described, the Ψ and ∆ measurements were
fitted to multilayer modeling to determine the dielectric function of the NC layer.
The imaginary part of the dielectric function of the NCs was modeled using a linear
combination of one Tauc-Lorentz oscillator and four Gaussian oscillators. The real
part was calculated using Kramers-Kronig relations. The parameters of the fit were
optimized using a least-square fitting procedure to minimize the difference between
the measured and estimated (Ψ, ∆) values. The unbiased mean-squared error (MSE)
was used for this purpose. We obtained the refractive index (n) and extinction
coefficient (k) for 6 NC samples of different sizes passivated by OA, 3 passivated by
EDT, and 3 by NH4I. However, we present in Figure 4.3 the optical indices (n,k)
for PbS 1200 capped with the three ligands. To give a better understanding of
the various effects on optical properties, we present theoretical calculations in the
following subsection.

4.3.2 ETBM-EMA model

The effect of surface chemistry on the complex refractive index is shown in Figure 4.3.
In order to have a deeper insight into these evolutions, we used the two EMA mod-
els, namely Bruggeman and Maxwell-Garnett approximation, coupled with ETBM
calculations to obtain the complex refractive index of the NC layer and compared
it to SE measurements. Both models (Figure 4.4) give the shape, position, and
magnitude of the peaks in good agreement with SE data. The volume fractions
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Figure 4.3: Effect of surface chemistry on the optical properties. Extinction coef-
ficient (k) and refractive index (n) for PbS 1200 passivated with OA, EDT, and
NH4I. We used Bruggeman approximation (see eq. 4.8) where the fNC is either
fitted (blues solid line) or calculated by the hard-sphere model (orange solid line,
see eq. 4.9). We compared these theoretical calculations with the ellipsometry mea-
surements (green crosses). We represent the host refractive index by a dashed grey
vertical line at the values: 1.7, 1.9, and 2.1 for OA, EDT, and NH4I, respectively.

extracted (details below) from Maxwell-Garnett are higher than those from Brugge-
man. Although the theory is consistent with experimental data, it becomes invalid
(as explained in the previous section) when the concentration of the host material
is comparable to that of the inclusion, such as in the case of NH4I capping.

Figure 4.4: Effect of NC size on the optical properties. Extinction coefficient (k)
and refractive index (n) spectra for PbS 1000, 1100, 1200, 1370, 1450 and 1550
passivated with OA. The SE measurements (green dots), the Bruggeman (blue line)
and the Maxwell-Garnett (red line) approximations are compared. The NC volume
fractions (fNC) obtained in the two EMAs are given.

The Bruggeman formula (see eq. 5.8) relates the effective complex dielectric
function ϵ̃ of a layer with its constituent. In this study, we consider only two in-
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clusions, the NCs (ϵ̃NC , fNC), and the ligands with the void surrounding the NCs,
which we named host (ϵ̃h, 1− fNC). The Bruggeman formula eq. 5.8 becomes:

0 = fNC
ϵ̃NC − ϵ̃

ϵ̃NC + 2ϵ̃
+ (1− fNC)

ϵ̃h − ϵ̃

ϵ̃h + 2ϵ̃
(4.8)

where ϵ̃NC is obtained from ETBM calculations (see Chapter 3), while ϵ̃h, and
fNC are used as fitting parameters to reproduce SE measurements. We assume
that the imaginary part of ϵ′′h equals zero because the ligands are non or weakly
absorbing at the wavelength studied. Furthermore, we consider the real part (ϵ′h =
n2
h) constant over the spectral range since its frequency dependence is assumed to

be weak. Moreover, ϵ′h depends only on the ligands, void, and any residual organics
in a solid-state form. Thus, for each passivation type (OA, EDT, and NH4I), we
evaluated ϵ′h as the overall best value to fit the Bruggeman optical indices to PbS
1200, 1370, and 1550 SE measurements. We obtained nh of 1.7, 1.9, and 2.1 for
OA, EDT, and NH4I passivation type, respectively. The evolution is expected but
seems overestimated in regard to their molecule’s refractive index, e.g. 1.4 for the
OA molecule. However, at the interface between the NC and the ligands, it is known
that electrostatic dipoles form [236, 14] and probably increase the host refractive
index. Moreover, we showed in Chapter 3 that the ETBM calculations tend to
underestimate the refractive index. But, the trends of the results are unaffected as
well as the following conclusions. The remaining unknown parameter in eq. 4.8 is

Figure 4.5: We compare SE measurements (green crosses) with Bruggeman approx-
imation where fNC was either fitted (blue solid line) or calculated with a HSM
(orange solide line, see eq. 4.9). (a,c) Effect on the NC size for OA capping. (b,d)
Effect on the surface chemistry for PbS 1200. (a-b) The average refractive index over
the wavelength range of 750 to 2000 nm. (c) NC volume fraction. (d) Extinction
coefficient (k) at the exciton peak.

the NC volume fraction fNC , which is fitted to experimental data by a least-squares
minimization procedure using the root mean square error as the figure of merit.

As illustrated in Figure 4.3, for equivalent NC size, the NC volume fraction
varies for different passivation types. The values are 17%, 32%, and 42% for OA,
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EDT, and NH4I respectively. This rise is explained by the decreasing ligand length
which increases the packing fraction of the layer. Indeed, Weidman et al. [237] gave
values around 2.6 nm, 1.2 nm, and 0.7 nm for the interparticle spacing between NCs
surrounding by OA, EDT, and NH4I ligands, respectively. It is worth noticing that
these values may vary with the deposition technique.

Furthermore, we show in Figures 4.5c and 4.4 that, at identical surface chemistry,
fNC also increases with increasing NC size. Assuming a hard-sphere model (HSM)
where ligands form a rigid shell surrounding the NCs, we can express the volume
fraction according to the NC radius (rNC) as follows:

fNC = PF
r3NC

(rNC + l)3
(4.9)

where PF is the packing fraction, and l is the ligand length. Thus, from the eq. 4.9,
we can see that fNC is proportional the NC radius rNC . It is worth noticing that
eq. 4.9 also unveils that the decrease of the ligand length increases the VF.

Since the optical indices (n,k) of the NC layer increase with the NC volume
(see Figures 4.3 and 4.5b,d), we just demonstrate two possible tuning strategies of
optical device performances, specifically the ligand length and the NC size. As we
will see in the following Chapter, optimal values of these parameters can be found
maximizing the device performance.

In addition to the fitting procedure, we calculated fNC using eq. 4.9. For this,
we consider the NCs in the layer organized in a random close-packed distribution
corresponding to a PF of 64% [238]. It was a good estimation of the packing for
glassy films of CdSe NCs [239]. As discussed above, the length of the ligands in the
films is taken close to the literature [237], and the NC radius are those calibrated by
ETBM. In accordance with Dement et al., [231], the volume fractions obtained with
the HSM match those fitted from experiments using the Bruggeman model (Figures
4.5 and 4.3). However, we observe a slight underestimation for the HSM, both
with varying surface chemistry (Figure 4.3) and size (Figure 4.5). This observation
is in line with the work of Diroll et al. [240], a picture of hard cores with rigid
organic shells tends to overestimate the denominator term of eq. 4.9, leading to an
underestimation of fNC .

Although the calculated fNC slightly underestimates the fitted one, we use it
to solve the Bruggeman formula. Thus, as illustrated in Figure 4.6, the eq. 4.8
becomes exempt from any variables, i.e. ϵ′h is known from the previous fit and ap-
plied as long as the surface chemistry is unchanged, ϵ̃NC and fNC are calculated
by ETBM, and HSM, respectively. Figure 4.3 reveals that the optical indices using
the Bruggeman equation exempt from free parameters are in good accordance with
experimental measurements over the spectral range. This method offers spectral
features, especially the first excitonic peak but also higher-energy peaks, in reason-
able agreement with experiments. The agreement is also confirmed in Figure 4.5b
with the average refractive index, and Figure 4.5d corresponding to the value of the
extinction coefficient at the first excitonic peak.

In summary of this subsection, we have provided proof that by combining EMA
models and electronic structure calculations, film parameters such as the NC vol-
ume fraction can be estimated. Furthermore, incorporating the analytical HSM and
utilizing known ligand optical indices and length, a parameters-free model (see Fig-
ure 4.6) enables direct calculation of the film optical index. Thereafter, we aim to
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Figure 4.6: Scheme of the calculations in the Bruggeman approximation. We com-
pute the volume fraction fNC via the HSM, and the NC complex dielectric function
˜ϵNC by ETBM. Assuming the host refractive index nh to be similar for equivalent

surface chemistries (OA, EDT, and NH4I), we use nh obtained in Ref. [29].

use this model to reveal the absorption properties of a diode stack used for SWIR
sensing.

4.3.3 Device simulations

Figure 4.7: Absorption spectra within the NC layer for a diode stack composed of
glass/ITO(190 nm)/TiO2(120 nm)/PbS (n-type, with PbS 1200 capped by NH4I),
PbS (p-type, with PbS 1200 capped with EDT)/Au (80 nm).

In Figure 4.7, absorption spectra were simulated by our collaborators for a typical
diode stack [241, 242] made of glass/ITO (190 nm)/TiO2(120 nm)/PbS (n-type, with
PbS 1200 capped by NH4I), PbS (p-type, with PbS 1200 capped with EDT)/Au (80
nm). The electromagnetic simulations were performed using a frequency-domain

77



4.4. MERCURY TELLURIDE: SHAPE EFFECT

modal method known as the Rigorous Coupled Wave Analysis (RCWA), imple-
mented into RETICOLO [243], a code written in MATLAB language. 100 Fourier
orders were chosen for the calculation. Furthermore, we input the complex refractive
index of each layer. For the ITO [236], the TiO2 [241], and the gold [244], we used
the previously reported refractive index. Concerning the NC layer, we first used the
SE data. We have observed that the spectral dependence of the refractive index is
less significant compared to that of the extinction coefficient. This was confirmed in
Figure 4.7, where the absorption spectra remain mostly unaltered when accounting
for the entire spectral dependence or using the average spectral value of n. This ob-
servation has the potential to simplify future measurements, as spectrally resolved
measurements of the refractive index may not be required unless precise simulations
are necessary.

In addition, we have simulated the absorption spectrum of the diode stack using
the (n,k) values obtained directly from the parameter-free Bruggeman equation. It
indicates that coupling ETBM calculations, Bruggeman, and hard-sphere models
can be used for the scaling rule of design.

4.4 Mercury telluride: shape effect

We have shown in the previous section how the size and surface chemistry influence
the optical properties of a NC layer. Hereinafter, we will study the impact of the
shape with HgTe NC layers. The main results of this section have been published
in [40]. The NC synthesis and SE characterization below were performed by the
E.Lhuillier group. HgTe NCs with spherical, rod, and planar tripod shapes present
a bandgap ranging from 1700 nm to 2220 nm. Theoretically, following a methodology
already validated in the case of PbS NCs [29], we calculate the complex optical index
of the NCs from their electronic structure using ETBM, then we inject it into the
Bruggeman formula eq. 4.8 to deduce the complex optical index of a NC layer.

4.4.1 Synthesis and characterization

Synthesis We study HgTe NCs of three different shapes, that is sphere-, rod- and
planar tripod-shaped NCs. Their synthesis follow the same backbone i.e. mercury
halide (HgX2) reacts with the Te complex and trioctylphosphine (TOP:Te) in a
mixture of a coordinating solvent (OLA). The rod- and tripod-shaped NCs use HgCl2
with a reaction time of 3 min. Their difference lies in the reaction temperature
of 58°, and 82° for the latter and for the former, respectively. Concerning the
spherical NCs, HgBr2 is used with a temperature of 110°C and a reaction time of
30 s. The three types of NCs are capped by dodecanethiol (DDT) molecules. To
produce a photoconductive thin film, an ink is made in which the NCs are passivated
by a combination of short thiol (mercaptoethanol) and HgCl2 [245, 246]. Finally,
homogeneous layers between 100 nm and 200 nm thick are obtained by spin-coating
the ink on a glass substrate at 4000 rpm for 30 s.

SE The complex optical index of the films was acquired by SE using a model of
multiple oscillators. As described for PbS NC layers, the model parameters are
fitted to minimize the error between the calculated and measured angles (∆,Φ) at
three incidence angles: 50°, 60°, and 70°.
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4.4.2 ETBM-EMA model

Figure 4.8: TEM images of HgTe NCs with (a) sphere, (b) planar tripod, and (c)
rod shape NCs. (d) NCs model used to compute (e) the bandgap energy of the
NCs according to the cube root of the number of semiconductor atoms, and (f) the
complex dielectric function (solid line for real part; dashed line for imaginary part)
versus photon energy for the three different geometries: sphere (blue), rod (red)
and tripod (orange). We used ETBM for the calculations in (e) and (f). The rod
and tripod shapes present an aspect ratio of 1.26 in (d). In (e) equivalent sphere

diameter = acell
3

√
3Natom

4π
.

ETBM To theoretically investigate the shape effect on the optical properties of
HgTe NC layers, we construct the model NC (used for ETBM calculations) via the
information extracted from TEM images (Figure 4.8a-c) which reveal that the three
samples are made-off sphere-, rod-, and planar tripod-shaped NCs, respectively.

Concerning the rods, the aspect ratio is small (i.e. < 3). Moreover, the ETBM
calculations predict optical indices ˜ϵNC very close to those of spheres (Figure 4.8f).
This similitude would be likely enhanced within the layer with the random orienta-
tion of the rods.

For the tripods [247], we constructed three connected rods lying in the same plane
and making an angle of 120° between them (Figure 4.8d). From the TEM analysis
(Figure 4.8b), we fix the aspect ratio of each cylinder to 1.26. We performed these
measurements on a tripod clearly visible in the TEM observation plane. Although
this ratio is approximately met for other tripods, it is difficult to guarantee that it is
the precise average value for all NCs of the layer. However, as illustrated in Figure
4.8f, the shape has a weak influence on ˜ϵNC , especially at high energy (> 1.5 eV).

79



4.4. MERCURY TELLURIDE: SHAPE EFFECT

Sphere Tripod Rod
Exp. first excitonic peak (nm) 2000 2200 1700

Number of atoms (in ETBM) 3742 3869 1433

Volume fraction fNC 53%(41%*) 39% 46%

Host refractive index (
√
ϵh) 1.94(1.92) 1.74 1.84

Table 4.1: Primary characteristics from the three studied HgTe NC samples. The
excitonic peak is extracted from the SE spectra (k in Figure 4.9). We indicate the
number of atoms in the NCs used for ETBM calculations (see Figure 4.8d). We
obtained the volume fraction and host refractive index by fitting the film optical
indices (see eq. 4.8) in order to reproduce measured data on Figure 4.9.

To compute ˜ϵNC , for the three samples, we fixed the broadening energy at 50
meV, which corresponds to 8.5% of size dispersity for the spherical NCs. Even if
size and shape distributions are not known, it is a typical dispersity value for HgTe
NC synthesis [39].

Concerning the NC size, we use the sizing curve of Figure 4.8d in order to
have the theoretical bandgap in agreement with the experimental value (Table 4.1).
However, as shown in the previous Chapter, when the NC size increase the second
peak becomes dominant over the first peak, and depending on the broadening the
two peaks can finally merge. This effect appears with the SE data of the spherical
NCs. Therefore, for this sample, we calibrated the size of the NCs in order to have
the second ETBM transition energy in agreement with the experimental value.

Figure 4.9: Extinction coefficient (k), and refractive index (n) of HgTe NC layers
presenting (a) spherical, (b) tripod, and (c) rod shape. We compare theoretical
calculations (full orange lines) combining ETBM and Bruggeman model with SE
measurements (green crosses). The grey dashed line gives the host refractive index
nh.

EMA In line with our work on PbS NC layers (see previous section), we solved
the effective permittivity ϵ̃ of HgTe NC layers from the Bruggeman formula eq. 4.8
by fitting fNC and ϵh on the experimental data. In this case, the fitting procedure
has been applied to the high energy range, after the first excitonic peaks. In this
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domain of energy, ˜ϵNC is weakly dependent on the shape (Figure 4.8f) and the size
dispersion [21]. Both the real and imaginary parts of the spectra show excellent
agreement between theory and experiment. However, the measured spectra appear
to be less structured than the calculated spectra, which may be due to the presence
of an inhomogeneous distribution in size and shape of the NCs, as suggested by
Rastogi et al. [248].

Figure 4.10: Extinction coefficient (k), and refractive index (n) of HgTe NC lay-
ers. We compare the theoretical indices (orange solid lines) obtained by combining
ETBM calculation with Bruggeman approximation (see eq. 4.8) to ellipsometry
measurements (green crosses). The grey solid line gives the results of the calcula-
tions in which ˜ϵNC is replaced by the bulk value ˜ϵbulk while conserving the set of
parameters extracted with ˜ϵNC (i.e. ϵh =

√
1.94 and fNC = 53%). < n > is the

average of n over the energy range.

The values obtained from the fit are recalled in Table 4.1. The spherical NCs
present the highest volume fraction fNC , corresponding to a value of 53%. This
result, in regard to the hard-sphere model (see eq. 4.9), was expected. Hudson et
al. [38] showed that monodisperse HgTe spheres formed well-ordered superlattices
maximizing their packing density. Thus, combining a large volume of semiconductor
(r3NC) and a high PF, the spherical NCs lead to layers with important NC volume
fraction, hence strong optical activity. Considering a ligand length of 0.5 nm and
a PF of 64%, we can use the HSM to compute fNC . We obtain a value of 41%
underestimating the fitted one. This result is in accordance with what we found
for PbS NC layers. Furthermore, it is interesting to see that the fitted refractive
index of 1.94 for the host medium (ligands, void, and impurities) is close to the one
found for PbS NC layer with the EDT passivation. It is worth noticing because ϵ̃
calculated by ETBM for HgTe was in close agreement with the experimental data
(see previous Chapter). Thus, this high refractive index would more likely originate
from the polarizability of dipoles at the NC-ligand interface.

Regarding the rods, we extract a NC volume fraction 7% smaller than for the
spheres. Two explanations could be evoked. The first and simpler is that the rods
are smaller compared to the spheres counterpart. Another explanation could be due
to a smaller PF. But, even if spherical particles tend to pack more efficiently [249],
since the rods present a low aspect ratio, we expect a weak difference in PF. Still,
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we can observe a smaller host refractive index that could indicate a smaller PF and
a less efficient passivation.

Among the three samples, the tripods present the lower volume fraction. This
likely results from a greater difficulty to form dense layers in the case of complex
shapes. It also corroborates with the drop of nh.

For comparison, we incorporated the bulk permittivity ˜ϵbulk into the Bruggeman
formula using the parameters obtained for the spherical NC sample (ϵh =

√
1.94

and fNC = 53%). However, as shown in Figure 4.10, this led to an overestimation of
the complex optical index, particularly the real part, compared to the experimental
data. This outcome was not surprising given that we had previously observed a
significant reduction in ˜ϵNC relative to ˜ϵbulk. In addition, when we attempt to fit
fNC and ϵh to obtain the best agreement with experimental data while using ˜ϵbulk,
we end up with a much smaller NC volume fraction (fNC =41%).

The results presented here reinforced the interest in combining electronic struc-
ture calculations (like ETBM) with effective medium theories of the Bruggeman-type
[29]. They also confirm the ability of ETBM-EMA calculations to predict the op-
tical properties of semiconductor NCs over a wide energy range. These types of
combined studies give access to the NC volume fraction, an important quantity to
characterize not only because it impacts the quality of the film and the efficiency of
its optical response, but also because its electrical properties are strongly correlated
to the compactness of the film. We have shown that the volume fraction could be
largely tuned by the NC size, ligand length, and NC shape. This can be used to
enhance the carrier mobility by allowing a higher packing density in the layer [250].

4.5 Conclusion

To design efficient devices working in the IR requires an optimized harvesting of the
incident photon. In this context, we conducted a comprehensive study of the effect
of the surface chemistry, shape, and size of the NC layer. For this, we developed a
joint model combining ETBM calculation with Bruggeman approximation, namely
the ETBM-EMA model. To cover the broader wavelength as possible, we have
chosen among the two most compelling NC materials in the SWIR, namely lead and
mercury chalcogenides.

Concerning lead sulfide NCs, we use the ETBM-EMA model with SE measure-
ments to extract essential parameters of NC layers, such as the NC volume fraction
and the refractive index of the host. We show how the size and surface chemistry
impact the NC layer optical properties. Adding another layer of theory with the
hard-sphere model, we are able to calculate the effective complex dielectric function
of a NC layer ϵ̃ without fitting parameters. We use this procedure to inject ϵ̃ into
the electromagnetism simulations of the diode stack and predict photonic device
performance. This theoretical procedure could guide new experimental works and
industrial development.

We applied the same methodology to mercury telluride to study the influence of
the shape on the layer optical properties. Our findings suggest that layers composed
of spherical NCs exhibit the highest density. We estimated the NC volume fraction
at more than 50%, in good accordance with a random assembly of hard spheres
capped with 0.3 nm-long ligands. In contrast, samples containing tripod-shaped
NCs are comparatively less dense and exhibit lower values of both the real part
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(refractive index) and the imaginary part (extinction coefficient) of the refractive
index.

This validated joint model (ETBM-EMA) will be applied to various semiconduc-
tors in the following Chapter. We believe that these insights are of great importance
on the road to designing more efficient optical devices.
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Chapter 5

Optical performances: material
comparison

5.1 Introduction

As discussed in Chapter 2, the advantage of the ETBM over ab initio methods is
the ability to study large systems in a reduced amount of time. Furthermore, we
showed in the previous Chapters that ETBM quite accurately describes electronic
structures, and also optical properties such as the complex dielectric function of PbS
and HgTe NCs. In this Chapter, we extend this study to various semiconductors
materials (PbSe, InAs, InSb, InP, and CdSe) to provide a bottom-up comparison of
the optical properties from a single NC to NC layer until the photodiode stack. The
comparison is performed for the first absorption peak. The method is represented
in Figure 5.1.

Figure 5.1: Scheme of the simulation process described in the Chapter.

In section 5.2, we provide an analytic compact model which is physically-driven
and accurately predicts the optical performances of NCs, as functions of materials,
and NC size. It allows us to construct an abacus of intrinsic parameters, extracted
from ETBM simulation, and describes the variation of the total oscillator strength
(f̄1), peak maximum position (h̄ω1), and NC absorption (ϵ′′NC) versus NC size for
the first excitonic peak.

In section 5.3, we extend the model to solid NC layers, by injecting ϵ′′NC into
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Bruggeman approximation. We study the influence of the different layer parameters
(such as ligand length l and host refractive index ϵh) and unveil optimum values
maximizing the optical performances of the layers.

Finally, in section 5.4, we employ the Transfer Matrix Method (TMM) to com-
pute the performance of photodiode stacks by examining the external quantum
efficiency (EQE).

5.2 Single nanocrystal performances

This Chapter focuses on the optical properties at low energy. Therefore, we used
the Jacobi-Davidson algorithm, which enables partial diagonalization of the Hamil-
tonian [251] to accurately compute electronic states close to the gap and allows the
simulation of large NCs at low simulation cost. Thus, for numerous semiconductors,
we obtain a polynomial equation of h̄ω1 and f̄1 according to the NC size. The results
are recapped in Table 5.1, and are used as inputs into two analytical equations of
ϵ′′NC (which will be described later).

Methods To theoretically obtain h̄ω1 with the NC size, it is usual to extract it
from the electronic structure by h̄ω1 = LUMO − HOMO. However, the experi-
mental value is mainly obtained by taking the photon energy at the maximum of
the first peak. Thus, the theoretical h̄ω1 might deviate from the experimental due
to two main reasons: (i) the difference between optical and electronic bandgap, due
to excitonic effects (which are, as discussed in the previous Chapters, very small in
PbS and HgTe, but can be important in large bandgap materials such as CdSe) and
(ii) the extraction procedure.

Hence, to tackle (i), we took into account the excitonic effect for each of them
using the following formula [27]:

Exc = −Eeh + 2Ese (5.1)

where Eeh is the electron-hole interaction, and Ese is the self-energy. As a NC
usually presents a dielectric mismatch at its interface with the medium (ϵNC − ϵh),
the charges (electron or hole) will form polarization charges at the interface. It is
what the self-interaction accounts for, and writes [27]:

Ese =
q2

4πϵ0dNC

ϵNC − ϵh
ϵNC [ϵNC + ϵh]

(
ϵNC + ϵh

ϵh
+ 0.933− 0.376

ϵh
ϵNC + ϵh

) (5.2)

where dNC corresponds to the NC diameter. We fixed ϵNC to the real part of the
bulk value (see Table 5.1), and ϵh to the permittivity of the hexane (=2), often
used for dispersed PbS NCs in colloidal solution. The electron-hole interaction Eeh

includes a Coulombic term due to direct interaction between the charges and an
interaction term between one of the charges and the polarized charges of the others
[27]:

Eeh = 1.79
q2

2πϵ0ϵNCdNC

+
q2(ϵNC − ϵh)

2πϵ0ϵNCϵhdNC

(5.3)

This formula shows to be in remarkable accordance with ab initio calculations for
PbS [143]. Then we corrected the single particle electronic structure computed by
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ETBM by adding Exc to the conduction band energy, and calculated the absorption
spectra for NC size of 2, 4, 6, and 8 nm (see Figure 5.2, green solid line).

Thus, from these spectra, we extracted the maximum absorption peak position
to tackle (ii), and used it to fit the following model:

h̄ω1(d) = h̄ω1,0 +
h̄ω1,1

d
+

h̄ω1,2

d2
. (5.4)

The obtained parameters h̄ω1,0, h̄ω1,1, and h̄ω1,2 for each of the semiconductor are
given in Table 5.1. Those have been finally used to plot h̄ω1 according to the NC
size (d) in Figure 5.3a.
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Figure 5.2: Presented on two pages. Each panel corresponds to a semiconductor
denoted at the upper left. For each one, we give the imaginary part of the complex
dielectric function with excitonic correction (green solid line), and corresponding
oscillator strengths computed by ETBM (blue vertical lines). The red dashed line
corresponds to the analytical formula eq. 5.6, and the purple dashed line to eq. 5.7
for the first absorption peak. The orange vertical line corresponds to ϵlim (see text
for details). The diameter of the NCs is indicated above each panel.
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Concerning f̄1, we also used the computed absorption spectra (see Figure 5.2).
The latter depends on the size dispersity through the broadening energy σ (see
Chapter 3). Since we want to evaluate the theoretical best optical performances,
we fixed the size dispersity at 5%, which is a state-of-the-art value. We know that
an absorption peak is made of different transition energies ϵi and corresponds to
different oscillator strength fi (see blue vertical lines in Figure 5.2). Thus to obtain
the total oscillator strength f̄1 at the first excitonic peak, we need to select the
transitions of energy ϵi which enter into the sum f̄1 =

∑
i fi. Since we are interested

in the first peak, the energies will spread from 0 eV to a limit value ϵlim. We define
ϵlim as the second inflection point, represented by the orange vertical line in Figure
5.2. This choice enables us to have a consistent approach for extracting f̄1 with
the four NC sizes and for all semiconductors. We used the calculated f̄1 to fit the
following model:

f̄1(d) = f̄1,0 + f̄1,1d (5.5)

Again, the obtained parameters f̄1,0, and f̄1,1 for each of the semiconductors are
given in Table 5.1, and used to plot f̄1 according to the NC size in Figure 5.3b.

ϵbulk h̄ω1 f̄1 ETBM
h̄ω1,0 h̄ω1,1 h̄ω1,2 f̄1,0 f̄1,1 parameters

HgTe 9* 0 1.69 5.27 3.10 -0.04 [36]
InSb 15.7 0.23 3.77 3.01 3.40 0.22 [252]
PbSe 23 0.28 2.39 0.93 -4.9 4.07 [170]
InAs 12.3 0.35 3.95 0.71 1.80 0.82 [169]
PbS 17 0.41 1.89 1.29 -0.2 2.65 [29]
InP 9.6 1.35 2.45 1.52 2.8 0.51 [169]
CdSe 6.2 1.74 0.43 4.24 3.4 0.54 [253]

Table 5.1: Fitted parameters obtained from ETBM calculation for each semicon-
ductor. h̄ω1 variation with the NC size d: h̄ω1,0 + h̄ω1,1/d + h̄ω1,2/d

2, and f̄1 with
the NC size d: f̄0,1 + f̄1,1d. The references of the ETBM parameters are given in
the last column. We also give the bulk permittivity ϵbulk, which replaces ϵ′NC in the
Bruggeman equation .*we choose this value according to the work of Chapter 4.

Finally, we can inject f̄1 and h̄ω1 relations with the NC size into the analytical
equation of ϵ′′NC (see Chapter 3):

ϵ′′NC(ω, d) =
1.65f̄1(d)

d3h̄ω1(d)σ(d)
e
− (h̄ω−h̄ω1(d))

2

2σ2(d) (5.6)

However, we noticed that ϵ′′NC of PbS and PbSe are better described by a Lorentzian
distribution:

ϵ′′NC(ω, d) =
1.31f̄1(d)

d3h̄ω1(d)

[
1

1 + ( h̄ω−h̄ω1(d)
σ

)2

]
(5.7)

We believe that is a consequence of the high degeneracy of L valley and of inter-
valley splittings induced by the confinement in NCs (see Chapter 2). The results
of the eqs. 5.6, and 5.7 are represented in Figure 5.2 by the dashed red and purple
lines, respectively. We can appreciate the good accordance between the first peak
computed analytically and by ETBM. This enables the interpolation of the low
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energy range spectrum for any NC size ranging from 2 to 8 nm. The maximum
of ϵ′′NC(ω) is obtained when h̄ω = h̄ω1 and is plotted as a function of NC size (or
equivalently, the operation wavelength h̄ω1) in Figure 5.3c.

Discussion For this study, we choose to study mainly narrow gap semiconductors
for applications at infrared wavelengths such as PbS, PbSe, HgTe, InSb, and InAs.
The two latter are part of the III-V family and are seen as alternatives for Pb and
Hg replacements due to their known toxicity [7, 254]. InAs (InSb) exhibits a broad-
range photo response from visible to SWIR (see Figure 5.3a). However, In-based
NCs show lower optical performance (see Figures 5.3c) and still suffer from their
high-polydispersity and poor surface passivation [255, 256].

We also choose two semiconductors mainly used in the visible range (Figure
5.3a), namely CdSe and InP. Cd-based NCs enjoy to be one of the most investigated
NCs and are therefore highly optimized in terms of synthesis and passivation [71].
They present high photoluminescence efficiency, and narrow emission linewidths
[257] but Cd is highly toxic [258]. InP of the III-V family is one the prominent
candidate to replace Cd-based NCs [256]. Although the properties of InP are still
insufficient, the development of new synthetic routes has led to enhance optical
properties, which paves the way for their potential use in various applications [75].
At any rate, we can see in Figure 5.3c that InP NCs present similar optical properties
to CdSe but they can reach the NIR (see Figure 5.3a). Figure 5.3c also shows the
formidable optical properties of lead chalcogenide NCs, which among high stability
and earth-abundance, explained why they are widely used in device applications and
are difficult to replace.

5.3 Nanocrystal layer performances

Methods In line with the work in Chapter 4, we use the Bruggeman model to
extend the results from isolated NCs to layers of NCs. We remind below the Brugge-
man formula for convenience:

0 = fNC
ϵ̃NC − ϵ̃

ϵ̃NC + 2ϵ̃
+ (1− fNC)

ϵ̃h − ϵ̃

ϵ̃h + 2ϵ̃
(5.8)

We assume a HSM where the NCs are capped by a rigid shell representing the
ligands, which allows us to compute the NC volume fraction as :

fNC = PF
r3NC

(rNC + l)3
(5.9)

where we assumed the NCs organized in a random close-packed distribution, which
gives a packing fraction (PF) of 64% (for more details see Chapter 4). The as-
sumption has shown good results [29] and is all the more valid as the ligand length
is short. The imaginary part of ˜ϵNC is extracted from the previous section while
the real part is taken equal to the bulk one, except for HgTe for reasons detailed in
Chapter 4 (see Table 5.1). Finally, since the ligands do not absorb at the wavelength
studied, only nh =

√
ϵ′h is considered and fixed at 1.9, which corresponds to a mean

value for EDT passivation according to the results of Chapter 4.
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Figure 5.3: Analytical model with parameters from Table 5.1 (solid line) and ETBM
calculation (symbols) for (a) h̄ω1, (b) f̄1, and (c) ϵ′′NC(ω1) of the first excitonic peak
according to the NC size. The analytical model of ϵ′′NC(ω1) for PbS and PbSe is
calculated by the eq. 5.7, while we used eq. 5.6 for the other semiconductors. The
operation wavelength corresponds to the wavelength of the first excitonic peak (h̄ω
= h̄ω1 in eq. 5.6).
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Figure 5.4: Bruggeman calculations of the (a) refractive index, (b) extinction coef-
ficient, and (c) absorption coefficient of a NC layer. The host parameters are based
on EDT-type found in Chapter 4, with a refractive index of 1.9, and a ligand length
of 0.5 nm. To compute the NC volume fraction, we used a packing fraction of 64%,
and a hard-sphere model (see Chapter 4). In Figures (b) and (c), the NC size max-
imizing the corresponding optical property are denoted.
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Discussion Figures 5.4a,b, and c give the optical properties for a NC layer with
0.5 nm ligand length and a host refractive index of 1.9 (EDT-like). Although the
intrinsic optical properties of InP and CdSe are close (see Figure 5.3), the latter
seems to dominate the former in a NC layer (Figures 5.4b, and c). This is explained
by the lower dielectric constant of bulk CdSe (6.2) compared to InP (9.6) which
induces a stronger electric field into the NCs (see Table 5.1). Indeed, we can define
the local field factor F such as the ratio between the external field EoutEoutEout and the
resulting local field EinEinEin [27, 98]. If we assume a single NC in the host medium, the
local field factor reads:

F =
3ϵ̃h

˜ϵNC(ω) + 2ϵ̃h
(5.10)

As a result, the dielectric screening will reduce the local field inside a NC affecting
the optical properties. In fact, in a very dilute system (fNC << 1), ϵ′′ of the
composite system can be approximated from the Maxwell-Garnett formula as:

ϵ′′ = fNC |F |2ϵ′′NC (5.11)

Eq. 5.11 reveals that ϵ′′ is not only proportional to the NC optical properties ϵ′′NC but
also to the NC volume fraction fNC and to the local field factor F . In the case where
ϵ′NC > ϵ′h (which is safe to assume), then the local field factor (F < 1, see eq. 5.10)
will attenuate the absorption of the composite system. Moreover, F decreases with
increasing ϵ′NC , which explains that even if ϵ′′NC is similar for InP and CdSe, since
ϵ′InP,bulk > ϵ′CdSe,bulk, then NC layer presents better optical performances for CdSe
than InP (see eq. 5.11). On the other hand, eq. 5.10 shows that F increases with
the permittivity of the host (ligand), thus it could be used as a tuning parameter to
boost the optical performance.

Remarkably, the absorption coefficient α of CdSe reaches and even outperforms
those of lead chalcogenides, which is not observed for the extinction coefficient k
(see Figures 5.4b, and c). This can be understood from two related facts:

• α is inversely proportional to the wavelength λ.

• CdSe operates in UV-Visible while PbS(e) in IR.

Another striking feature in Figure 5.4c is the presence of a maximum reached for
a given NC size. In fact, the latter impacts the NC volume fraction as fNC ∝ dNC ,
and the intrinsic optical performances as ϵ′′NC ∝ 1/dNC . Thus, an optimum NC size
exists boosting the film absorption. The maxima are reached for different NC sizes
according to the semiconductors. This is related to their ϵ′′NC-NC size relationship
(see Figure 5.3c). As an example, ϵ′′NC,CdSe decreases faster with dNC than for lead
chalcogenides (see Figure 5.2), which for the latter, shifts the optimum at greater
sizes.

Furthermore, this analytical model allows us to study the influence of the ligand
length l on the optical properties (shown in Figure 5.5 for PbS NCs). The ligand
length impacts the NC volume fraction. Indeed, shorter ligands lead to denser layers
with improved absorption properties. For each ligand length, we extracted the opti-
mal NC size corresponding to the size maximizing the absorption coefficient (dashed
black line in Figure 5.11c). Thus, we can draw for the different semiconductors the
optimal NC size according to the ligand length, shown in Figure 5.6a. This result
indicates that if we are constrained by the ligand chemistry, specifically the ligand
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length, which NC size will optimize the absorption performances. We also denote
the NC volume fraction, which increases with the NC size and with decreasing ligand
length.

For each set of parameters from Figure 5.6a (ligand length, NC size), we extracted
the value of the absorption coefficient at the maximum of the first excitonic peak.
This actually corresponds to the maximum theoretical absorption coefficient, which
we draw according to the NC size or the operation wavelength in Figures 5.6b, and c.
We found that for equivalent NC diameter, CdSe NC layer presents equivalent optical
performances that lead chalcogenides, and outperformed the other semiconductors.
This report while being not good environmental news where the best absorbing
semiconductors are also the most toxic, gives understanding and directions for future
development. It will be also valuable to evaluate them integrating in electronic
device.
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Figure 5.5: Effect of ligands on the (a) refractive index, (b) extinction coefficient,
and (c) absorption coefficient of PbS NC layers. The ligand length is decreasing
from 2 (red line) to 0.1 nm (blue line) [0.1, 0.34, 0.56, 0.81, 1.05, 1.29, 1.53 1.76,
2.], while the refractive index is set at 1.9. The black dashed line corresponds to the
NC size maximizing the absorption coefficient for a given ligand length.
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Figure 5.6: (a) NC size maximizing the absorption coefficient (named optimal NC
diameter) for different ligand lengths (see Figure 5.5. The NC volume fractions
calculated by the HSM are denoted. Maximal absorption coefficient according to
(b) the optimal NC diameter and (c) the operation wavelength.
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5.4 Photodiode performances

In the preceding section, we compared the theoretical optical performances of dif-
ferent semiconductors in the form of a NC layer. Concerning the small gap semi-
conductors, the lead chalcogenides outperformed the In-based NC layer in terms
of optical absorption. Herein, we assess the theoretical performances of InAs and
PbS when integrated into a simple stack of vertical photodiodes. As a figure of
merit, we calculated the external quantum efficiency (EQE) via the transfer matrix
method (TMM). The TMM is a well-known method to compute electromagnetic
fields within a 1D stack, through the resolution of a matrix system describing the
fields at the stack interfaces [259].

Figure 5.7: Illustration of a photodiode stack described in the text.

Methods The EQE is defined as the ratio of the number of charge carriers col-
lected to the total number of incidents photons, within the active layer of the device,
in our case the NC layer. The simulated diode stack is made of SiON/Microlens/
Anti-reflective coating / NC layer / Cu (see Figure 5.7 for illustration). We use
TMM to extract the optical properties of the photodiode such as the light absorp-
tion. As inputs, it requires the complex optical indices of each layer. For SiON,
microlens, anti-reflective coating, and Cu, we used reported indices. Regarding the
NC layer, we took those obtained in the previous section. The structure of the diode
was unchanged regardless of the type of semiconductor. This is a practical choice
that allows direct comparison but can differ from realistic constraints ( e.g. chemical
compatibility or non-optimum band alignment). Figures 5.8a, and 5.8b depict the
EQE maps of PbS and InAs NCs, respectively. The thickness of the NC layer was
varied at different wavelengths, and the size of the NCs was adjusted to obtain their
excitonic peak position at the incident light wavelengths.

Discussion The Figures 5.8a, and b reveal that the EQE increases with the thick-
ness of the NC layer, which is expected because of the increasing absorbing materials.

The device optical system can also be optimized. Indeed, when the thickness
of the NC layer is equal to an integer multiple of half of the wavelength of the
incident light, a Fabry-Perot resonance effect occurs enhancing the absorption. This
phenomenon is observed in Figure 5.8 with a series of resonances.

Finally, we present in Figure 5.9 the optical performances related to the excitonic
peak. We simulated photodiodes without anti-reflective coating on top, with a 300
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(a)

(b)

Figure 5.8: EQE maps assuming 5% size dispersion and ligand of length of 0.5 nm
for (a) PbS, and (b) InAs NC layer.

nm NC layer thickness, NC polydispersity of 5%, and a ligand length of 0.5 nm.
We adjusted the NC size to have the excitonic peaks at 940, 1130, and 1380 nm,
corresponding to a spectral region with reduced solar background. This allows the
development of electronic devices for active imaging. Specifically, we can see in
Figure 5.9 that the EQE reaches values above 60% with a sharp transition, which
enables a good rejection ratio of solar background. These results highlight the
benefits of using photodiodes made of NC layers for active light systems in infrared
applications.
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Figure 5.9: Performances of photodiodes at the excitonic peak wavelength, with a
NC layer thickness of 300 nm for 5% size dispersion and 0.5 nm ligand length (solid
red line: PbS, orange: InAs, and blue: HgTe). The solar background is represented
in blue.

5.5 Conclusion

In this Chapter, we presented a methodology to predict the optical performances of
NC-based photodiodes. We apply it for various semiconductors presenting applica-
tions from UV to IR: CdSe, InP, PbS, InAs, PbSe, InSb, and HgTe.

First, we studied the optical performance of isolated NCs. We have shown that
lead chalcogenides dominate their In-based counterparts in terms of optical prop-
erties. Concerning visible applications, the benchmark CdSe NCs present a similar
absorption coefficient to their potential substitute, namely InP. However, under a
NC layer, CdSe NCs show stronger optical properties than InP. We reveal that this
is a result of the lower refractive index of CdSe. We also investigate the role of dif-
ferent material parameters such as NC size, and ligand length over the performance
of NC layer. Finally, we evaluate the NCs-based photodiode performances in terms
of EQE, highlighting the interest in NCs for active imaging applications.

This model offers a valuable tool to predict technological advancements, which
can be used in standard imaging applications such as hyperspectral imaging devices,
among other applications. It is worth noticing, that this model has already been
used for performance prediction on devices produced at STMicroelectronics and
matches the expected values.
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Chapter 6

Work function for device
application

6.1 Introduction

Changing the identity of the chemical binding group and dipole moment of the
ligand surrounding the NCs modifies the band edge energies in a NC layer [260, 144,
261, 236, 241, 262, 14, 53]. Thus, it opened the possibility of manipulation of bands
in a NC layer but also band-alignement engineering at junctions or at the interface
with electrodes. During the last decade, this enabled to strongly increase NC-based
device performances, whether for LEDs [263, 264, 265], solar cells [266, 244, 24],
or photodetectors [267, 268], by optimizing the charge transport into the NC layer
and charge extraction by the contacts. Despite the tremendous work performed
by researchers, numerous controversies and questions remain. Ligand effects are
often decomposed into two contributions [52]: the intrinsic dipole of the ligand,
and the induced dipole at the ligand/NC interface. Some authors attributed the
induced dipole as the determining entity for the band-edge shift while they found
no correlation with the intrinsic dipole [260, 144, 261]. However, more recent studies
unveil a major contribution from the intrinsic dipole [269, 236, 14, 53]. The effect
of the ligands on the bandgap is also controversial. Some authors found no effect
[236, 260] whereas others show variation due to electronic delocalization [14], mixing
orbitals between ligands and NCs [270], solvatochromicity [143], NC-NC interactions
[271], or Stark effect [144]. Other effects on the work function are debated, such
as the binding schemes of bidentate ligands, the effect of hybrid passivation, the
self-ligand interaction, etc [53].

These questions are arduous to address due to the difficulty of modeling the NC
with the surrounding ligands by ab initio methods in reason of the numerical cost.
In this context, we will discuss the ongoing project to develop a model using ETBM
and DFT calculations to evaluate the effect of ligands on the electronic structure.
In terms, this model would allow us to study NCs of realistic size surrounded by
dipoles. We would be able to study the effect of facets, shape, and size. We also
ambition to conduct studies of mixed passivation e.g. one type of ligand for one
type of facet or different ligands for one facet. These studies could allow us to bring
answers to the preceding unknown questions.
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6.2 State of art

Previous works showed that ligands at the surface of NCs can be assimilated as a
dipole layer. Thus, surface chemistry became a tool to modify the NC electronic
structure. For example, Chuang et al. [47] engineered the band alignment in PbS
NC layers by the use of different capping ligands. They achieve a band offset of 0.19
eV between two PbS layers that allows optimization of the charge transport and
charge extraction (see Figure 6.1a). These bi-layers of NCs have also been employed
in photodetectors leading to faster light response, broader linear dynamic range,
larger detectivity, and higher signal-to-noise ratio [267]. Yang et al. [48] used the
tuning ability of the NC size and surface chemistry to construct an infrared LED
with NC layers not only as active layers but also as charge transport layers (see Fig-
ure 6.1b). These recent achievements have been performed thanks to the capability
of accurately measuring the NC electronic structure, and also via the fundamental
understanding brought by theoretical calculations, specifically by DFT. In the fol-
lowing paragraphs, some experimental measurements and theoretical calculations of
the effect of ligands on the electronic structure will be described.

(a) (b)

Figure 6.1: (a) Schematic illustration showing the band bending in ZnO/PbS-TBAI
(on the left) and ZnO/PbS-TBAI/PbS-EDT (on the right). Reproduced from [47].
(b) The energy level diagram depicts an arrangement of infrared LEDs using NC
layers. Within the active NC layer (MOA-CQDs), there are corresponding energy
levels for NCs that emit at 1622nm (illustrated by a solid line) and 1220nm (repre-
sented by a broken line). Reproduced from [48].

6.2.1 Experimental measurements

The experimental determination of the electronic structure is often relative to the
vacuum energy level (Evac(s)). The latter is usually defined as the energy of an
electron just above the surface of the sample. Thus, we can define the ionization
energy (IE), the electron affinity (EA), and the work function (ϕm) as the energy
separation of the HOMO, LUMO, and Fermi level (EF ) from Evac(s), respectively.
The vacuum energy level as defined above is dependent on the solid surface. A good
illustration has been given by Ishii et al. [49] with tungsten and the dependence of
its work function on the crystalline surface (see Figure 6.2a). The different work
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functions found at the different surfaces are in fact due to the modification of Evac(s),
since the Fermi level is constant throughout the solid. The electronic surface dipole
modifies the Evac(s), and thus the ϕm, IE, and AE. Indeed, a dipole layer will create a
potential barrier that either drops or rises the vacuum energy level Evac(s) according
to the dipole direction, as represented in Figure 6.2b.

(a) (b)

Figure 6.2: (a) Variation of the work function of a tungsten crystal with the different
surfaces. (b) The lower panel illustrates a dipole layer of length extension L, and
an electron at a distance x of the dipole layer. On the upper panel, the potential
energy of the electron is shown in relation to the dipole layer. Reproduced from
[49].

In Figure 6.2b, Ishii et al. explain that for an electron at a distance x from a
dipole layer of finite extension (represented by a length L in the bottom panel), two
cases appear: (i) for x << L, the dipole layer is seen as infinitely extended, and
can be assimilated to a capacitor with potential energy as a step function across
the dipole layer, and a potential constant at each side. (ii) For x >> L, the dipole
layer is seen as a point dipole, and the potential decrease as x−2 with the energy
of free electron converging to vacuum level at infinity Evac(∞). Thus, as the dipole
layer extension L becomes smaller, the electron position has to be located at a closer
distance from the surface, to be in case (i) of a capacitor. Since, the physical prop-
erties of interest (ϕm, IE, and EA) are defined according to vacuum level, we need
to know which one between Evac(s) and Evac(∞) is measured experimentally. This
question is all the more important when we consider NCs presenting surfaces at the
nanometer scale. However, Cahen and Kahn explain [51], that the measured quan-
tity is always Evac(s), the vacuum level ”right outside the solid”, and is independent
of Evac(∞). They illustrate their statement by the description of a photoelectron
emission experiment (see below), which is one of the main techniques to access AE,
IE, and ϕm. This technique can be performed with X-ray and UV incident photons
and can probe the entire valence electronic structures.
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(a) (b)

Figure 6.3: (a) The valence band spectrum of Au layer on Si(100) obtained by PS
with He Iα (hv = 21.22 eV) lines. The spectrum was obtained by applying a -10 V
bias (Vb) to the sample. The kinetic energy scale has been appropriately adjusted
to account for the applied bias. The intense peak observed at low kinetic energy
corresponds to the SEC region of the spectrum. The values for Emax

k (Fermi level)
and Emin

k are displayed. (b) The figure illustrates the energy level diagram for the
sample and detector, in the experiment of (a). Reproduced from [50].

Photoemission spectroscopy In the PS experiment, the sample is irradiated
by a high-energy monochromatic light (photon energy = hv), and the measured
quantity is the kinetic energy Ek of the ejected electron from the sample (see Figure
6.3a). The maximum kinetic energy Emax

k that can be measured corresponds to
electrons ejected from EF . On the other side of the energy distribution spectrum,
there is the secondary electron cut-off (SEC) [50]. This region presents a point
of interest namely the cut-off energy. This corresponds to the transition between
electrons leaving the sample with energy less than Evac(s), and those with nearly
zero kinetic energy escaping from the solid just above Evac(s) at the cut-off. If we
consider that the vacuum level of the detector Evac(d) being below Evac(s), electrons
acquire kinetic energy during their journey from the sample surface to the detector
entrance. This energy increase corresponds to the difference in potential energy
between these two locations. According to this statement, the minimum kinetic
energy (Emin

k ) is thus not dependent on Evac(∞), but rather determined by the
difference: Evac(s)-Evac(d) (an illustration is given in Figure 6.4).

Therefore, the work function of the sample is given by (see Figure 6.3b):

ϕm(s) = hv − Emax
k + Emin

k (6.1)

Furthermore, as illustrated in Figure 6.4, Emax
k does not depend on the surface

contrary to Emin
k . Thus, a dipole layer induces a modification of Emin

k which echoes
on the work function (see eq. 6.1). Again, this is totally independent of Evac(∞).

It is worth noticing that, in the case where Evac(s) = Evac(d), the work function
simply writes:

ϕm(s) = hv − Emax
k (6.2)

The latter equation is consistent with the Einstein relation (where Eb corresponds
to the binding energy of the electron):

Ek = hv − Eb (6.3)
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Figure 6.4: (a) The depicted energy diagram illustrates a PS experiment. At the
equilibrium, the Fermi level, denoted as EF , is consistently aligned throughout the
system. The diagram includes the vacuum levels of the metal surface, indicated
as Evac(s), and the detector, denoted as Evac(d), along with their respective work
functions, ϕm and ϕd. The vacuum level at infinity, symbolized as Evac(∞), is
arbitrarily positioned below Evac(s) and Evac(d). Additionally, the diagram displays
a photoelectron emitted from the Fermi level and detected with the kinetic energy
Emax

k ; and a secondary electron escaping the solid just above Evac(s) with the kinetic
energy Emin

k . In panel (b), the passivation by ligands of the sample surface creates
a dipole layer causing an increase in Evac(s) and Emin

k . Reproduced from [51].

and the definition of the work function where the maximum kinetic energy Emax
k

comes from the excitation from the Fermi level. Since electrons with nearly zero
kinetic energy could not reach the detector, a negative bias Vb is typically applied
to the sample accelerating the electrons (see Figure 6.3b). This bias offsets all of
the energy levels in the sample, therefore eq. 6.1 is still valid.

While this discussion suggests that the measured vacuum energy level corre-
sponds to Evac(s), an interrogation remains about its meaning in the case of a layer
of NCs. Indeed, it is known that a NC presents different surfaces, with different
surface coverages, stoichiometry, etc., and thus distinct Evac(s). Since a layer of
NCs is composed of a variety of NCs with different orientations and presenting dif-
ferent surfaces (see Figure 6.5), the measured quantities (ϕm, IE, and EA) will be
a nontrivial average of the Evac(s) of the NCs. It will likely depend on the depo-
sition method, the NC-NC distance, the synthesis, and the arrangement of NCs in
superlattices.

6.2.2 Theoretical calculations

Due to the numerical cost of ab initio calculation, the effect of ligands is mainly
studied on quasi-two-dimensional slabs [236, 52] or on very small clusters [14, 53].
Although they do not provide quantitative values of band energy shifts in realistic
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Figure 6.5: Illustration of a layer of NCs. The arrows represent the ligands model as
dipoles at the NC surface, and the color (red and blue) represents different chemical
identities. We could imagine the blue arrows are iodide ligands while the red arrows
illustrate the oxidation of lead atoms by hydroxyl groups. The NCs present different
shapes, passivations, and NC-NC distances, and thus present different vacuum en-
ergy levels Ei

vac at their surfaces. Therefore the vacuum level of the NC layer Elayer
vac

obtained experimentally is likely a non-trivial average of all Ei
vac.

(a) (b)

Figure 6.6: (a) DFT calculation of the conduction band minimum (CBM) shifts of
CdSe. The shifts are presented in relation to the z-component of the intrinsic dipole
moment density of functionalized ligands on the CdSe surface. Specifically, the shifts
are shown for benzylamine on CdSe(100) at 100% coverage (squares), benzylamine
on CdSe(100) at 25% coverage (circles), and benzonitrile on CdSe(100) at 25% cov-
erage (triangles). In the case of benzylamine with two or more substitutional F
atoms, the data is denoted by open symbols. Reproduced from [52]. (b) DFT calcu-
lations of band edges, renormalized by the number of ligands, are depicted for three
distinct isolated ligand/NC structural models. These models exhibit varying surface
coverage and are plotted as a function of the projected ligand dipole. Reproduced
from [53].

NCs, insights and understanding can be obtained. The DFT calculations on a slab
of PbS NCs performed by Yang et al. [52] showed that ligands bound to the NC
surface can be assimilated to an effective dipole moment (µeff ) decomposed into
two contributions: surface dipole due to electronic rearrangement at the NC/ligand
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interface (µsurf ), and the intrinsic dipole (µintr) of the ligand. As already discussed,
a dipole layer creates a potential barrier, which can be obtained from the Helmholtz
equation:

∆V =
−µeff

ϵ0A

=
−µsurf

ϵ0A
+

−µintr

ϵ0A

(6.4)

where A is the surface area of the ligand. This decomposition has also been suggested
by Heimel et al. [269] in the field of self-assembled monolayers on metals. Yang et
al. [52] calculated µintr by DFT which allows them to plot its variation with the
band edge shifts for different ligand density (A), see Figure 6.6a. Therefore, they
could extrapolate the surface dipole by the intercept. They found comparable values
of µintr and µsurf . With the same binding group, Kroupa et al. show linear band
edge shift with the ligand dipole moment [53]. They did not observe an effect of
the shape on the band edge shift but proposed an impact of the interaction between
ligands located on the same NC, and on different NCs (see Figure 6.6b). Although
insightful, these studies were carried out on very small clusters, which is why we
propose to combine DFT calculations with ETBM to model realistic NCs size and
obtain quantitative band edge shifts.

6.3 Simulation methodology and results

Due to the complexity of the system, the modeling of the NC-ligand interaction and
its effect on the electronic structure is challenging. It requires the description of
charge redistribution and self-consistent resolution of the potential, such as what is
done in ab initio calculations, but is limited by the computational cost, therefore we
propose to combine DFT calculations with ETBM. In this ongoing project, different
preliminary questions have been raised, which will be discussed in the following:

1. How can we obtain the effective dipole moment of the ligands bound to the
NC? Can we model ligands as point dipoles?

2. Is the effective dipole extracted from a slab transferable to the NC surface?

3. How can we compute the effect of the dipole potential on the electronic struc-
ture in the ETBM framework?

1. Ligands as dipoles Jing Li and Benôıt Sklénard at CEA Leti have performed
DFT calculations employing periodic boundary conditions and the repeated-slab ap-
proach [236], utilizing VASP package with PBE functional [272] and verified results
using HSE functional [151]. The study has been carried out on (111) and (100)
surfaces, which are dominant for PbS NCs. (100) slab is stoichiometric and apo-
lar presenting alternate Pb and S atoms at its two surfaces. On the contrary, the
(111) surface is polar with Pb atoms at one extremity and S atoms at the other to
preserve the slab stoichiometry. This asymmetry creates a dipole that is compen-
sated by adding pseudo-hydrogens at the S-terminated surface (see Figure 6.7). The
slabs are then passivated by ligands on one side (Pb-terminated surface for (111)).
Atomic structures of the PbS-ligand interface are constructed and then relaxed. As
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Figure 6.7: (a) Illustration of the repeated-slab approach with alternating vacuum
space and PbS Slab. Schematic diagram of modeled (b) PbS (100) slab and (c)
PbS (111) slab. For (b) and (c) the yellow dots represent sulfur atoms while the
black dots represent lead atoms. Contrary to PbS (100) slab (b) which is apolar
and symmetric, PbS (111) slab (c) is asymmetric with Pb and S atoms at each of
the extremities, thus pseudo-hydrogen atoms were added to prevent charge transfer
at the S-terminated surface.

Figure 6.8: Inplane-averaged potential energy (blue line) for electrons across a PbS
(100) slab capped at one extremity by iodide atoms. The PbS (100) slab capped by
iodide atoms (purple dots) is represented in the background. The position of the
vacuum is roughly given for the sake of clarity. The potential in the slab strongly
oscillates due to the alternate semiconductor planes. In the vacuum the potential
is constant but a step of potential is present corresponding to the dipole correction
required to avoid the divergence (see text for details). The dipole correction is in
fact the drop of potential ∆Veff due to the dipole layer µeff .

seen in the previous Section 6.2, the ligands form a dipole layer creating a potential
difference ∆Veff . Due to the asymmetry of the slab, ∆Veff is not compensated at
the other extremity, and a correction to cancel ∆Veff is mandatory to avoid a diver-
gence due to periodic boundary conditions. Therefore, the correction corresponds
to the drop of potential ∆Veff due to the dipole layer. In order to obtain ∆Veff ,
the in-plane electrostatic potential along the passivated slab is calculated. As il-
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lustrated in Figure 6.8 for a PbS (100) slab capped by iodide atoms, the inplane
electrostatic potential gives the atomic planes represented by the strong oscillation,
whereas the correction is observed in the vacuum layer by a potential step. ∆Veff

is then injected into the Helmholtz formula eq. 6.4 to obtain the effective dipole
moment µeff . The latter includes the two contributions, to know the intrinsic and
interface dipole. This procedure has been applied to several X-type ligands like
benzenedithiol (BDT), ethanedithiol (EDT), 3-mercaptopropionic acid (MPA), and
halides (I, F, Cl, Br). For ligands presenting one binding group, the ligand coverage
has been set to one ligand per surface Pb atom. For ligands presenting two binding
groups, the ligand coverage is fixed at one ligand per two surfaces Pb atoms. In the
latter case, two configurations type have been considered, either only one group is
linked to the Pb atom (named monodentate), or the two groups are linked (named
bidentate). The barriers of potential for the different ligands and PbS surfaces are
given in the Appendices. As halides, such as iodide, are single atoms, with no in-
trinsic dipole, they induce only surface dipoles due to their interaction with the lead
atoms. Therefore, they tend to increase the barrier of potential or equivalently give
a larger work function compared to pristine (uncapped) surfaces. On the contrary,
for organic ligands such as BT, the surface dipoles µsurf are more than compensated
by intrinsic dipoles µintr in the opposite direction. Thus BT tends to reduce the
barrier of potential compared to the pristine case, smaller shallower work functions.

To assess the possibility of modeling ligands as point dipoles, we construct a
non-periodic slab, see Figure 6.9a. This slab is in fact two upside-down planes of
point dipoles separated by a fixed distance of 2 nm, while the area of the two planes
is varied uniformly from 2x2 to 30x30 nm2. The effective dipole moment µeff of the
point dipole was deduced from DFT calculations (described above). In this study,
we choose iodide ligands with ∆Veff = 1.97 eV and using classical electrostatics,
we computed the potential along the z-axis. We give an example in the right panel
of Figure 6.9a, with a slab of 2 nm thickness, and 30x30 nm2 area. We can see
that the potential at the exterior of the two planes is constant and equal, while it
is constant inside, it differs from the exterior forming a drop of potential features of
two capacitors facing each other. In Figure 6.9b, we performed this calculation by
increasing the slab area from 2x2 to 30x30 nm2. The drop of potential ∆Veff at the
center of the slab converges to the DFT value for an area of 30x30 nm2. However, as
expected from electrostatic considerations, at a close distance from the point dipole
the potential diverges. Therefore, assimilating a ligand by a point dipole seems
reasonable as long as the potential is calculated far enough, i.e. of the order of a
few angstroms.
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(a)

(b)

Figure 6.9: Electrostatic calculations for point dipoles with dipole moment extracted
from DFT for TBAI ligands. (a) Illustration of electrostatic calculations of the
potential barrier due to dipole layers. The left panel illustrates two dipole layers
(blue arrows) of opposite polarization and the z-axis along which the potential has
been computed (purple line). The distance between the two planes is 2 nm. As an
example, the right panel gives the potential calculated for a slab of 30x30 nm2 area.
We can observe a divergence of the potential, close to the point dipole position (±1
angstrom). (b) The upper panel gives the different potential plots calculated for
varying slab areas, from left to right: 2x2, 5x5, 10x10, 20x20, and 30x30 nm2. The
bottom panel gives the convergence of the electrostatic potential calculated in the
middle of the two dipole layers for the varying areas described above with respect
to DFT calculations.
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(a)

(b)

Figure 6.10: Electrostatic calculation in a 4 nm cubic PbS NC due to point dipoles
corresponding to TBAI ligands. (a) Illustration of a cubic PbS NC passivated by
point dipoles. Pb atoms: in grey, S atoms: in purple, and point dipoles: blue
arrows. The potential is calculated in the represented (100) plane. (b) Potential
due to dipoles calculated in the (100) plane for two NC-dipole distances. The two
bottom panels include the dielectric response of the PbS NC. ∆V̄ corresponds to
the average potential calculated in the (100) plane.

2. Ligands on nanocrystals Figure 6.10a shows a cubic PbS NC of 4 nm size
where each Pb surface atom is passivated by one ligand, modeled as a point dipole.
As above, we choose iodide ligands as point dipoles. We computed in Figure 6.10b
the potential in the (100) plane intersecting the NC, for two NC-dipole distances.
In the upper panel of Figure 6.10b, we can see that the potential varies close to the
NC/dipole interface, especially when the NC-dipole distance is small (from 3 to 2
angstroms), and the potential becomes constant below the first atomic layer in the
NC. Moreover, the potential and its average ∆V̄ depends on the NC-distance. At
the surface, the potential alternates in magnitude between Pb passivated by dipoles,
and unpassivated S. This alternating potential is even more visible in the (001)
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(a)

(b)

Figure 6.11: Same as Figure 6.10 for the potential calculated in the (001) surface
plane.

surface plane (Figure 6.11b), where the surface appears as a chessboard. Moreover,
in Figure 6.11b, we can observe stronger potential inside the plane than on the edges
and corners. This phenomenon is known as the edge effect and is due to the finite
size of the NC that let the edge atoms be less surrounded by ligands. In principle,
this effect could also influence the magnitude of the dipole moment. Indeed, the
magnitude of the dipoles at the center of the plane is reduced due to the interaction
with their neighbors, an effect that would logically be lessened for dipoles on the
edges and corners. It would be possible to include this dipole variation using the
following equation [273]:

µi = µ0 + αiEi(
∑
j ̸=i

µj) (6.5)

where µi, the final dipole moment at i, is obtained self-consistently with the initial
dipole moment µ0, the polarizability of the dipole αi, and the electric field E at i
due to the other dipoles j. This effect could be considered in future works.

The potential variation observed in the upper panels of Figures 6.10b and 6.11b
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implies the presence of an electric field inside the NC. Therefore we expect a po-
larization of the ions of the NC which tends to screen the electric field induced by
the dipoles. We took into account this dielectric screening by the method described
in [203] (see Appendices). Since the dipoles are static, the electronic and ionic con-
tributions need to be included, thus we choose the static permittivity of bulk PbS:
ϵ = 170 [166]. The results are given in the bottom panels of Figures 6.10b and 6.11b.
We can see that the dielectric screening in the NC leads to the homogenization of
the potential inside the NC, and thus cancels the electric field due to the surface
dipoles. However, the potential inside the NC varies with the NC-dipole distance.
It is worth noticing that the dielectric screening is already included in the DFT
calculation so in the µeff . However, we expect no electric field inside the NC when
considering a slab (see Figure 6.9a), whereas in 0D structure such as cubic NC, edge
effects induce an electric field, as seen above.

(a)

(b)

Figure 6.12: Potential due to point dipoles averaged over all the atoms of the cubic
NC (solid line) and the standard deviation of the averaged potential (dashed line)
according to (a) the NC-dipole distance, and (b) the NC size. The point dipoles
correspond to TBAI ligands with a drop of potential of 1.97 eV calculated by DFT in
the slab (grey horizontal line). The black and purple lines correspond to calculations
without and with the account of the NC dielectric screening, respectively.
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Figure 6.12a gives the mean potential (solid lines) and the standard deviation
(dashed lines) over the whole NC volume with increasing NC-dipole distance for a
PbS cube of 4 nm passivated by iodide ligands with (purple lines) and without (black
lines) the NC dielectric screening. The standard deviation of the potential inside the
NC is always lower when accounting for the screening, and is almost vanishing (∼ 0
eV) regardless of the NC-dipole distances. The grey horizontal line corresponds to
the barrier of potential obtained in DFT. At a NC-dipole distance of 2 angstroms,
the potential is around 0.1 eV lower than in a slab. This is likely due to the edge
effects discussed above. This is apparent in Figure 6.12b where the potential into
the NC converges to the DFT with increasing NC size. Indeed, it is well known
that the edge effects decrease with increasing NC size. On the other hand, when the
distance between the NC and the dipoles is increased, convergence is not observed.
This is attributed to the fact that the dipole layers on the six faces of the cube are
positioned far apart from each other. This situation is obviously unrealistic.

3. Empirical Tight-Binding Method We used two approaches for calculating
the effect of the dipole potential on the NC electronic structure by ETBM. In both
cases, we start by constructing the potential on the atomic orbital basis. Since we
consider in ETBM atomic orbitals which are orthogonal and localized on their corre-
sponding atoms, the matrix of the potential is diagonal. We can use the stationary
perturbation theory which decomposes the Hamiltonian of the system as:

H = H0 + V (6.6)

whereH0 is the unperturbed (initial) Hamiltonian, and where V is the time-independent
perturbation, which corresponds in our case to the dipole potential. Once the eigen-
states and eigenvalues of H0 are known, the perturbation theory allows quick access
to the perturbed eigenvalues ϵ. The first-order correction to eigenvalues ϵ0, is simply
equal to the expectation value of V in the unperturbed state Φ0:

ϵ = ϵ0+ < Φ0|V |Φ0 > (6.7)

However, this method requires that the coupling between the zero-order states
due to the perturbation is much weaker than the difference between their eigenvalues
(i.e. |ϵ0m−ϵ0n| ≫ | < Φ0

m|V |Φ0
n > |). This is always the case when the potential inside

the NC is constant (as seen above when accounting for NC dielectric screening),
which gives a coupling equal to zero. But, for more complicated and perhaps more
realistic systems where the passivation is inhomogeneous, the coupling is no longer
zero. Moreover, special treatment needs to be considered for degenerate eigenstates,
where the perturbation matrix in the subspace of the degenerate states must be
diagonalized. A more accurate approach that allows the discarding of the preceding
requirements is to directly inject the dipole potential into the ETBM Hamiltonian
matrix. Then, the direct diagonalization of H gives the perturbed eigenstates and
eigenvalues. We compare the two methods in Figure 6.13a for a cube of 4 nm
size with iodide ligands as a capping ligand at a distance of 2 angstroms. The
latter distance while reasonable has been fixed arbitrarily. This is for the moment
one of the shortcoming of the model. Moreover, the NC-dipole distance is likely
to vary across the different ligands, which is why this point should be taken into
consideration in future work. We considered the case with and without dielectric
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(a)

(b)

Figure 6.13: (a) Valence band Maxima (VBM) calculated by ETBM for a 4 nm cubic
PbS NC with (left panel) and without (right panel) the NC dielectric response. We
compare the perturbation theory (purple line) to the direct Hamiltonian diagonal-
ization (blue line). See text for details. (b) Effect of the ligands on the VBM. For
ETBM (orange horizontal lines), the VBM is relative to the VBM of the pristine
NC. For experimental work (black cross and red point), the VBM is relative to NC
layers capped by 1,3 BDT. The DFT calculations (blue horizontal lines) correspond
to a drop of potential in a (100) slab (see Figure 6.8). The red dots are unpublished
work performed by the group of Emmanuel Lhuillier. The black cross corresponds to
collected measurements from the literature by Ganesan et al. [54]. See text for more
details. The different values for equivalent ligands correspond to different binding
schemes.
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(a)

(b)

Figure 6.14: Same as Figure 6.13 for octahedral NCs and (111) slabs for DFT.

screening. The latter case implies a varying potential in the NC which makes the
perturbation approach inaccurate. On the contrary, the two methods give similar
results when the potential is constant due to the screening.

In Figure 6.13b, we apply the ”diagonalization method” to cubic NCs capped
with all the ligands under study and compared them to DFT calculations on slabs
and to experimental measurements. Since DFT calculations give only the drop of
potential due to ligands, we consider for the ETBM calculations and experimental
measurements the shift of the VBM relative to the VBM computed on a bared NC,
and to NC layers capped by 1,3 BDT, respectively. Since 1,3 BDT ligand presents
almost no dipole [236], NC capped with 1,3 BDT could be considered as a bared
NC, making a fairer comparison with theoretical calculations.

The experimental shifts are much smaller which could be explained in part by a
lower ligand coverage. We can also note that due to the edge effect observed in the
0D structure (discussed above), ETBM gives smaller shifts than DFT calculations.

Since the experimental measurements have been performed on a 3 nm PbS NCs
size which is known to form octahedral, we performed the same calculation that the
cubic NC to octahedral NC presenting (111)-Pb-rich surfaces (see Figure 6.14b).
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While still overestimating experimental shifts, it reduces compared to cubic NC.
These results are the first steps to construct a more comprehensive model. It

remains a lot of work to do, to allow an insightful comparison with experimental
measurements. For example, the distance of 2 angstroms between the NC surface
and dipoles has been fixed arbitrarily. To tackle this issue, we are currently work-
ing to describe the NC/ligand interface in the framework of a bond polarizability
model, which avoids this issue. Moreover, we certainly need to take into account
the ligand-ligand interaction in a self-consistent picture (eq. 6.5), which would be
more important as the NC size decreases. In the present, the dipole is assumed to
be the same as in an infinitely extended 2D layer.

6.4 Conclusion

The ligands at the surface of the NCs not only passivate the surface but also modify
their energy levels. This tunable tool opened the doors to band engineering in a NC
layer. For example, it allows positioning the NC energy levels with respect to the
chemical potential in the contacts of a device. This enables NC-based devices an im-
proved control of charge transport and charge extraction. As the NC/ligands system
is complex and thus difficult to model with ab initio calculations, we combined DFT
and ETBM simulations along with electrostatic calculations. This project has been
carried out in collaboration with Jing Li and Benôıt Slénard from CEA for the DFT
calculations, and with Emmanuel Lhuillier from INSP for experimental measure-
ments. While this model is not mature enough for comparison with experimental
measurements, we still unveiled some theoretical insights.

We present the possibility to describe ligands as point dipoles by showing the
convergence of electrostatic calculations with DFT simulations. We looked at the
edge effects on cubic NCs, and show that the resulting variations of potential is
removed by dielectric screening in the core of the NC. Finally, we computed the
energy shift due to ligands on cubic and octahedra NCs composed of thousands of
atoms. This model still needs improvement such as the inclusion of the edge effect
and a consistent determination of the NC-dipole distance. The work was still in
progress at the time when this thesis has been written.
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Conclusion

This dissertation focuses on the study of the optoelectronic properties of the active
materials used in IR sensors in the form of NC layers. Different numerical tools were
used and sometimes modified, especially TB Sim for TB calculations. The latter
allowed us to carry out a study of the electronic structure, and optical properties
from bulk to NC for various semiconductors. We focused on PbS and HgTe which
together cover all the IR spectrum.

Specifically, we unveiled in Chapter 2, a transition of topological nature from
HgTe bulk to HgTe NC, which we predict for a NC diameter of about 26 nm. In
Chapter 3, we relate this transition to a strong modification of optical properties.

PbS is a widely studied material in bulk, NC, and NC layers. Therefore, this is
an ideal system to validate new models and gain new knowledge. In Chapter 2, we
confirmed the p-like nature around the bandgap energy of the PbS electronic struc-
ture, which confers to this material high stability against trap states. In Chapter
3, we compared the optical properties calculated by TB with experimental works
found in the literature. For the bulk, although a good agreement was found, some
discrepancies remain. It allowed a discussion of the TB limits and also how an exper-
imental error could propagate. In addition, we investigate the effect of confinement
on the optical properties by the presence of discrete peaks that we could attribute
to specific electronic transitions.

Then we extend the results of NCs to NC layers with EMA (Chapter 4). As
previously, we focused on PbS and HgTe. This study was led in conjunction with
SE measurements performed by the group of Emmanuel Lhuillier. We show how the
NC properties such as size, shape, and surface chemistry impact the layer parame-
ters and thus its optical properties. These were then injected into electromagnetism
simulations of standard diode stack to predict photonic device performance. This
methodology was then applied to other semiconductors that allowed a systematic
comparison. In the SWIR, the lead chalcogenides present stronger optical prop-
erties compared to its potential substitute, namely InAs. Although the intrinsic
optical properties of InP NC are comparable with NC CdSe, under NC layers CdSe
outperforms its counterpart. In addition, we assess the performances of NCs-based
IR photodiode in terms of EQE, emphasizing the interest of NCs in active imaging
applications.

Finally, in Chapter 6, we developed a model to investigate and predict the effect
of surface chemistry on the NC electronic structure. From a fundamental point of
view, it allowed us to look at the edge effects due to a faceted object that is a NC,
to show that electronic rearrangements could cancel potential variations inside a
NC, and to consider the effect of the shape and the size on the drop of potential
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due to passivating ligands. In the future, this model ambitions to be a tool for
understanding but also predicting the variation of electronic structure with any
ligands, which would allow band-alignment engineering.

Perspectives

Over these last 20 years, IR sensors based on solution-processed semiconductor NCs
progressed drastically in various aspects. Advances in synthesis recipes, understand-
ing and control of the electronic structure, optimization of the surface chemistry,
and deposition methods take the NC-based photodetectors to almost commercial
InGaAs level. Furthermore, colloidal NCs are directly integrated on top of the read-
out circuit, removing the need for a flip-chip process. As a result, the NC-based
sensors not only had smaller pixel pitches but also reduced costs of fabrication while
allowing large-scale production. However, colloidal NCs are still not as mature as
single-crystal technology which indicates the important potential of these materials
in future technology and also points toward research efforts that are required. One
of the main challenges is to better control the NC surface. This is logical since the
presence of surfaces is the main difference between NC and single-crystal. The sur-
faces are as much a blessing as a curse for NCs. It’s indeed from surfaces that derives
numerous formidable properties such as a tunable band gap with the size. However,
the surfaces present uncoordinated atoms contrary to their bulk counterparts, which
can lead to trap states. This is especially those trap states that are responsible for
higher drak current and smaller response time. Thus, passivating the undercoordi-
nated sites by ligands while preserving the electronic transport properties into the
layers is of fundamental importance. It could be useful to extend the capping ligand
chemistry, especially for large PbS NCs mandatory in IR applications that present
(100) surfaces with weak affinity for the current ligands and thus poor stability. Fur-
thermore, scaling up the synthesis protocols while preserving good reproducibility
is needed to meet industrial needs. This could be possible by the development of
a large-scale continuous flow process. Another great challenge is the replacement
of toxic heavy metals (Hg and Pb) currently used in IR detection with less toxic
elements.

From the theoretical point of view, we developed a model to extract the physical
properties of NC layers such as the NC volume fraction. It would be interesting
to combine SE with TGA measurements to assess this model in greater detail.
Furthermore, we know that this model does not describe correctly the interface NC-
ligand, thus including this contribution to the dielectric response of the NC could
be interesting. The last Chapter of the manuscript presents an unfinished model to
estimate the effect of ligands on the layer work function. We pointed out different
challenges that need to be tackled in the future such as including edge effects,
describing the NC-ligand interface as a bond polarization, and extending the results
to an assembly of NCs. The ligands also affect the coupling between NCs, and thus
the transport properties inside the NC layer. Therefore, it would be interesting to
have a model that includes, electronic, optical, and transport properties. It would
for instance allow to choose the right ligand according to the application and the
device structure. Finally, the recent advancements in machine learning could be
implemented to increase the predictive power and reduce numerous trial and error
procedures.
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Appendix

A.1 Bond polarization model

This model serves to take into account the dielectric screening due to the application
of an external electric field. The model or part of it can be found in [27, 203]. In
this thesis, it has been used for NCs capped by ligands modeled as point dipoles (see
Chapter 6). We assume the electrons of a dielectric system tightly bond to their
ionic core. However, when an external electric field E0E0E0 is applied, the electrons move
inducing electronic charge variation δn whose the electric field δEEE tends to oppose
to E0E0E0. As a result, the energy potential of an electron in a dielectric system under
E0E0E0 can be divided into two contributions:

V = V0 + δV (A.1)

where V0 is the energy potential due to E0E0E0, and δV the energy potential from the
field δEEE, often named depolarization field.

If we consider a NC of N atoms, δV can be written as:

δV = vδn (A.2)

where v is the Coulombic N by N matrix, with matrix elements: vij =
1

|ririri−rjrjrj | , and

δV and δn are column matrices of length N .
Then, the charge transfer δn can be related to the electron potential energy V

by:
δn = χV (A.3)

where χ is a N ∗N matrix that represents the polarization of the bonds. From
electrostatic considerations, the energy potential V can be related to V0 by:

V = ϵ−1V0 (A.4)

where ϵ = I−vχ corresponds to the permittivity of the dielectric with I the identity
matrix. Therefore, the remaining unknown to obtain V is the χ matrix.

Analytical formula of χ The latter can be simplified under some assumptions.
Since for any potential V , the total variation of charge gives zero (

∑N
i=1 δni = 0),

from eq. A.3, we have:
N∑
j=1

χij =
N∑
i=1

χij = 0. (A.5)
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Furthermore, we consider small charge variations and thus assume a bond polar-
izability model where χij = 0 for i, j second nearest neighbors or beyond. And since,
binary semiconductors such as PbS present one type of bond, we note χij = χb, with
χb the polarization of the bond. Therefore, we can also write the on-site term ac-
cording to χb as: χi,i = −nb(i)χb, with nb(i) the number of nearest neighbors of the
atom i. The last assumption is to assume that χb can be deduced from the bulk
static dielectric constant, including the electronic and ionic response.

To extract an analytical formula of χb, we are considering a layer of dielectric
made of 2N + 1 planes (001), and with a total thickness of 2Na0, where a0 is the
inter-layer distance (see Figure A.1). An external electric field E0 in the (001)
direction induced charge transfer between planes (see eq. A.3), where V and δn are
two column matrix of dimension 2N +1 and χ a matrix of dimension (2N +1)2. We
know from classical electrostatic that the screened electric field EEE due to E0E0E0 writes:

EEE =
E0E0E0

ϵb
(A.6)

and since the potential varies linearly along (001) direction, the potential in the
layer i writes:

Vi =
E0E0E0a0
ϵb

. (A.7)

Furthermore, we consider the charge transfer δni of the plane Ni in a cell of
surface a20. Since there is one bond per surface area a20 between two planes, the
off-diagonal elements of χ write:

χi,j = χb. (A.8)

Therefore, combining the eqs. A.8 and A.5, the diagonal elements write:

χi,i = −2χb for inner planes

= −χb for surface planes
(A.9)

Figure A.1: Illustration of an atomic layer in the (001) direction.

Then feeding the eq. A.3, with the eqs. A.8, A.9, and A.7, we can obtain the
charge transfer for the planes. We make the distinction between the inner planes
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and the surface planes which are the upper plane denoted N and the lower denoted
−N (see Figure A.1).

For the inner plane:

δni = −2(χb)Vi + χbVi+1 + χbVi−1

=
E0a0χb

ϵb
[−2i+ (i+ 1) + (i− 1)]

= 0

(A.10)

For the upper plane:

δnN = −χbVN + χbVN−1

=
E0a0χb

ϵb
[−N +N − 1]

=
−χbE0a0

ϵb

(A.11)

For the lower plane:

δn−N = −χbV−N + χbV−N+1

=
E0a0χb

ϵb
[N −N + 1]

=
χbE0a0

ϵb

(A.12)

As a result, the transfer of charge accumulates on the surface letting the upper
and lower planes with a charge Q:

Q =
χbe

2E0a
3
0

ϵb
. (A.13)

In addition, using the Gauss theorem with a surface surrounding one of the two
planes, we can write: ∫

EEE.dS = 4πQ (A.14)

where EEE is the sum of the external field E0E0E0 and the screened field EEE (see eq.
A.6). Combining the eqs. A.13 and A.14, it finally gives:

ϵb − 1 =
4πχb

a0

=⇒ χb =
a0
4π

[ϵb − 1].
(A.15)

In Chapter 6, we choose the static permittivity of bulk PbS ϵb = 170.

A.2 DFT, drop of potential

Here are given the drops of potential obtained by DFT for PbS slabs passivated by
ligands (see Chapter 6 for details).
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A.2. DFT, DROP OF POTENTIAL

Ligand Configuration ∆V (eV)
Clean surface - 0.00

F - -1.85

Cl - -3.02

Br - -2.66

I - -1.97

BT - 0.40

1,2-BDT
Bidentate <100>
Monodentate

0.29
0.14

1,3-BDT
Bidentate <100>
Monodentate

0.14
-0.17

1,2-EDT
Bidentate <100>
Monodentate

-0.99
-0.76

MPA
Thiolate

Carboxylate
-1.56
-1.12

Table A.1: Drop of potential (∆V ) extracted by DFT for (100) PbS slabs passivated
by various ligands.

Ligand Configuration ∆V (eV)
Clean surface - 0.00

F - -1.43

Cl - -2.10

Br - -1.97

I - -1.44

BT - 0.44

1,2-BDT
Bidentate

Monodentate
-0.39
0.25

1,3-BDT
Bidentate

Monodentate
-0.10
-0.50

1,2-EDT
Bidentate

Monodentate
0.17
-1.02

MPA
Thiolate

Carboxylate
-2.24
-1.09

Table A.2: Drop of potential (∆V ) extracted for (111) PbS slabs passivated by
various ligands.
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avancés à canaux à base de matériaux alternatifs. 2017.

[27] Christophe Delerue. Nanostructure- Theory and Modeling. 2003.

[28] G. Allan and C. Delerue. Confinement effects in PbSe quantum wells and
nanocrystals. Phys. Rev. B - Condens. Matter Mater. Phys., 70(24):1–9, 2004.

[29] Bilal Chehaibou, Eva Izquierdo, Audrey Chu, Claire Abadie, Mariarosa Cav-
allo, Adrien Khalili, Tung Huu Dang, Charlie Gréboval, Xiang Zhen Xu,
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José C. Martins, Frank Vanhaecke, André Vantomme, Christophe Delerue,
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Martins, and Zeger Hens. Quantum Dots: A Surface Chemistry Study. ACS
Nano, 5(3):2004–2012, 2012.

[230] C. S.Suchand Sandeep, Jon Mikel Azpiroz, Wiel H. Evers, Simon C. Boehme,
Iwan Moreels, Sachin Kinge, Laurens D.A. Siebbeles, Ivan Infante, and Ar-
jan J. Houtepen. Epitaxially connected PbSe quantum-dot films: Controlled
neck formation and optoelectronic properties. ACS Nano, 8(11):11499–11511,
2014.

[231] Dana B. Dement, Mayank Puri, and Vivian E. Ferry. Determining the Com-
plex Refractive Index of Neat CdSe/CdS Quantum Dot Films. J. Phys. Chem.
C, 122(37):21557–21568, 2018.

[232] Ved Varun Agrawal, Neenu Varghese, G. U. Kulkarni, and C. N.R. Rao. Effects
of changes in the interparticle separation induced by alkanethiols on the surface
plasmon band and other properties of nanocrystalline gold films. Langmuir,
24(6):2494–2500, 2008.

[233] Iwan Moreels, Yolanda Justo, Bram De Geyter, Katrien Haustraete, José C.
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loidaux à faible bande interdite: application à la détection infrarouge. PhD
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