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Abstract 
Data-Driven AI Techniques for Fashion and Apparel Retailing 

Digitalisation allows companies to develop many new ways of interacting with customers and 
other stakeholders. These digital interactions typically generate data that can be stored and 
later processed for different objectives. Currently, the fashion and apparel industry is 
undergoing a disruptive transformation due to digitalisation, including a rapid increase in the 
generation of data in various parts of the supply chain. While most data may not be stored 
with data mining or other analyses in mind, collected data frequently contain very valuable 
information that can be exploited. Analytics, in particular the use of data-driven AI 
techniques, is therefore becoming a pervasive tool that is used for a large variety of purposes 
and in many different processes. While the popularity of Artificial Intelligence (AI) as an 
advanced tool for improved decision support is increasing, applications of AI within the 
fashion and apparel industry have historically been rather limited.  

With this in mind, the overall purpose of this thesis is to, after presenting an overview of 
research on applications of data-driven AI in the fashion and apparel industry, demonstrate 
how various data sets and AI techniques can be utilised for improved decision support in 
different scenarios. 

Whilst the thesis first investigates the impact of AI on different parts of the supply chain, the 
empirical work focuses on fashion and apparel retailing. Here, different AI techniques are 
explored in a set of case studies covering several applications in fashion and apparel retailing, 
thus showing the potential of data-driven AI for decision support in that domain. 

One important learning outcome, found in several of the studies, is the need to combine 
several data sources and techniques in the projects. Another takeaway is the benefit of 
interpretable models, which allow for inspection and analysis of the discovered relationships. 
From an applied perspective, approaches like RFM modelling can be utilised as a pre-step to 
predict customer churn, add sentiment analysis to short-term sales forecasting and build 
campaign and simulation engines from historical data, which could potentially be used by 
many retailers.  

In conclusion, this thesis has, mainly through a set of case studies addressing real-world 
problems and utilising real-world data sets, demonstrated how data-driven AI techniques can 
support and improve fashion and apparel retailers’ decision-making. 

 

Keywords: Digitalisation, artificial intelligence, fashion and apparel industry, churn 
prediction, sales forecasting, campaign analysis, data-driven AI decision-making 
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Sammanfattning 

Datadrivna AI-tekniker för mode- och klädhandeln 

Digitaliseringen möjliggör nya sätt för företag att interagera med kunder och andra 
intressenter. Dessa digitala interaktioner generar data som kan lagras och senare processeras 
för olika ändamål. Modeindustrin genomgår just nu en disruptiv transformation på grund av 
digitaliseringen, vilket har lett till en snabb ökning av den mängd data som genereras i olika 
delar av värdekedjan. Även om avsikten med merparten av den data som lagras inte är att den 
ska nyttjas för data mining eller annan datadriven analys, så innehåller den potentiellt 
värdefull information som kan utnyttjas av företagen. Datadrivna analysmetoder, framför allt 
AI, har därför fått ett stort genomslag, och används nu för en mängd olika syften och 
processer. Även om användandet av AI som verktyg för förbättrat beslutsstöd ökar, så har 
användningen inom modebranschen historiskt sett varit relativt begränsad.  

Med detta som bakgrund, är denna avhandlings övergripande syfte att presentera en 
genomgång av forskning kring applikationer av data-driven AI i modeindustrin samt att visa 
hur olika datamängder och AI tekniker kan användas för att skapa förbättrat beslutstöd i ett 
antal scenarion.  

Även om avhandlingen börjar med en översikt över AI i olika delar av värdekedjan, så är det 
empiriska arbetet fokuserat på detaljhandeln inom modebranschen. Här utvecklas och prövas 
olika AI-tekniker i ett antal fallstudier som spänner över en mängd tillämpningar inom 
modehandeln.  

En viktig lärdom från flera av avhandlingens studier är behovet att kombinera olika typer av 
datamängder och tekniker. En annan generell slutsats är fördelarna med tolkningsbara 
modeller, vilka möjliggör granskning och analys av identifierade samband. Utifrån ett mer 
tillämpat perspektiv bör vissa tillvägagångssätt, som till exempel att utnyttja RFM-analys vid 
churn-prediktion, att berika försäljningsdata med sentimentanalys vid korttidsprognoser samt 
att skapa ett simuleringsverktyg för kampanjer från historisk data, visa sig värdefulla för 
aktörer inom detaljhandeln. 

 

Nyckelord: Digitalisering, Artificiell intelligens, Modeindustrin, Churnprediktion, 
Försäljningsprognoser, Kampanjanalys, Datadriven AI, Beslutsstöd 
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Résumé 

Techniques d'IA axées sur les données destinées au secteur de la mode et de 
l'habillement 

La digitalisation offre aux entreprises la capacité de développer de multiples et nouvelles 
modalités d'interaction avec les clients et les autres intervenants. Ces interactions numérisées 
engendrent typiquement des données qui peuvent être sauvegardées et traitées plus tard pour 
divers objectifs. L'industrie de l'habillement subit actuellement une transformation disruptive 
due à la digitalisation, notamment une augmentation rapide du volume de données générées 
par les différentes parties de la chaîne d'approvisionnement. Tandis que la plupart des données 
ne sont pas nécessairement stockées dans l'optique de l'exploration des données ou autres 
formes d’analyse, les données collectées contiennent fréquemment des informations très 
intéressantes qui peuvent être exploitées. Ainsi, les outils d'analyse, en particulier les 
techniques d'IA axées sur les données, deviennent omniprésents et sont utilisés à des fins très 
variées et dans de nombreux processus différents. Bien que la popularité de l'IA en tant 
qu'outil performant pour une meilleure aide à la décision ne cesse de croître, les applications 
de l'IA dans le secteur de la mode et de l'habillement restent relativement limitées. Dans cette 
optique, l'objectif général de cette thèse consiste, après avoir donné un aperçu général des 
applications de l'IA basée sur les données dans le secteur de la mode et de l'habillement, à 
démontrer la possibilité d'utiliser divers ensembles de données et techniques d'IA pour 
améliorer l'aide à la décision dans le cadre de divers scénarios. 

Cette thèse examine initialement l'impact de l'IA sur différentes parties de la chaîne 
d'approvisionnement, le travail empirique se concentre sur le secteur de la mode et de 
l'habillement. Différentes techniques d'IA sont alors explorées dans une série d'études de cas 
couvrant plusieurs applications dans ce secteur, révélant ainsi le potentiel de mise en œuvre de 
l'IA basée sur les données pour la prise de décision. 

L'un des acquis importants tiré de diverses études est la combinaison de multiples sources de 
données et de techniques dans les projets. Un autre constat général est l'avantage des modèles 
interprétables, permettant l'inspection et l'analyse des corrélations trouvées. Sur le plan 
pratique, certaines approches, comme la prédiction du comportement de désabonnement des 
clients, l'ajout de l'analyse des sentiments aux prévisions de ventes à court terme et la 
construction d'un moteur de simulation et de publicité à partir de données historiques, 
pourraient être utilisées par de nombreuses enseignes de prêt-à-porter. 

En guise de conclusion, la présente thèse a démontré, principalement par le biais d'une série 
d'études de cas abordant des problèmes du quotidien et utilisant des bases de données réelles, 
que les techniques d'IA axées sur les données peuvent soutenir et améliorer la prise de 
décision du secteur de la mode et de l'habillement 

 

Mots-clés : Digitalisation, intelligence artificielle IA, industrie de la mode et de l'habillement, 
prédiction de désabonnement, prévision des ventes, analyse des promotions, 
 Prise de décision par IA axée sur les données   
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时尚和服装产品零售业的数据驱动人工智能技术 

摘要

数字化技术能够为服装公司提供了多种新方式与客户和其他利益相关者进行互动。这些数字交

互通常会产生的数据，可以将这些数据进行存储和处理以实现不同的目标。目前，时装及成衣业正

经历数字化技术带来的颠覆性转变，其中包括在供应链各环节中生成的数据量急剧增加。 

尽管大部分数据可能不是为了数据挖掘或其他分析而进行存储的，但通常收集获得的数据中包

含可以利用的、非常有价值的信息。各种算法，尤其是使用数据驱动的人工智能技术的算法，正在

成为一种普遍应用的工具，正在用于各种各样场合和许多不同过程。虽然人工智能作为改善决策支

持的先进工具越来越受欢迎，但人工智能在时装和服装业的应用历来相当有限。 

本论文的总体目标是在有关数据驱动人工智能在时装和服装行业的应用研究成果基础上，分析

利用各种数据集和人工智能技术针对不同情景下的优化提供决策支持。 

本文首先研究了人工智能对供应链不同环节的影响作用，针对服装和服装零售业进行实证研究

工作。对人工智能技术在一系列案例进行分析研究，这些案例研究涵盖了时装和服装零售领域的不

同应用场景，从而证实了利用数据驱动的人工智能在该领域进行决策支持的应用潜力。 

本研究的重要成果之一就是从几项相关案例分析中发现需要结合多个数据来源和多项技术来进

行项目研究。另外，研究结果证实了解释模型的优点，能够通过检查和分析发现相互之间的关系。

从应用的角度来看，本研究提出的一些方法，例如预测客户流失、在短期销售预测中加入情绪分析、

以及根据历史数据建立活动和模拟引擎，可以满足于许多零售商的使用需求。 

总之，本研究主要通过针对一系列现实问题的案例研究，提出解决方案，并利用真实的数据集

合，论证了数据驱动的人工智能技术在支持和优化服装零售商决策方面的应用。 

关关键键词词：：数字化，人工智能，服装产业，客户流失预测，销售预测，竞争分析，数据驱动的人

工智能决策 
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1 Introduction 
 

The information age and the advanced data-driven digital technologies of the 21st century, 

marked by fast-paced transformations across industries, have led to the invention of many 

digital artefacts that we use in our daily lives, such as smartphones, self-driving cars and 

smart translators. These innovations have been made possible by significant advances in 

Artificial Intelligence (AI) (Haenlein & Kaplan, 2019). In the past decade, AI has been widely 

applied in many industries, including health, transportation and manufacturing (Thrall et al., 

2018; Xiong et al., 2015; Xu & Hua, 2017) as well as in service industries, such as 

telecommunication, banking, finance and insurance (Olson, 2007). The digital revolution has 

had many positive impacts on the consumer in terms of convenience, relevance experience, 

savings and empowerment (Reinartz et al., 2019). It has opened up new ways for companies 

to interact with the consumer. For example, enhancing consumer online interaction channels 

through mobile phones allows for new ways of brand value co-creation involving multiple 

value chain stakeholders (Ramaswamy & Ozcan, 2016). Overall, the digital transformation 

has facilitated interaction between different actors, such as customers and other stakeholders, 

across the value chain segments and the new digital technologies (Schallmo et al., 2020). The 

impact of this digital transformation not only actively links actors in the supply chain network 

but also makes available new combinations of resources and creates new bonds among actors, 

who were not previously linked, thus facilitating value creation by optimising and efficiently 

coordinating business processes and by enhancing customer experiences (Pagani & Pardo, 

2017). The diffusion of digital technologies, while forcing some industries to challenge 

themselves and succeed in the race to gain competitive advantages by embracing digital 

transformation (Fitzgrald et al., 2013).  

In addition to making the purchases more convenient for the customer and making interaction 

among multiple stakeholders within the value chain possible, digital interactions also generate 

data that can be stored and later processed. Customer interactions have led to a high amount 

of customer-generated data, both in terms of content and of activities, that goes beyond the 

pure transaction. Rapidly generated data can be effectively stored, organised, processed and 

analysed with the help of digital technologies; therefore, they are becoming critical to the 

management of supply chain processes (OECD, 2019). The size of the retail sector, along 

with its dynamic nature and above-average availability of data, makes the retail industry 
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especially interesting for researchers on big data analytics and AI, the combination of new 

technologies along with big data/predictive analytics is expected to cause a quantum leap in 

retailers’ understanding of the shopping process (Dekimpke, 2020). For new digital 

technologies to have a greater impact on businesses, there is a demand for new skills. A study 

by (Schallmo & Williams, 2018) suggest that new skills can help with acquisition, analysis 

and conversion of data and with generating actionable insights from it, which will transform 

the existing and traditional processes, models and decision-making activities, and further, will 

improve the performance of different operational activities within the firms.  

 

Just as in the rest of retailing, the fashion and apparel (F&A) industry is also undergoing a 

digital transformation. As argued by Griva et al. (2018), digitalisation has necessitated that 

F&A apparel retailers respond to the dynamic preferences and tastes of modern consumers. 

This is because consumer decisions are influenced by increased awareness gained through 

various offline and online channels (Griva et al., 2021). In addition, customer satisfaction is 

critical to building brand loyalty. Therefore, the F&A industry competes to retain its 

customers for increasing business revenue by providing them with high-quality products at 

the right time (Grabher et al., 2008). Traditional statistical decision models, such as 

segmentation and customer lifetime value (CLV), are incapable of handling the challenges 

that arise from the uncertain customer behaviour and market trends and from the complex 

data (Dahana et al., 2019). Therefore, they fail to support the accurate and improved decision-

making that is integral to the success of the F&A retail industry. Consequently, novel decision 

models for real-time customer analytics and consumer behaviour prediction that are based on 

newly available customer transaction data are indispensable to the efficient management and 

growth of the F&A retail business.  

 

Due to the growing impact of digital technologies, the F&A industry is becoming increasingly 

dynamic, as data is being generated when every new piece of apparel is designed, produced 

and sold (Jain et al., 2017). Powered by advanced digital technologies, such as cloud 

computing and database technologies coupled with AI, the F&A industry is able to integrate 

customers into the value chain segments through the adoption of e-commerce platforms. The 

customer actively adds value to the digitalisation of the F&A industry because the customer 

data can be used to improve products and services (Bhardwaj & Fairhurst, 2010).  
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AI is one of the technologies listed by the OECD (2019) as a main driver of digital 

transformation. The innovative transformations in the technology sector have been driven by 

significant advances in AI, a technology with the potential to solve complex modern problems 

(Haenlein & Kaplan, 2019). Today, AI has become an important topic in multiple domains, 

which means that definitions of the term might differ. As the pertinent research studies take a 

data analytics business perspective, the following definition will be considered through this 

thesis. AI, as per Kaplan and Haenlein (2019, p.17), is “a system's ability to interpret external 

data correctly, to learn from such data, and to use those learnings to achieve specific goals and 

tasks through flexible adaptation”. 

 

The popularity of AI applications and the rapid growth of data from various sources, such as 

retail transaction data and social media data, offers plenty of opportunities to develop decision 

models based on AI that could enhance operation and management efficiency in the F&A 

industry (Zou et al., 2019). Hence, this thesis aims to exploit F&A retail data using AI 

techniques in order to improve decision-making in the F&A industry. As discussed 

previously, new data sources are valuable repositories of insights and knowledge that could 

aid F&A retailers in understanding customer behaviour in real-time and in increasing the 

quality and precision of their supply chain activities. 

 

Thus, AI and big data are key technologies for making efficient, accurate and robust decisions 

in various business domains to maximise business profitability. Therefore, significant 

investments in such technologies are integral to the competitiveness of the F&A industry, as 

they enhance the efficiency of critical decisions, such as demand forecasting, product 

recommendations, customer retention, market trend prediction and customisation (Thomassey 

& Zeng, 2018). 
 

Hence, AI is an obvious technology for exploiting the massive amount of data and deriving 

significant knowledge from it. As companies invest in AI to gain a competitive edge in the 

market, it is crucial for the F&A industry to tap into this knowledge and leverage it to make 

more informed and accurate decisions. However, the decision domains within the F&A 

industry that serve as crucial avenues for studying AI’s potential remain limited. For instance, 

fashion retail data is a significant source for the study of customers' purchasing behaviour that 

could, in turn, enable F&A retailers to optimise their decisions regarding the sourcing of raw 

materials and manufacturing of F&A products.  
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However, the F&A industry has not yet extensively adopted the cutting-edge data 

technologies, such as AI and big data analytics, that are necessary for solving critical 

management-related decision problems, such as those in sales, retailing and marketing 

(Acharya et al., 2018). The understanding of the decision context and data is a main 

prerequisite of AI applications because they are both important elements in enhancing an AI’s 

algorithmic intelligence (Stuart & Norvig, 2009). Therefore, it is essential for the F&A 

industry to collect data from all business transactions by customers, suppliers and other 

supply chain actors. In this respect, the F&A industry is facing a need to adapt to the rapid 

phenomenon of big data generation in their information repositories in order to derive 

significant insights from the data and make efficient decisions for improved business growth 

and performance (Bradlow et al., 2017; Ferraris et al., 2019)  

 

1.1 Problem statement 
 

As mentioned above, the highly digitalised nature of the F&A industry generates massive 

amounts of data at various parts of its supply chains. Digitalisation has been considered as the 

most influential factor in enabling the F&A industry to better understand customer 

preferences and align them with the upstream supply chain stages, such as raw material 

sourcing, manufacturing, distribution, logistics, and sales and retailing, through centralised 

digital platforms. Data play an essential role in these processes, as the digital interactions 

among these supply chain stages, including customers, lead to massive data proliferation.  

These rapidly growing data sets could, through advanced analytics, lead to improved support 

in a variety of decision processes. The interconnected and centralised information systems 

that store the datasets allow the F&A industry to fully understand and map out the range of 

decision problems related to supply chain operations and further allow them to make informed 

decisions using advanced data analytics. These decisions’ efficiency and accuracy are of great 

importance for the sustained growth and success of the F&A industry.  

In the above context, traditional decision models do not address the complexity of the newly 

generated datasets or extract insights from them to support decisions. These datasets are the 

significant factors in the decision-making processes of the F&A industry. Consequently, data-

driven AI has replaced traditional statistical methods in various decision areas. However, a 

4 
 

 

However, the F&A industry has not yet extensively adopted the cutting-edge data 

technologies, such as AI and big data analytics, that are necessary for solving critical 

management-related decision problems, such as those in sales, retailing and marketing 

(Acharya et al., 2018). The understanding of the decision context and data is a main 

prerequisite of AI applications because they are both important elements in enhancing an AI’s 

algorithmic intelligence (Stuart & Norvig, 2009). Therefore, it is essential for the F&A 

industry to collect data from all business transactions by customers, suppliers and other 

supply chain actors. In this respect, the F&A industry is facing a need to adapt to the rapid 

phenomenon of big data generation in their information repositories in order to derive 

significant insights from the data and make efficient decisions for improved business growth 

and performance (Bradlow et al., 2017; Ferraris et al., 2019)  

 

1.1 Problem statement 
 

As mentioned above, the highly digitalised nature of the F&A industry generates massive 

amounts of data at various parts of its supply chains. Digitalisation has been considered as the 

most influential factor in enabling the F&A industry to better understand customer 

preferences and align them with the upstream supply chain stages, such as raw material 

sourcing, manufacturing, distribution, logistics, and sales and retailing, through centralised 

digital platforms. Data play an essential role in these processes, as the digital interactions 

among these supply chain stages, including customers, lead to massive data proliferation.  

These rapidly growing data sets could, through advanced analytics, lead to improved support 

in a variety of decision processes. The interconnected and centralised information systems 

that store the datasets allow the F&A industry to fully understand and map out the range of 

decision problems related to supply chain operations and further allow them to make informed 

decisions using advanced data analytics. These decisions’ efficiency and accuracy are of great 

importance for the sustained growth and success of the F&A industry.  

In the above context, traditional decision models do not address the complexity of the newly 

generated datasets or extract insights from them to support decisions. These datasets are the 

significant factors in the decision-making processes of the F&A industry. Consequently, data-

driven AI has replaced traditional statistical methods in various decision areas. However, a 



4 
 

 

However, the F&A industry has not yet extensively adopted the cutting-edge data 

technologies, such as AI and big data analytics, that are necessary for solving critical 

management-related decision problems, such as those in sales, retailing and marketing 

(Acharya et al., 2018). The understanding of the decision context and data is a main 

prerequisite of AI applications because they are both important elements in enhancing an AI’s 

algorithmic intelligence (Stuart & Norvig, 2009). Therefore, it is essential for the F&A 

industry to collect data from all business transactions by customers, suppliers and other 

supply chain actors. In this respect, the F&A industry is facing a need to adapt to the rapid 

phenomenon of big data generation in their information repositories in order to derive 

significant insights from the data and make efficient decisions for improved business growth 

and performance (Bradlow et al., 2017; Ferraris et al., 2019)  

 

1.1 Problem statement 
 

As mentioned above, the highly digitalised nature of the F&A industry generates massive 

amounts of data at various parts of its supply chains. Digitalisation has been considered as the 

most influential factor in enabling the F&A industry to better understand customer 

preferences and align them with the upstream supply chain stages, such as raw material 

sourcing, manufacturing, distribution, logistics, and sales and retailing, through centralised 

digital platforms. Data play an essential role in these processes, as the digital interactions 

among these supply chain stages, including customers, lead to massive data proliferation.  

These rapidly growing data sets could, through advanced analytics, lead to improved support 

in a variety of decision processes. The interconnected and centralised information systems 

that store the datasets allow the F&A industry to fully understand and map out the range of 

decision problems related to supply chain operations and further allow them to make informed 

decisions using advanced data analytics. These decisions’ efficiency and accuracy are of great 

importance for the sustained growth and success of the F&A industry.  

In the above context, traditional decision models do not address the complexity of the newly 

generated datasets or extract insights from them to support decisions. These datasets are the 

significant factors in the decision-making processes of the F&A industry. Consequently, data-

driven AI has replaced traditional statistical methods in various decision areas. However, a 

4 
 

 

However, the F&A industry has not yet extensively adopted the cutting-edge data 

technologies, such as AI and big data analytics, that are necessary for solving critical 

management-related decision problems, such as those in sales, retailing and marketing 

(Acharya et al., 2018). The understanding of the decision context and data is a main 

prerequisite of AI applications because they are both important elements in enhancing an AI’s 

algorithmic intelligence (Stuart & Norvig, 2009). Therefore, it is essential for the F&A 

industry to collect data from all business transactions by customers, suppliers and other 

supply chain actors. In this respect, the F&A industry is facing a need to adapt to the rapid 

phenomenon of big data generation in their information repositories in order to derive 

significant insights from the data and make efficient decisions for improved business growth 

and performance (Bradlow et al., 2017; Ferraris et al., 2019)  

 

1.1 Problem statement 
 

As mentioned above, the highly digitalised nature of the F&A industry generates massive 

amounts of data at various parts of its supply chains. Digitalisation has been considered as the 

most influential factor in enabling the F&A industry to better understand customer 

preferences and align them with the upstream supply chain stages, such as raw material 

sourcing, manufacturing, distribution, logistics, and sales and retailing, through centralised 

digital platforms. Data play an essential role in these processes, as the digital interactions 

among these supply chain stages, including customers, lead to massive data proliferation.  

These rapidly growing data sets could, through advanced analytics, lead to improved support 

in a variety of decision processes. The interconnected and centralised information systems 

that store the datasets allow the F&A industry to fully understand and map out the range of 

decision problems related to supply chain operations and further allow them to make informed 

decisions using advanced data analytics. These decisions’ efficiency and accuracy are of great 

importance for the sustained growth and success of the F&A industry.  

In the above context, traditional decision models do not address the complexity of the newly 

generated datasets or extract insights from them to support decisions. These datasets are the 

significant factors in the decision-making processes of the F&A industry. Consequently, data-

driven AI has replaced traditional statistical methods in various decision areas. However, a 

5 
 

systematic categorisation that simultaneously incorporates tasks addressed, data sets used and 

AI-techniques utilised in different phases of the F&A supply chain is missing. Therefore, it is 

worthwhile to investigate how decisions and the utilised analytical models in the F&A 

industry have evolved with respect to increased digitalisation, data proliferation and AI 

influence.  

There also seems to be a lack of understanding of how the combination of data from different 

sources, using data-driven analytics, can support managers in decisions of strategic 

importance in the F&A industry. Since the supply chain processes in the F&A industry are 

data-driven, the complex problem of utilising data to make accurate and informed decisions 

has not yet been addressed in the literature.  

 

1.2 Research purpose and research questions  
 

In line with the problem statement outlined in the previous section, the overall purpose of this 

thesis is: 

 to study existing research on applications of data-driven AI in the F&A industry in 

order to identify the data types and techniques that are frequently used.  

 to demonstrate how different data sources and data mining techniques can be used 

and combined in novel ways to improve decision support in the F&A industry.  

 

The problem statement discussed in Section 1.1 leads to the following research questions 

(RQs) that aim to achieve the purpose of this thesis:  

 

1. What are the widely used data types and key data-driven AI applications in the F&A 
industry? 

2. How can data-driven AI techniques support and improve F&A retailers’ decision-
making?  

a. How can fashion customer transaction data be utilised to analyse and predict 
customer behaviour? 

b. How can social media data be utilised to improve sales forecasts? 

c. How can historical campaign data be utilised to design successful campaigns 
and promotions?  
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1.3 Thesis outline

This thesis is composed of six chapters and five appended papers. The outline of the thesis is 

shown in Figure 1.1.

Chapter 1 presents the introduction, research problem, purpose and research questions.

Chapter 2 introduces the conceptual framework of the thesis by describing the key concepts 

used in the appended articles. Section 2.1 describes the key concepts of data-driven AI and 

different terminologies that support the thesis work. This section explains the data, data 

mining tasks, techniques and model evaluation. Section 2.2 provides the key concepts related 

to the F&A industry, supply chain and retailers, and finally, Section 2.3 discusses data-driven 

decision-making.

Figure 1.1: Thesis structure outline

Chapter 3 explains the research methodology by outlining the research strategy, research 

process, datasets and scientific methods used to conduct the thesis research work. 

Chapter 4 summarises the five appended articles independently.

Chapter 5 presents the conclusion by answering and discussing RQs and purpose of the 

thesis.

Chapter 6 presents a discussion and suggests possible future research avenues.
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2 Conceptual framework 
 
The theoretical foundation of the papers and articles in this thesis are developed from two 

fields of research—data-driven AI and textile management. The aim of this chapter is to 

create a conceptual framework for discussion of the results. Thus, the chapter will first cover 

the main concepts of data-driven AI (Section 2.1) and then those of textile management in the 

context of the F&A industry (Section 2.2).  

 

2.1 Data-Driven AI  
The primary goal of data-driven AI is to utilise data to provide value in the form of 

knowledge and to support automated decision-making with or without human intervention 

(Russell & Norvig, 2009; Thamm et al., 2020). Data-driven AI systems contribute to the 

process of knowledge extraction from large quantities of data through activity referred to as 

data mining.  

 

Data mining, as defined by Berry and Linoff (2004), is a business process for exploring large 

amounts of data to discover meaningful patterns and rules. The overall goal of data mining is 

to turn data into actionable insights that support decision-making across the organisations. In 

the varying contexts wherein data mining is applied, the goal is often to create value from the 

data. Therefore, data mining is a goal-driven business process. The data play a central role in 

the process of knowledge extraction.  

Data mining constitutes the key step in the larger process known as knowledge discovery in 

databases (KDD). KDD is also a computer science field that mainly focuses on the extraction 

of hidden patterns and rules from data, enabling the discovery of new knowledge. According 

to the standard CRISP-DM methodology for data mining developed by Chapman et al. 

(1999), the KDD process is comprised of three broad phases, as illustrated in Figure 2.1.  

 

Figure 2.1: The KDD process 
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Data from a multitude of sources and in varying formats constitute the main input to the KDD 

process. Data pre-processing precedes the data mining step because data need to be 

transformed into an appropriate format before being utilised for data mining. In the data pre-

processing step, relevant data from the different sources are combined, transformed into a 

structured format and cleaned to remove missing and extreme values, also known as outliers. 

In this way, the data pre-processing step produces data in a standard format that can be used 

for descriptive or predictive data mining. The data post-processing step then ensures the 

selection of only the valid and useful results from the data mining step, and it often entails 

data visualisation and statistical analysis, such as hypothesis testing, data summarisation, etc. 

The specific context and purpose of the decision task often drive the KDD process; therefore, 

KDD is a context-driven process. From the business perspective, there are two crucial goals: 

firstly, to identify specific business decision areas and problems where data mining can 

produce value, and secondly, to extract actionable insights out of data, using data mining 

techniques, in order to support decision-making, i.e. to actually perform KDD. These two 

activities are part of a larger process known as the virtuous cycle of data mining, illustrated in 

Figure 2.2 (Berry & Linoff, 2004). Depending on the context, data mining can refer to either 

the complete virtuous cycle or a part of the KDD process. In this thesis, the application of data 

mining techniques to extract valuable and actionable knowledge from the data is considered 

within the business context.

Figure 2.2: Virtuous cycle of data mining (Berry & Linoff, 2004)

Although data mining can be applied to a number of decision problems, these problems can 

almost always be mapped into a few generic data mining tasks. On a high level, these tasks 
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can be divided into descriptive and predictive tasks (Pang-Ning Tan et al., 2016). The overall 

purpose of the descriptive task is to perform an exploratory analysis that aims to produce 

meaningful information about the data in terms of high-level data summarisation, 

identification of regularities or patterns and relationships between the attributes. The data 

mining techniques used for descriptive tasks typically include association rules and clustering 

(Williams, 2011). The main purpose of the predictive task is to predict or explain a value of 

one variable, often its future value, based on the values of other variables (Hand, 2007). 

Predictive models are often built upon historical data, i.e. a set of examples consisting of input 

and target variable values (Peng et al., 2008). 

Data mining tasks, both descriptive and predictive, require high-quality data that is relevant 

and has been pre-processed for the task (Berry & Linoff, 2004; Piatetsky-Shapiro & Parker, 

2011). A key capability of organisations utilising data mining techniques is therefore the 

ability to map a business problem to one of the generic tasks while also ensuring to have 

access to the necessary data in a suitable format. Once the problem is identified and the data is 

harvested and subsequently pre-processed and transformed into a suitable format, the actual 

algorithm needs to be chosen based on the exact task (e.g. classification, forecasting, text 

mining, etc.), the characteristics of the problem and any other requirements (Kuhn & Johnson, 

2013). Next, the evaluation of the chosen data mining techniques is performed to ensure that 

the objectives of the data mining tasks are fulfilled. Evaluation of data mining is actually two 

different activities; internal evaluation uses rigorous protocols and metrics to compare 

different techniques and parameter settings, while external evaluation somehow measures the 

effects of the entire project.  

In the next section, we will present in detail a number of concepts that are related to data-

driven AI: data, tasks, techniques, and model evaluation. This section will elaborate on the 

data mining process and give some insights into the different terminologies that are used in 

the data mining-based case studies.  

2.1.1 Data 
 

Any data mining task requires data. Data come from different sources (such as relational 

databases, transactions, sensors, social media, demographic data, etc.) and in multiple 

formats, including text, numbers, videos, images, etc. In general, data can be structured, 

unstructured or semi-structured: 
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 Structured Data – Data in a standard format or structure, e.g. data from relational 

databases.  

 Unstructured Data – Data without any defined structure that is stored in different 

formats, e.g. text documents, social media data, images and videos. 

 Semi-Structured Data – Data with a discernible pattern or data that are only partially 

structured but contain tagged information, e.g. XML, JSON documents and emails. 

In the business context, e.g. the F&A industry, the majority of all data analysis uses structured 

data, often in a standard tabular format. The table representing the data contains rows and 

columns. Data in a tabular format entails data objects, also known as records, observations or 

instances. These data objects, which are represented in the rows, are described by a number of 

features, also known as attributes or variables, that are represented in the columns. For 

example, Table 2.1 shows customer transaction data; and the attributes represented in the 

columns describe the customer. 

Table 2.1: Sample customer transaction data 

Customer Age Gender Date Product 

_Name 

Purchased_Items Cost 

(Euros) 

Cust_1 25 M 26/02/2018 Shirt 1 25 

Cust_2 38 F 26/02/2018 T-shirt 4 10 

Cust_3 40 M 26/02/2018 Jeans 2 30 

 

In the above table, the instance (Cust_1) is described by attributes (Age, Gender, Date, 

Product_Name, Purchased_Items and Cost) that represent characteristics that vary from one 

customer to other. The attributes in the table are both numerical (Age, Date, Purchased_Items, 

and Cost) and categorical (Gender and Product_Name). Numerical attributes are represented 

by a number and exhibit the properties of numbers, while categorical attributes represent the 

qualitative aspect of the data objects (in Table 2.1, the customers). The attributes Gender and 

Product_Name take up only a small number of possible values (Male(M) and Female(F) and 

Shirt, T-shirt and Jeans, respectively).  

Detailed descriptions of the most common data attribute types are given below:  

 Numeric attributes: The numeric or quantitative attributes are represented by numbers 

and possess most of the properties of numbers. Numeric attribute can be continuous or 
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discrete. Continuous attributes take up values of real numbers, e.g. temperature, 

weight or height. Discrete attributes take up a finite or an infinite set of integer values, 

e.g. ID numbers, zip codes or number of days. A binary attribute is a special discrete 

attribute that takes up only two values, e.g. Male/Female, True/False, Yes/No, 0/1, etc. 

The properties of numbers, such as addition (or subtraction) and multiplication (or 

division), define the two common numeric attributes, viz. Interval and Ratio. The unit 

of measurement, for example the sum or difference between the values defined by 

addition and subtraction, are meaningful for interval attributes (dates in the calendar, 

temperature measured in Celsius or other units, etc.). For ratio attributes, both the 

differences and ratios defined by the multiplication or division operations are 

meaningful. For example, a variable such as length can be used to compare or measure 

the objects by their lengths. Other examples of ratio attributes include age, quantities, 

mass, and electric current.  

  

 Categorical attributes: The categorical attributes lack most of the number properties and 

have a well-defined set of values without any natural order, e.g. country, gender, etc. In 

general, the values of categorical attributes are represented by strings that, if required, can 

be transformed into numbers. Defined by the specific number properties, viz. order and 

distinctness, the categorical attributes are categorised as nominal and ordinal. The values 

of nominal attributes are just different names that help to distinguish one value from the 

other, for example colour, gender, city names, etc. On the other hand, ordinal attribute 

values provide information to order objects, for example the performance of students 

(poor, average, better, excellent), grades, rankings, etc.  

Apart from the structured data, there exist other special data types, such as temporal data (i.e. 

time series data) and unstructured data (e.g. text data), described below, that do not 

necessarily fit into the standard tabular format. Hence, they need to be transformed into a 

structured format for data mining tasks. 

 Time series data: Sequential data represented by a series of measurements recorded 

over time, e.g. stock data or housing prices that vary over time. 

 Text data: Unstructured data containing words or text, for example social media data 

and documents. These data need to be transformed into numerical values to train the 

data mining algorithms.  
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Using poorly processed data for the data mining tasks can lead to inappropriate results, and it 

is normally not possible if the data is not in a suitable format (Pyle, 1999). As previously 

mentioned, data is far from being perfect; therefore, data pre-processing is a crucial step that 

takes a considerable amount of time. Data must be inspected for quality by taking important 

steps, such as identifying missing data, detecting noise and outliers, and transforming 

categorical attributes into a numerical form in order to apply data mining techniques (Pang-

Ning Tan et al., 2016). From the perspective of data quality, some problems that can affect the 

data mining results are described as follows: 

a. Missing data: a field without a value, which could occur due to many reasons 

and can be handled using various methods. Following are some of the methods 

for handling missing values: 

 Attributes with missing values can be removed, for instance removing 

attributes with more than 10 % missing values. 

 Filling the missing values, for example replacing them with the mean value 

or the most frequent value, which is known as mode.  

b. Noisy data: irrelevant data that cannot be easily interpreted by machines (Salgado 

et al., 2016), for example unstructured data, mislabelled attributes or 

measurement errors in the values of the attributes. The binning method, 

clustering and regression are some of the methods of handling noisy data (Pyle, 

1999). 

c. Outliers: a data point that stands out from the rest of the data (Barnett, 1978). 

Anomalies, discordant and deviants are terms that describe outliers (Aggarwal, 

2017). Most commonly, the outliers are handled by replacing them with 

appropriate values because outliers can influence the performance of predictive 

models.  

For data mining techniques, data often have to be in a numerical format, meaning that if the 

data mining is applied to text data or data that contain categorical attributes, conversion of 

text data and categorical values into numbers is a necessary and crucial step. 
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2.1.2 Tasks 
 

The specific tasks that data-driven AI aims to achieve are generally of two types: descriptive 

and predictive (Pang-Ning Tan et al., 2016). These are explained in more detail in the 

following sections. 

 

2.1.2.1 Descriptive tasks 

 

The data used for analysis or research typically contain hidden underlying relationships 

among its attributes. It may also contain complex patterns that could help identify the 

relationships in the datasets. The overall goal of descriptive data mining is therefore to 

identify hidden relationships between attributes, trends, correlations, clusters, etc. in the data 

and to explain its general properties. One basic technique used for descriptive tasks is simply 

to summarise the data by using either statistical measures or graphs. Statistical measures, such 

as mean, mode, median, standard deviation, and variance, are single number measures that 

describe the characteristics of the data attributes (Kuhn & Johnson, 2013). The measures such 

as mean, mode and median give the central tendencies of a large number of attribute values. 

The dispersion or spread of values of the numerical attributes is measured by standard 

deviation, variance and range (Pang-Ning Tan et al., 2016). The degree of symmetrical 

distribution of attribute values around the mean is measured by the statistical measure known 

as skewness. When there are two attributes to be analysed, the measure that captures the linear 

relationship between them is correlation.  

 

Apart from these measures that summarise the numerical characteristics of data, there exist 

more subtle and complicated characteristics of the data set that also need to be described. 

Graphical techniques are used to describe these characteristics; they summarise the data in the 

form of graphs, such as histograms, bar plots, box plots, pie plots, scatter plots and stem and 

leaf plots (Pang-Ning Tan et al., 2016). Data summarisation becomes more complex and 

difficult as the dimensionality of the data set increases. One notable set of techniques that 

provides interactive analysis and enhanced visualisation capabilities to generate summary 

statistics of a multi-dimensional data set is Online Analytical Processing (OLAP; see Berry & 

Linoff, 2004). OLAP techniques aggregate multi-dimensional data across either attribute 

values or different dimensions. For example, if the transaction data set contains sales 
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information (as per attributes such as date of purchase, product, location and customer IDs), 

the OLAP technique can be applied to generate a data summary that describes the purchase by 

a particular customer ID by location, product category and date.  

 

Another important task in the descriptive analysis is to divide the instances into small groups 

(segments) based on similarity measures or a variety of similarity factors. This is known as 

segmentation. The automatic data-driven segmentation of data, typically performed on large 

volumes of data, is known as clustering (Berry & Linoff, 2004). In clustering, the overall goal 

is to group the instances into clusters; the instances belonging to the same cluster should be as 

similar as possible, while each cluster should be as different as possible from the others. For 

example, clusters of customers can be formed based on similar purchased products. Another 

example of segmentation is RFM analysis, which is widely used to analyse customer 

behaviour for marketing purposes (Berry & Linoff, 2004). The RFM technique quantifies 

customer actions in terms of Recency (R), Frequency (F) and Monetary (M). Recency is the 

measure of time elapsed since the last transaction by the customer. Frequency is the number 

of transactions made by the customer in the analysed period, and Monetary is the 

corresponding total spending. One example of segmenting customers using RFM analysis is 

identifying the most profitable customers by looking for low Recency, high Frequency and 

high Monetary values (Ballings & Van den Poel, 2012).  

 

For a special type of data without a standard format, for example the point-of-sale data that is 

often collected at retail counters, a possible descriptive task would be to identify the patterns 

that represent the strongly associated attributes. This task is known as association analysis. 

The identified pattern is represented in the form of feature subsets. The goal of association 

analysis is to efficiently discover the most interesting patterns in the data set. The widely used 

application of association analysis is called Market Basket, wherein point-of-sale data is 

analysed to find products that are frequently bought together by the customers (Berry & 

Linoff, 2004; Pang-Ning Tan et al., 2016). For example, association analysis could discover 

that the customers who buy shampoo also tend to buy conditioner. 

 

2.1.2.2 Predictive tasks  

 

A predictive task generally has the main objective of predicting the value of the dependent or 

target variable based upon the values of other variables, known as independent or explanatory 
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variables (Pang-Ning Tan et al., 2016). Predictive tasks are most often handled by predictive 

modelling (PM), which is the process of building a model that defines a target variable in 

terms of a function of explanatory variables. PM is defined as the problem of approximation 

of a function f to map input variables X (independent variables) and the target variable Y, and 

the function approximation is on a very high level represented by Eq. (2.1).  

= ( )     (2.1)

     

PM builds a model using labelled data, i.e. examples containing values for both the target 

variable Y and the explanatory variables X, and then applies this model to a novel data set, i.e. 

the new unseen instances where values of the target variable are unknown, to predict the 

unknown values of Y. When PM uses labelled data to train the model using data mining 

algorithms, this is called supervised learning, and the model is said to be trained. The data 

used to build a predictive model is therefore referred to as the training set.  

 

Depending on the type of target variable, the predictive tasks are categorised as predictive 

regression or predictive classification. When the target variable is categorical, then the task is 

predictive classification, and when the target variable is continuous, the task is predictive 

regression. Furthermore, if the prediction task is performed on temporal data, i.e. time series 

data, then the task is known as time series prediction or forecasting. Time series prediction is 

thus a special case in which the underlying assumption is that the values of a target variable 

are dependent on the previous values of either the target itself or of the explanatory variables. 

Typically, there are two types of time series prediction: univariate and multivariate. In 

univariate time series prediction, the value of the target variable is predicted based upon only 

its past values, while in multivariate time series prediction, the value is predicted based upon 

the historical values of several variables.  

 

The main objective of any of the predictive tasks is primarily to reduce the error, i.e. the 

difference between the predicted value of the target variable and its actual value. This 

difference is measured using various error metrics that evaluate how well a predictive model 

fits the training set. The model training on the training set is considered finalised when the 

error on the training set is sufficiently small, and then the model can be applied to unseen 

novel data to make predictions. The internal function that measures the model fitness on the 

training instances is known as the score function (Berry & Linoff, 2004; Pang-Ning Tan et al., 
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2016). Although there are many score functions, no score function is optimal for all the 

predictive techniques. The overall goal is to generate a model that generalises well to 

instances not used for building the model. In order to do so, the obvious requirement is that 

the novel examples come from the same distribution as the training instances. However, these 

training examples are still just samples from this distribution and may very well contain noise. 

A powerful algorithm learning the training set “too well”, i.e. more or less memorising the 

examples, leads to larger generalisation errors. This is called overfitting. Underfitting, on the 

other hand, occurs when the model is not powerful enough to learn the relationship. 

 

Since minimising the generalisation error is the goal of predictive modelling, being able to 

produce unbiased estimations of future errors is critical. With this in mind, the available 

labelled data set is usually split into several subsets before undergoing predictive modelling. 

Each subset serves a distinct purpose and is used in different ways. Unfortunately, the 

terminology used for the subsets is not completely consistent. The various subsets and their 

usage are described below. 

Training set: This is the subset used for actually building, i.e. training, the predictive model. 

Validation set: This is the subset used to select the parameters of the model. A validation set 

enables model selection by scoring it against the subset of data not used during the model 

building.  

Test set: This is the subset used for model evaluation. The test set is not used at all during the 

model building phase. Test data, consequently, serve to estimate the expected results from 

new data.  

Production set: This is the data set on which the finalised model is applied by using instances 

where the true target values are not known.  

Training, validation and test data all have known target values for every example. For 

production data, as mentioned above, the target values are unknown. 

In the research literature, the term production set is not commonly used, likely because 

predictive models are rarely applied to examples in which the targets are unknown. Instead, 

academic research on data mining focuses on results from test sets and sometimes uses 

validation sets for model ranking and selection. This terminology is also used throughout this 
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thesis, i.e. the training set is used for the model building, the validation set (if employed at all) 

for model and parameter selection and the test set for producing the final results.  

Descriptive and predictive tasks are normally combined in a data-mining project. The 

descriptive tasks, being exploratory in nature, are the means to gaining insights into the data 

set, and they also help to identify any noise in the data. Therefore, predictive tasks often 

utilise different descriptive techniques as a preliminary (exploratory) step toward a better 

understanding of the data and the problem.  

 

2.1.3 Techniques  
 

The predictive tasks are handled by numerous data mining techniques, and they all come with 

certain advantages and disadvantages. This section describes the data mining techniques used 

in this thesis. 

 

2.1.3.1 Decision Trees 
 

Decision trees (DT) are predictive models that are used for both classification and regression 

tasks (Breiman, 2001). Therefore, DTs are categorised as classification trees and regression 

trees. DTs have become widely popular for data mining because they are reasonably accurate, 

fast to train, and most importantly, produce transparent models. DTs are a set of if-then rules 

that are arranged using a tree-like structure.  

To illustrate how DTs work, the problem of classifying mammals from non-mammals is 

illustrated in Figure 2.3. To determine whether the species is mammal or non-mammal, a 

series of questions can be posed about the characteristics of the species. The first question that 

could be asked is whether the species is warm- or cold-blooded. If the species is warm-

blooded, then it is either a mammal or a bird, otherwise it is definitely a non-mammal. 

Another follow-up question that could be asked is whether the females of the species give 

birth to their offspring or lay eggs. Species that lay eggs are most certainly non-mammals, 

while those who give birth to their young are definitely mammals. This series of questions 

and answers could be organised into a tree-like hierarchical structure that forms a DT, the 

components of which are a root node, branches and leaf nodes (see Figure 2.3). A root node 

has no incoming links but can have zero or more outgoing links. An internal node has exactly 
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one incoming and two or more outgoing links. A leaf node, also known as a terminal node, 

has exactly one incoming link and no outgoing link. Each leaf node is represented by a class 

label. The root and internal nodes, also known as non-terminal nodes, include attribute test 

conditions that can typically be defined by a single attribute. The possible outcomes of the 

attribute test conditions produce child nodes. For example, the attribute body temperature is 

used by the root node to define the test attribute conditions determining whether the species is

warm- or cold-blooded, thereby resulting in two child nodes. DTs classify the data points 

from root node to some leaf nodes via internal nodes. Each node contains either a prediction 

or a Boolean condition (Yes/No) based upon which leaf nodes are created that are linked to 

target class labels. 

Figure 2.3: The decision tree (Pang-Ning Tan et al., 2016)

i. Creation of DTs

The creation of DTs is based on the goal of minimising the prediction error on a training set. 

The tree is created in a recursive manner by partitioning the data set on the explanatory 

variables. A metric known as purity gain is used as the score function to evaluate the split of 

the data set D into its subsets N (D1, D2,……. ). The purity gain, as shown in Eq. (2.2), is 

defined as the difference in purity between D and the subsets . 

( , ) = ( ) ( ) ( ) (2.2)
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( ) is the proportion of D in each subset . 

Based on Eq. 2.2, the purity gain of each split is calculated, and the one with the highest 

purity gain is selected. This process is continued recursively for each subset in the selected 

split.  

The metrics that are used to measure the information uncertainty in a data set and class 

impurity in the nodes are entropy and gini index, respectively. The overall aim of using 

entropy and the gini index is to minimise the depth of the final tree by always choosing a 

number of splits that impacts the classification of an instance. Considering all the explanatory 

variables, the information gain is calculated for all the conditions of the split based on the 

probability of random selection of an instance of the target class, which is denoted as  in the 

entropy formula shown in Eq. (2.3). The entropy value ranges from 0 to 1, and its maximum 

value is reached when the probabilities of all classes are equal.  

( ) =  ( )    (2.3) 

Gini index, as calculated using the formula shown in Eq. (2.4), calculates the class impurity in 

each node t based on the class probabilities ( ) of j classes.  

 = 1  ( | )                 (2.4) 

 

ii. Pruning 

Overfitting is a common problem in DTs, which means that when a fully grown tree is 

optimised, it memorises the training set, including noise, in such a way that it later yields a 

high generalisation error. The standard way of handling the DT overfitting problem is to 

prune the trees. Pruning, simply put, limits the growth of the large trees, typically by 

iteratively merging leaf nodes.  

Pruning can be handled by two approaches. Pre-pruning prevents the growth of the tree before 

the weaker branches grow, while post-pruning occurs after the tree is fully grown. Generally, 

subtrees created by the post-pruning are evaluated on the training set or a test set that contains 

unseen instances. The ways in which these subtrees are created are different for every post-

pruning algorithm; however, all the algorithms perform subtree replacement and raising. 

Subtree replacement, which begins in the leaves of the tree, replaces the selected subtree with 

single leaves. Subtree raising removes internal nodes and thus raises the subtree to a higher 
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level in its branches. Overall, pruning creates a large number of candidate subtrees, out of 

which the best performing tree on the test set becomes the final choice.  

 

2.1.3.2 Ensembles 

Ensembles of DTs provide more model accuracy than do single models. An ensemble is a 

technique that combines the prediction results of several different classification or regression 

models to minimise the generalisation error. Intuitively, classifier ensembles that use 

averaging to combine several models will reduce the error by eliminating any uncorrelated 

errors in the ensemble models. However, for the ensemble approach to work, the base 

classification models must produce their errors on different data instances. Nothing is gained 

by combining models if the errors are made on the same instances. Therefore, the tendency of 

a set of base models to commit their errors on different instances is a vital property of an 

ensemble, often referred to as diversity. There are many different metrics for diversity, but the 

overall idea is that a higher diversity will increase the ensemble accuracy as long as the base 

classifier accuracies are not affected. In practice, base classifier accuracy and diversity are 

highly correlated, creating a trade-off rather than a simple optimisation problem. Provided 

there is some diversity, the ensemble will have a higher accuracy than the average accuracy of 

the individual classifiers.  

The techniques that create diversity for a set of base models are categorised as implicit and 

explicit techniques. Explicit techniques directly optimise the diversity measure, while implicit 

techniques produce diversity without targeting it. The most popular implicit techniques divide 

the training set by instances or attributes to produce slightly different training sets for each 

model. Bagging (Breiman, 1996) and Boosting (Schapire, 1990) are two well-known implicit 

techniques that are widely used for both regression and CTs.  

Bagging is a bootstrap ensemble technique that creates N different models, each of which is 

trained on a different sample of data. Each sample is chosen at random with replacement, 

which means that the same sample could be used to train multiple M models. The final model 

makes a prediction based on the average of M models. Boosting is a method of combining 

multiple models in a sequential rather than parallel manner. The main idea is that the new 

model is created based on the previous model's performance, with a higher weight given to 

the instances that were misclassified by previous models. This improves performance by 

allowing more generalisation across the data.  
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Two popular ensembles that use a decision tree as the base model are gradient boosting (GB) 

and random forest (RF). GB uses the Boosting technique, whereas RF uses Bagging.  

 

i. Random forest 

RF builds a set of multiple decision trees using bootstrapping on a training set and then 

combines their predictions. When creating individual trees, an arbitrary subset of attributes 

(hence “Random”) is selected, from which the best attribute for the split is chosen. The final 

model is based on the aggregation of the results from the individual trees. The structure of the 

RF is presented in Figure 2.4. The aggregation of the predictions from strong and de-

correlated DTs enables RF to reduce the variance of the DTs without affecting their low bias, 

and this makes RF models more robust to the overfitting problem (Breiman, 2001). Moreover, 

as it considers only a small subset of attributes at each internal node, RF is computationally 

fast and robust when applied to a high dimensional data set.  

 

 

Figure 2.4: The random forests 

Model performance can be optimised by using hyper-parameter tuning, which is used to 

control the learning process. The common hyper-parameters that need to be tuned are number 

of trees, depth of trees and the maximum number of feature attributes at each split.  

The main advantage of using RF is that it avoids overfitting, i.e. it improves generalisation 

performance. However, the major drawback of the RF model is the lack of interpretability; 

therefore, it is considered a black-box model.  
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ii. Gradient Boosting 

GB constructs the model in a sequential manner and optimises the error in each iteration 

(Friedman, 2001; see Figure 2.5). When multiple trees are added, the fitted model minimises

the error. Fitting the model too closely to the training set, on the other hand, can result in poor 

generalisation due to overfitting. Therefore, it is necessary to have the optimum number of 

gradient boost iterations to prevent this. Important hyper-parameters that need to be tuned to 

avoid overfitting are number of trees, learning rate, which determine the boosting learning 

rate and its value range (from 0 to 1) and the depth of trees, which determines the individual 

tree's maximum depth. 

Figure 2.5: The gradient boost model

The advantage of GB is that it often provides high accuracy and is flexible due to multiple 

options for hyper-parameter tuning that optimise the model for improved performance. 

Overfitting may also arise as GB continues to minimise errors after each iteration because the 

outliers are overemphasised. This can be handled by using a sampling technique, like cross 

validation. The disadvantage of GB is that it is time consuming and less interpretable. 

In fact, interpretability is a common problem with all ensemble techniques. To handle this, 

rule extraction techniques are used that transform the opaque model into a comprehensible 

model without affecting its accuracy (Craven & Shavlik, 1999). The idea behind rule 

extraction is that an opaque model can reduce noise from the original data set, making 

prediction easier. The extracted model can either be used to explain the opaque model's 

behaviour or to make actual predictions. Any rule representation could be utilised for 

extraction as long as the decision maker understands it. 
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2.1.3.3 Naïve Bayes  
 

Naïve Bayes (NB) is a classifier that estimates the conditional probability of the class, given 

the class label C, under the assumption that conditional independence exists among the 

attributes (Bishop, 2006). The NB classifier is based on the principle of the Bayes theorem, 

the aim of which is to identify the posterior probability, i.e. the probability of class C given 

the feature attributes (  | ) based on its prior probability, class-conditional 

probability and the evidence of features (Bishop, 2006). Bayes’ formula for calculating 

posterior probability of class C based on the given feature f is shown in Eq. (2.5). 

( | ) = ( ) ( | )
( )         (2.5) 

 

 

( | ) is the posterior probability of class C, ( ) is the prior probability of class C, ( | ) 

is the likelihood (the probability) of the feature given class and ( ) is the prior probability of 

the feature.  

The estimation of P(C) is based on the fraction of training instances belonging to each of the 

classes present in the training set. A good estimate of the conditional probability of each 

feature  given the class C does not require a very large training set. While performing the 

classification on a test set, NB classifies test instances by calculating the posterior probability 

for each class C, see Eq. (2.6). 

 

( | ) = ( )
( )     (2.6) 

 

As the P(f) is constant for every C, the numerator in Eq. (2.8), i.e. ( ) ( | ), needs 

to be maximised for a given selection of class C.  

NB classifiers are robust in the sense that they can handle noise in the data set. The issue of 

missing values in the data set can also be easily solved by NB classifiers because they ignore 

them during the model training. NB classifiers are also robust to irrelevant attributes since 

they have a uniform distribution of their likelihood from the distribution of instances 

belonging to class. The drawback of NB classifiers is that a violation of the underlying 
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assumption of conditional independence among the attributes can occur if they are correlated, 

which can degrade the performance of the classification (Pedregosa et al., 2011). NB is easy 

to use, as it can be simply implemented without hyper-parametric tuning, and it can 

effectively handle the large data sets. 

 

2.1.3.4 Fuzzy sets  

Fuzzy set theory (FST) lends itself to the design of intelligent systems and their applications 

in AI (Hüllermeier, 2005). The methods developed in FST have the potential to perform all 

the steps in the knowledge discovery or model induction. FST is particularly appropriate for 

application in the data selection and preparation stages, for example, for vague data 

modelling using fuzzy sets (Viertl, 2011) and for creating fuzzy summaries of the data.  

Fuzzy sets are used to map the uncertainty of real-world problems, which can be subjective or 

vaguely defined. The theory was introduced by Zadeh (1965) as an extended version of 

classical set theory, and it has been further extended and intensively applied since 1970 

(Gottwald, 2010; Zadeh, 1975). 

The fuzzy set can be defined as ( , ), where U is defined as a universal set. Each member in 

this set is assigned a membership function m that lies between 0 and 1 and can be represented 

as [0,1] (Dubois et al., 1980). For a fuzzy set = ( , ), the member function will be 

= ( ). Membership functions for each element e for a finite set = { , … , } can be 

written as { ( )/ , … , (e)/ }. If  and ( ) = 0, then the element e is not 

considered in = ( , ), and if ( ) = 1, it is considered fully only if 0< ( )<1 (Beg & 

Ashraf, 2009). 

Fuzzy sets allow scientific operations of intersection, complement and union. For the fuzzy set 

X and Y, , , , the complement operation can be represented as ¬ ( ) = 1
( ), the intersection operation can be represented as ( ) = { ( ), ( )} and 

the union of two fuzzy sets can be shown as ( ) = { ( ), ( )} (Gottwald, 

2010). Fuzzy sets have commutative, associative, distributive properties as well as an  identity 

property and a transitive property (Gottwald, 2010). Triangular membership is a popular 

method that has been widely applied to solve engineering problems due to its flexibility 

(Pedrycz, 1994). For a fuzzy set Y, the degree of membership function, as illustrated in Figure 

2.6 and defined in Eq. (2.7), represents the lower and upper limits, a and b as a < b < c. 
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Figure 2.6: Fuzzy triangular membership
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<

0

(2.7)

There are many applications of FST that are widely used in various fields. From the data 

mining perspective, FST has been extended to handle clustering tasks where the degree to 

which a particular data instance belongs to different clusters within the data set at the same 

time is measured using the membership functions. Another interesting application of FST in 

data mining is the induction of models on the basis of rule-based inferencing. Both 

classification and regression functions can be represented by fuzzy rule-based inferencing, 

during which the crisp input attribute values are transformed into fuzzy ones. This process is 

known as fuzzification. It then maps the fuzzy output back to a crisp value, which is known as 

defuzzification. However, some models, for example the Takagi-Sugeno model, do not need 

to defuzzify the output since they directly generate output in terms of crisp values. The 

dependencies among the attributes in the dataset are often expressed in terms of IF-THEN

rules, which can be extracted using fuzzy association analysis that produces rule-based 

models. For example, fuzzy association analysis could be used in the predictive classification 

to extract the IF-THEN rules to predict the label of the class. The class assignment to the 

instances in the data set could be a form of single rule defining the relationship between 

attributes and the target variable Y, as given below:

IF ( a) AND ( b) THEN (class label= Y)

where a and b are fuzzy sets.
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2.1.4 Evaluation of predictive models 
 

As previously discussed, there are two types of evaluation, external and internal, that are used 

to measure the performance of predictive models. In an external evaluation, the performance 

of predictive models is estimated based on their application in actual practice in the business 

context. This allows for comparison of models’ performance in the testing and production 

phases. Take, for example, a scenario in which a set of customers to be targeted with a special 

offer is identified using an algorithm. The response behaviour of the customers could be 

studied against the reference group of customers that was not given any such offer. This 

approach can be compared with the widely used statistical technique known as A/B testing, in 

which two versions of the same variable are compared to study performance. One version is 

kept in a randomised control environment, another version is not. External evaluation of 

model performance helps to study how the models perform when applied in a production 

environment, i.e. when applied to a production set.  

An internal evaluation is an evaluation of model performance during the training phase, i.e. 

before application to a production set. The main goal of this approach is to estimate the future 

performance of the models based on optimising their score functions using available data, i.e. 

so that they generalise well to unseen novel data.  

When predictive models are trained on a training set, a minimisation of error is expected. 

However, this error may not be a good estimate of the performance of the predictive model 

when applied to a production set. The prediction of a target variable is based on the 

probability function created using the training set, which often does not represent all the 

possible instances of the novel data. In this sense, the model cannot estimate the true error. In 

order for the training error to be representative of true error of the predictive model when 

applied in practice, sampling approaches are used, such as holdout sample (test set creation), 

random sampling and cross validation (Pang-Ning Tan et al., 2016).  

i. Holdout sample: A sampling in which a subset of the training instances is removed 

randomly and inserted into test data prior to training. Typically, two-thirds of the data are 

used for training (training set) and one third is used for testing (test set). The drawback of 

this approach is that if the number of instances in the training data set is small, it will 

negatively impact the model performance. Besides, if the test set is too small, i.e. only a 

small number of instances are present in the test set, it will result in high variance, which 

in turn reduces the reliability of the estimated error. Moreover, since the distribution of 
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classes in both training and test sets can vary, the estimation of error and the model 

performance can be negatively affected.  

ii. Random subsampling: An extension of holdout sampling. Multiple holdouts randomly 

split the data into subsets several times. The overall error is the average of the errors of 

all the models. A major drawback of random subsampling is that it is difficult to control 

the number of times the instance is used in the test and training sets. 

iii. Cross validation (CV): This is one of the most common subsampling techniques, and it 

is considered to be a more systematic approach than is random subsampling. In CV, 

before the model training, the data is randomly split into equal sized k subsets, also 

known as folds, to which each instance is randomly assigned. The k number of models is 

then trained on the data. One of the k folds serves as a test set, while the remaining k-1 

folds are used as a training set. In this way, since each fold serves as a test set once, CV 

allows each instance to be used for training k-1 times and to be used once for testing. 

Since the folds are randomly selected, they lack representation of all the instances. To 

ensure the complete representation of instances, the approach known as leave one out, the 

special case of CV, is utilised to ensure that a single instance is present in each fold. 

Leave one out utilises maximum instances for the training, while the test set remains 

unseen. In the predictive classification task, it is important to ensure that the created folds 

have representative class distribution. The technique that assigns an equal number of 

instances of each class to each fold is known as stratification. When an unequal number 

of instances are present in the folds, duplicates of existing instances are used to balance 

their proportion. Typically, 10-fold CV with stratification is used for the evaluation of 

predictive models.  

 

For evaluating the predictive performance of the models, several accuracy metrics are used. 

These metrics are the measure of error, i.e. the difference between the predictive and the 

actual value of the target variable. 
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2.1.4.1 Evaluation metrics for predictive classification

Arguably the most important metric for evaluating the performance of classification models is 

the error, i.e. the proportion of incorrect predictions:

= ^ = (2.8)

Most often, however, the classification accuracy, i.e. the proportion of correctly classified 

instances, is used instead:

= 1 =     (2.9)         

The standard way of representing the results of a classification model is in a visual format 

called a confusion matrix, in which the number of instances with a certain predicted label is

shown along the rows and the number of instances with a certain correct target along the 

columns. The values in the diagonal cells of the matrix consequently represent the correctly 

predicted instances (TP and TN), whereas the values in off-diagonal cells represent the 

incorrectly predicted instances (FP and FN). An example of a confusion matrix that shows the 

results of a binary classification model predicting the labels of two classes, Positive (1) and 

Negative (0), is shown in Figure 2.7. 

Figure 2.7: An example of a confusion matrix

The notations represented in the cells of a confusion matrix, as shown in the figure above, are 

defined as follows:



28

2.1.4.1 Evaluation metrics for predictive classification

Arguably the most important metric for evaluating the performance of classification models is 

the error, i.e. the proportion of incorrect predictions:

= ^ = (2.8)

Most often, however, the classification accuracy, i.e. the proportion of correctly classified 

instances, is used instead:

= 1 =     (2.9)         

The standard way of representing the results of a classification model is in a visual format 

called a confusion matrix, in which the number of instances with a certain predicted label is

shown along the rows and the number of instances with a certain correct target along the 

columns. The values in the diagonal cells of the matrix consequently represent the correctly 

predicted instances (TP and TN), whereas the values in off-diagonal cells represent the 

incorrectly predicted instances (FP and FN). An example of a confusion matrix that shows the 

results of a binary classification model predicting the labels of two classes, Positive (1) and 

Negative (0), is shown in Figure 2.7. 

Figure 2.7: An example of a confusion matrix

The notations represented in the cells of a confusion matrix, as shown in the figure above, are 

defined as follows: 29 
 

 

  =    : the number of positive instances predicted correctly by the 

model 

  =    : the number of negative instances predicted correctly by the 

model 

  =    : the number of positive instances predicted wrongly by the 

model, i.e. predicted as negative 

  =    : the number of negative instances predicted wrongly by the 

model, i.e. predicted as positive 

 

These notations are used to calculate a number of performance metrics in terms of 

percentages. These alternative metrics are particularly useful when the class instances are 

imbalanced, thus making accuracy very blunt. Some metrics that are calculated based on the 

numbers represented in the confusion matrix are defined as follows:  

 True positive rate (TPR): TPR is the proportion of positive instances that are correctly 

predicted by the classifier. TPR is also known as sensitivity.  

=  =                  (2.10) 

 True negative rate (TNR): TNR is the proportion of negative instances that are 

correctly predicted by the classifier. TNR is known as specificity.  

=  =                       (2.11) 

 

 False positive rate (FPR):  

         =  +  (2.12) 

 

 False negative rate (FNR):  

=  +  (2.13) 
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Two other very important and commonly used metrics are Precision and Recall. These are 

used when predicting one class correctly is more important than predicting the other. In other 

words, these metrics are typically used when the minority class (here the positive class) is 

given more importance. Precision measures the proportion of instances classified as positive 

that actually are positive, whereas Recall is the proportion of positive instances that are 

actually predicted as positive.  

=  +             (2.14) 

 

 

=  +              (2.15) 

 

 

Another metric that combines Precision and Recall is the F1 score, which is calculated as the 

harmonic mean of Precision and Recall. The F1 score, consequently, provides a balance 

between them.  

 

             (2.16) 

 

To graphically represent the trade-off between TPR and FPR, a receiver operating 

characteristic (ROC) curve is commonly used. ROC curves evaluate the accuracy of the 

classifier by plotting the TPR along the Y-axis and the FPR along the X-axis. The curve (see 

Figure 2.8) represents the model generated by the classifier. The classifier is considered to be 

a strong classifier when the curve is located as close as possible to the upper left corner. The 

area under the ROC curve, called AUC, measures the aggregated area under the ROC curve, 

and it can be used to comparatively evaluate the performances of different models. The 

classification threshold values range from (0, 0) to (1, 1), as shown in Figure 2.8. The value of 

AUC ranges between 0 and 1, where 1 is perfect and 0.5 corresponds to random guessing. The 

higher the AUC value, the better the prediction performance, or rather the ranking ability, of 

the model. ROC curves are commonly used when the classifier produces prediction 

1 =  2 × ×
+   
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Two other very important and commonly used metrics are Precision and Recall. These are 
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probabilities of the instances being one of the classes. In this case, the output of the classifier 

is continuous, and its value ranges between 0 and 1. The threshold value needs to be set in 

order to interpret the output of the classifier. For example, if the threshold value is set to be 

0.5, then the prediction probability values above 0.5 can be considered positive and those

below 0.5 negative. 

Figure 2.8: A sample ROC curve

2.1.4.2 Evaluation metrics for predictive regression

The standard metrics used for evaluating the performance of the predictive regression models 

are mean absolute error (MAE), mean squared error (MSE), root mean absolute error

(RMSE), correlation (r), coefficient of determination (R2) and mean absolute percentage 

error (MAPE) (Bishop, 2006; Pang-Ning Tan et al., 2016). 

However, not all metrics are relevant for specific conditions, i.e. these metrics serve various 

purposes and some are more useful than others in a given situation. In order to compare

different regression models applied over different data sets, relative evaluation metrics should 

be used. A relative metric is one that is relative to some specific reference. The use of relative 

metrics becomes even more relevant when the target variable in the data sets upon which a 

specific regression model is applied differ greatly in magnitude, as it affects the magnitude of 

the error.

The mean absolute error (MAE) is the most commonly used metric for evaluating the 

predictive regression model. MAE measures the average magnitude of the errors in a set of 
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predictions without their direction. It calculates the average of the absolute differences 

between predicted and actual values of the target variable by giving equal weight to their 

individual differences.  

MAE = 1 | ^ | 
(2.17) 

 

 

where  is the observed value, and 
^

 is the value predicted by the model.  

Mean squared error (MSE) is another commonly used metric that calculates the average 

squared difference between the predicted value of the target variable and its actual value 

(Bishop, 2006; Kuhn & Johnson, 2013).  

 

The square root of MSE is also used as a metric. Known as root mean square error (RMSE), 

the advantage of this metric is that it has the same unit as the target variable, which is the 

main reason for using it instead of MSE.  
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The correlation between the predicted and actual values of the target variable is an important 

measure and thus needs to be reported. The standard metric used for calculating the linear 

correlation between the prediction and actual value is correlation coefficient (r). The value of 

r ranges from -1 to 1. A positive value of r indicates a positive correlation, whereas a negative 

value indicates negative correlation. A value of r that is closer to 0 indicates a smaller 

correlation; a perfect correlation is when r is either -1 or +1. 
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The proportion of variability of the target variable in the data captured by the regression 

model is also important to measure. For this purpose, the coefficient of determination (R2) 

metric is commonly used. The value of R2 ranges from 0 to 1. The value 1 implies a perfect 

correlation, while 0 implies no correlation at all. It is important to note that even if the value 

of R2 is close to 1, i.e. nearly a perfect correlation, the predicted values may still be far from 

the actual values because R2 does not account for the bias between predicted and actual values 

of the target variable.  

 

= (( )(  ))
(( ) (  ) )

                          (2.21) 

 

 

For the special case of predictive regression, i.e. time series forecasting, the commonly used 

metric for evaluating the performance of forecasting models is mean absolute percentage 

error (MAPE). If, for example, sales of a specific product are to be forecasted based on its 

previous sales values, then the MAPE of the forecast model can be calculated as below:  

 

           = 100
 

  

(2.22) 

 

where At is actual sales, and Ft is forecasted sales.  

 

This section introduced the major concepts used in data mining from the data-driven AI 

perspective. A study of these concepts and techniques provides a brief understanding of how 

they have been used in the case studies presented in this thesis. In Section 2.1.1, we discussed 

the types of data, data quality and data pre-processing techniques, which are the preliminary 

steps for data analysis. Section 2.1.2 explained the data mining tasks, elaborating first on 

descriptive tasks and then focusing on insights about the datasets, data exploration, summary 

statistics, clustering and association analysis. Second, it discussed predictive tasks, in which 
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the value of the target attribute is predicted based on the values of the independent attributes. 

Section 2.1.3 discussed different data mining techniques applied in this thesis, and Section 

2.1.4 described the data sampling and model evaluation techniques that were used. In the next 

section, we will cover the background of the F&A industry and of textile management and 

discuss the related literature on the context and characteristics of the F&A industry from the 

perspective of supply chain management.  

 

2.2 Fashion, apparel and textile management 
Textile management is an interdisciplinary research field and could broadly be defined as the 

study of all issues relating to management functions in the context of the textile industry. This 

means that research within textile management takes inspiration from multiple fields of 

research, such as business administration, industrial economy and fashion. The aim of this 

chapter is to outline some of the F&A concepts used in the articles that relate to the field of 

textile management. The following section describes the concepts of textiles management and 

provides an overview of the traditional F&A supply chain, including characteristics of the 

F&A industry and challenges, particularly those related to customer behaviour and sales 

forecasting. 

 

2.2.1 Textiles, clothing, apparel, garments and fashion 
 

Since, as mentioned above, textile management is a multidisciplinary subject that is highly 

context-dependent, it is important to start with definitions of the core concept, i.e. textiles. 

Textiles are man-made materials that consist of fibres (natural or man-made) (Humphries, 

2009). Textiles are today used in a wide variety of products and industries, such as car tires 

and aeroplanes as well as for biotechnological uses. The textile industry thus expands far 

beyond clothes and apparel, which are the focus of this thesis, and produces both consumer 

goods and industry products.  

 

As explained in the introduction, this study mainly focuses on the consumer industry, 

specifically the fashion and apparel (F&A) industry. There are a number of widely used 

concepts with similar meanings, such as clothes and apparel. “Clothes” is defined as the 

things that you wear to cover, protect or decorate your body (Cambridge Online English 
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Dictionary, 2021). Thus, clothes may be made of textiles, but might also be made of other 

materials. “Garment” is defined by the same source as a piece of clothing and “apparel” as a 

particular type of clothes that are sold in a shop. All three concepts are often used 

interchangeably in the literature (Kaiser, 2014), as a self-contained noun as well as in 

combination with other words (for example, garment industry). In relation to retail, however, 

apparel seems to be the most appropriate.  

Fashion, on the other hand, is a more complex concept. It may be defined as “an expression 

that is widely accepted by a group of people over time” (Fernie & Sparks, 1998). The term 

“fashion” could thus relate to many different things that people use to adorn their bodies and 

to lead a stylish life, such as cars, electronic devices, music, clothes, glasses, house decorative 

materials and jewellery. In relation to clothes and apparel, fashion thus refers to the symbolic 

and intangible values of clothes rather than to the functional values described above (Kaiser, 

2014; Kawamura, 2005).  

The fashion and apparel (F&A) industry manufactures a wide variety of fashion garments, 

using a range of textiles and with many design and style variations (Le Bon, 2014). The other 

related terms used for the F&A industry are garment industry and clothing industry. However, 

the products manufactured in the clothing or garment industries may not necessarily have the 

fashion element, as fashion is a symbolic and intangible add-on to the clothes or garments that 

fulfil people’s clothing requirements (Kawamura, 2005). Within this thesis, although 

variations of the concept were used in early articles, later articles have adopted the term 

“F&A industry” to imply that the examined data sets are related to retail. For consistency, the 

same term is also used when discussing the supply chain below.  

 

2.2.2 F&A industry from a supply chain perspective 
 

Supply chain management (SCM), as defined by Cooper et al. (1997), is the combination of 

key business processes, from end-user through original suppliers, that provide products, 

services and information and add value for customers and other stakeholders. The supply 

chain in the F&A industry involves processes, known as SCM processes, that transform the 

raw materials into finished products and deliver them to the end-customers. In the literature, 

the terms customer and consumer are interchangeably used; however, their definitions differ. 

The customer is simply someone who purchases the product or service, while the consumer is 

the actual user of that product or service (Baines et al., 2013). In this thesis, datasets that are 
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collected within the F&A industry primarily focus on the customer, i.e. the buyer of the 

products, and they do not really reveal who the consumer is. Thus, “customer” is the most 

relevant term when discussing these data sets. The SCM processes can be defined by the 

associated business processes, a structured and measured set of activities that produce a 

specific product or output for a particular market or customer (Cooper et al., 1997). The 

supply chain is comprised of a value chain, which is a means by which business actions 

transform inputs into valuable output. The value chain is defined as the range of activities that 

add value in each SCM process and deliver a quality product to the end-customer (Walters, 

2002). The value of any product or service is the result of its ability to fulfil its customers’ 

demand. Traditionally, the value chain in an industry begins with its core competencies and 

assets and moves to various raw materials and inputs, to a product offering, and finally to the 

end-customers via various marketing channels. In today’s context, the industries are 

increasingly becoming customer-centric and so is their value chain. The idea of the customer 

as the end of the value chain has been challenged by the reversed value chain, which is driven 

by the customer priorities and needs (Walters, 2002). Thus, this value chain starts with 

identifying customer needs, then identifies the appropriate marketing channels, services and 

products, and then the inputs, raw materials and core competencies needed to fulfil them. 

 

The global fashion and apparel supply chain is a complicated system of various actors and is 

usually laden with complex decision-making (Stevenson et al., 2005). It deals with a wide 

range of raw materials, including fibre, yarn, fabric, dyeing and other chemicals and the 

related processes. The latter can be broadly divided into four stages, as shown in Figure 2.9: 

design, fabric production, apparel production and distribution of products. The supply chain 

has previously operated on a push model in which brand owners or retailers (buyers) provide 

information to manufacturers, such as the design or technical specifications of the fabric and 

garment to be produced, the volume of products and the sizes in which the garment is to be 

produced. Fabric and garment manufacturers follow the instructions to create samples, which 

are then converted into finished fabric and garments after the buyer approves them. The 

finished garments are then delivered to a wholesaler or retailer. If it is wholesaler, there is a 

new actor who acts as intermediary between customer and wholesaler. The garments are sold 

through one or more channels in the context of the retailer, such as brick-and-mortar stores, 

web-shops (e-commerce), department stores and multi-brand retail. Finally, finished apparel 

is delivered to the customers through the distribution process via wholesalers and retailers. 

Designers, who are usually employed by retailers, are in charge of creating collections based 
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on market and trend analysis. In most cases, retailers do not own any manufacturing facilities, 

but they play an important role in attempting to bring products to market. 

Figure 2.9: The traditional F&A supply chain 

As we can observe from Figure 2.9, the process of transformation of fibres into the final F&A 

product includes many entities, which results in a long and complex supply chain and entails

several manufacturing activities. In this supply chain, the F&A retailers are considered to be 

the main intermediate actor, as they drive the whole supply chain flow, starting from when 

they order the F&A items from the raw material providers to when they deliver them to the 

end-customers. Recently, the F&A supply chain has been undergoing numerous 

transformations due to the dynamic conditions of the F&A industry, including new market 

trends, large product variations (Vaagen & Wallace, 2008) and varying customer preferences 

(De Felice, 2012).

These transformations render customer demands unpredictable and uncertain (Alturki et al.,

2012). Certain undesired characteristics of the market, such as product imitation and 

counterfeits, lead to erosion of the competitive advantage of the original brands. This, in turn,

compels F&A brands to regularly introduce innovative products, owing to which the lifecycle 

of the F&A items is increasingly becoming shorter (Barnes & Lea-Greenwood, 2010). As the 

F&A industry is experiencing these varying market features, traditional supply chains cannot 

meet its needs. Instead, the industry should adopt new, responsive, demand-driven strategies 

that focus on enhancing product availability and innovation and the customer experience 

(Lam & Postle, 2006). A fully integrated and multitier supply chain network is crucial to 

facilitating the real-time sharing of inventory and demand-related information among its key 

segments, thereby reducing the operating costs and improving customer satisfaction. 

Moreover, this approach to information sharing and focus on demand-driven, responsive 
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strategies could reduce the risks associated with uncertain demand and inventory levels, as 

these methods enable real-time visibility across the supply chain and allow companies to react 

quickly to uncertain market situations (Budd et al., 2012). 

As discussed in the above context, improved supply chain performance is considered critical 

to the F&A industry. Two widely used models to improve the flexibility and performance of 

supply chains operating under volatile demand situations are Lean and Agile models (Battista 

& Schiraldi, 2013). The term “Lean” refers to the ability of a supply chain to strictly fulfil 

customer requirements, such as order completion, accuracy and delivery time, by using more 

accurate demand forecasts and real-time information exchange (Bruce et al., 2004). The term 

“Agile” refers to the ability of a supply chain to perform well in an environment where the 

product demand is highly uncertain (Christopher et al., 2004). Depending on the specific 

market environment in which companies operate, hybrid approaches may be adopted in which 

one or more of several models might be used.  

Overall, faced with numerous challenges to effectively manage supply chains, the F&A 

companies frequently deal with complex decision-making problems that include sales 

forecast, customer behaviour analysis and formulation of quick response strategies. The goal 

of profit maximisation and customer satisfaction depends largely on how effectively F&A 

companies manage these decision problems, as they constitute the success factors of F&A 

supply chain management (Thomassey, 2010).  

 

2.2.3 Retailing in the F&A supply chain 

As discussed above, retailers are the main actors between production and the customer in the 

downstream supply chain network; sales, distribution, assortment and marketing constitute 

some of the key decision areas. All the activities directly related to the sale of goods and 

services to the ultimate end-customer for personal and non-business use are referred to as 

retailing (Baines et al., 2013). The F&A retailers make orders to the suppliers and provide the 

customers with the goods manufactured by the upstream companies. Hence, the retailers are 

considered to be the main intermediaries between suppliers and customers, and they play a 

vital role in all the major F&A supply chain operations. In order to effectively cater to the 

consumers’ specific demands, inventory planning and the design of marketing strategies are 

vital for F&A retailers (Bhardwaj & Fairhurst, 2010; Choi, 2016). Digitalisation offers 

retailers new ways to add value to the value chain and customers. The digital traces that the 
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customers leave when they select and purchase products from the retailers provide transaction 

data that, through use of various analytical tools, may be used by retailers to derive insights 

into customer behaviour.  

Transaction data thus offers F&A retailers new opportunities to address the challenges, such 

as sales forecasting, customer behaviour analysis and formulation of quick response 

strategies, that arise from the complex nature of the F&A supply chain, especially regarding 

difficult-to-manage sourcing and manufacturing processes (Thomassey, 2010) 

 

2.2.3.1 Analysing customer purchasing behaviour 
 

Analysis of the customer’s purchasing behaviour helps marketing professionals determine 

their customers’ demands and needs. Understanding this process is beneficial to businesses 

because it allows them to better tailor their marketing initiatives to previous marketing efforts 

that have successfully influenced customers to buy. The F&A retail industry is undergoing a 

rapid transitory phase due to various factors. These include new advances in manufacturing 

technology, such as Industry 4.0, global trade reforms and volatile consumer buying 

behaviour (Grieco et al., 2017; Taplin, 2014; Wang & Ha-Brookshire, 2018). One strategy is 

for F&A retailers to design effective and strategic marketing and promotional campaigns to 

increase their customer retention rate, thereby improving their competitiveness in the market. 

Another strategy is to strive for high-quality products and services in order to improve the 

customer buying experience and thereby encourage the development of brand loyalty (Dahana 

et al., 2019).  

Rapidly evolving customer preferences have led F&A retail brands to implement fast-fashion 

business models in order to serve their customers’ ever-changing appetite for new fashion 

styles (Bhardwaj & Fairhurst, 2010). Popular brands, such as Zara and H&M, introduce new 

styles within as short as three weeks’ time (Jin & Bennur, 2015). Unlike in the traditional 

F&A business context, today’s advanced technology, such as 3D scanners, IoT, AI, big data 

analytics and cloud-based database technology, provides F&A companies with the unique 

ability to map out their customers’ specific needs very quickly and further necessitates 

improvement of the supply chain operations in order to satisfy these needs (Miklosik & 

Evans, 2020). However, the complexity of the decision-making involved in these operations is 

increased by the nature of the data that is generated through customers’ shopping transactions. 



40 
 

Today’s multi-channel customer is always connected, and today’s researcher talks about the 

consumer decision-making journey rather than process in order to illustrate the complexity 

that it displays (Lynch & Barnes, 2020). Within a single purchase, the customer interacts not 

only with the retailer but with numerous other channels. Tracing customer data, therefore, 

becomes a complex task for the retailers. F&A retail companies cannot sustain their profit by 

relying on traditional decision models that are not capable of handling the complexities that 

have resulted from the new technologies and their continuing and significant influence on 

customers’ shopping behaviour (Gupta et al., 2018). Moreover, they are compelled to evolve 

their strategic operational and management processes from time to time to mirror their 

customers’ varied shopping traits and market needs. 

One important aspect of a customer buying behaviour analysis is the “customer churn”, which 

refers to irregular or uncertain purchase behaviour that is magnified by disloyalty towards or 

dissatisfaction with retail brands (Burez & Van den Poel, 2009). Customer churn is caused by 

a variety of factors that need to be clearly identified, as it could cause profit losses to the F&A 

retailers. The customer churn behaviour can affect the business growth of the F&A retail 

industry; therefore, detecting it in advance becomes a critical decision problem. The major 

challenge facing F&A retailers is to minimise customer churn rates that impede business 

growth and harm customer loyalty.  

F&A retailers need to sustain their business profit by offering high-quality products and 

services to their customers so as to retain loyalty and trust (Edelstein, 2001). However, this 

comes with the need to shift from the traditional marketing approach, such as mass marketing, 

as it is incompatible with a modern retail market that has been revolutionised by advanced 

digital technologies. Such transformations provide many avenues for F&A retailers to make 

use of AI and digital technologies to study their customers’ behaviour and effectively predict 

churn-related traits. 

2.2.3.2 Sales forecasting in the F&A industry 
 

Generally, the decision-making in F&A retailing starts with the allocation of the budget for 

procurement or other operations. After designers select the items that should be included in 

the collection, sales forecasting allow managers to initiate the purchase or production process 

(Wong & Guo, 2010). F&A retail operates in a competitive market in which efficient 

inventory control and management play a crucial role in increasing the business profit. 

Accurate sales forecasting is, therefore, essential in order to be successful in such a 
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competitive market environment. If the sales forecasts are less accurate, situations such as 

under-stocking or overstocking may arise, and these could have a strong negative influence on 

the profitability of the company (Agrawal & Schorling, 1996; Xia & Wong, 2014). In 

addition, it has been observed that the F&A industry operates with long supply chains, which 

lead to orders being placed before the level of demand for the products is clearly identified 

(Huang et al., 2017; Lee et al., 1997). Despite its relevance, sales forecasting is a complex 

decision problem, as product sales are strongly dependent on the individual tastes of 

consumers, which tend to vary significantly (Bhardwaj & Fairhurst, 2010; Yu et al., 2011). 

Moreover, the lifecycle of fashion products is quite short, which leads to a lack of historical 

information about the products (Choi et al., 2012). Besides, fashion products have a wide 

range of collections that vary in size, colour, style, etc., leading to variable SKUs (stock 

keeping units) (Liu et al., 2013). F&A products are typically weather specific; hence, the sales 

exhibit seasonal patterns. The F&A items sold in one season are less likely to be sold in the 

next, so sales campaigns and promotions, such as end-of-season sales, discount offers, etc.,

are used to ensure that stocked items are sold in the same season. Another important factor 

that affects F&A sales are fashion trends, which often last a few weeks; therefore, new styles 

and designs are introduced very frequently. This leads to the short lifecycle of the F&A 

products. Figure 2.10 depicts the difference between the product lifecycle in the F&A market 

and that in other markets after the products are launched.

Figure 2.10: Product lifecycle in the F&A industry compared to other markets (Martino et al., 2017)

Given the impact of various exogenous factors on F&A sales, F&A retailers often operate 

under various constraints. For example, as the sales of F&A products are price sensitive, 

meaning customers are normally attracted to less expensive items, the F&A retailers often 

need to reduce the production cost of F&A products. This is the reason why most of the F&A 

companies outsource manufacturing to developing countries with relatively low wages 
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(Bhardwaj & Fairhurst, 2010). Due to the globalised nature of the F&A supply chain, factors 

such as lead time, inventory and natural calamities can be disruptive. Under such constraints, 

accurate sales forecasting plays a crucial role in allowing F&A retailers to be more efficient 

and responsive while making both strategic and operational decisions (Armstrong, 2001). 

Keeping the right inventory in the stock, timely replenishment of stock and scheduling order 

fulfilment are some of the key decisions that depend on accurate sales forecasts. The losses 

that F&A companies incur could be attributed to less accurate or flawed sales forecasts, as 

these lead to overstocking or stock-outs (Beheshti-Kashi et al., 2015). 

2.3 Data-driven decision-making  
 

Data-driven decision-making refers to the decision-making process that is based on data 

analysis rather than solely on human intuition (Provost & Fawcett, 2013). For example, F&A 

retailers could simply use their experience of what customers purchased during previous 

summers to decide which products to advertise to them rather than actually analysing 

historical customer data to find out what they frequently bought during past summer months.  

There are many studies of how data-driven decision-making benefits firms and affects their 

performance. Economist Erik Brynjolfsson and his colleagues (2011) developed a measure of 

data-driven decision-making that evaluates how strongly firms use data and analytical tools to 

make decisions (Provost & Fawcett, 2013). They found that the data-driven firms are more 

productive. They also found a causal relationship between data-driven decision-making and 

higher return on equity, return on assets, asset utilisation and market value. 

In many industries, growing digitalisation is driving the datafication process. F&A retailers 

are increasingly collecting customer data to create customised products and services. Using 

customer data and effectively analysing it could enable F&A retailers to design their products 

in line with the customer choices and to make improved decisions. Customer data from other 

valuable sources, such as social media, emails and blogs, could be valuable for the F&A 

retailers’ understanding of customer sentiments about all aspects of their preferences, 

allowing the retailers to effectively manage promotional campaigns, optimise their pricing 

strategies, develop new products and services and enhance customer loyalty. Moreover, 

digitalisation offers great opportunities for the F&A industry to improve the speed and 

flexibility of the SCM processes by adopting data-driven decision-making. Digitally 

connected supply chain partners can enhance communication between them and further 

improve the flexibility of their business operations.  
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3 Research methodology 
This chapter describes the methodological choices used in this thesis to answer the research 

questions. It discusses the research strategy, process, datasets, methods and evaluation 

procedures and metrics used to carry out this research. 

 

3.1 Research strategy  
 
This thesis investigates some important challenges in the F&A industry to which data analysis 

can provide value. To achieve this goal, empirical research targeting problems and utilising 

data sets from the fashion and apparel industry is conducted. The research work carried out in 

this thesis is multidisciplinary, and it draws knowledge from three distinct fields: textile 

engineering, management and computer science. In this work, knowledge from the textile 

engineering and management fields is used to understand the different stages of the textile 

apparel supply chain in current practice and the challenges facing the industry. Knowledge 

from the computer science field is used to investigate the potential of AI techniques to 

produce improved decision support. 

 

The main scientific approach for evaluating algorithms and methods used in data-driven AI is 

controlled experiments, i.e. an empirical quantitative analysis targeting one or more properties 

of the algorithms or methods under investigation. Specifically, as described in Chapter 2, the 

approach of empirically evaluating predictive performance is standard in machine learning, 

with objective evaluation criteria and error metrics used for predictive performance. In 

particular, standard test protocols, like cross-validation, are employed to obtain unbiased 

estimations of performance on novel data. If possible, statistical inference is employed to rule 

out formulated null hypotheses, which typically state that the choice of method has no effect 

on the predictive performance. 

 

In empirical machine learning, the main method to establish general properties of novel 

algorithms or methods is to compare the suggested approach to state-of-the-art alternatives in 

controlled experiments, normally using a large number of publicly available data sets for the 

benchmarking. Another frequently used option is performance of a case study (typically in the 

form of a proof-of-concept), during which a specific, often real-world, problem is 



44

investigated. While such application studies are less general, they are often highly relevant for 

the industry, and they provide excellent starting points for future research.

The research approach used for this thesis was both qualitative (literature review) and 

quantitative (controlled experiments, standard metrics and protocols). Most importantly, all 

empirical investigations target real-world challenges from the F&A industry using real-world 

data sets. With this in mind, the results are often in the form of proof-of-concepts and the 

published papers, consequently, in the form of application papers.

To summarise, in this thesis we present a set of experimental studies that exploit F&A data

sources and use data mining techniques to improve decision support. In an experimental 

study, a test (or a series of tests) is performed by adjusting some factors that influence the 

output. While performing the experimental studies in this thesis, factors such as choice of data 

mining techniques and model parameters are controlled. Each of our studies is guided by the 

formulated research question and objective. According to the research question, we perform 

data collection, data pre-processing, feature selection and model construction. The data 

mining techniques are applied on the pre-processed data and their default parameter values are 

used to run the experimental analysis. As a result, we generate the model and evaluate its 

performance using relevant evaluation metrics. The overall steps of the experimental design 

applied in this thesis are illustrated in Figure 3.1.

Figure 3.1: Experimental design of the thesis
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3.2 Structure of PhD programme 
The PhD project commenced in September 2017 under the framework of SMDTex 

(Sustainable Management and Design for textiles), a joint doctorate programme funded by the 

European Commission. The research plan was designed to conduct the research at three 

different universities: École Nationale Supérieure des Arts et Industries Textiles 

(ENSAIT)/The University of Lille—Sciences et Technologies in France (18 months, i.e. from 

Sept. 2017–Feb. 2018); University of Borås in Sweden (18 months, i.e. from Mar. 2018–Aug. 

2020); and Soochow University in China (from Sept. 2020–July 2021).  

The three universities specialise in different domains of textile automation, management and 

engineering. Therefore, the research was expected to be multidisciplinary and to contribute to 

the domains of management and engineering. More specifically, the aim of the research was 

to exploit F&A retail data using AI techniques to improve the decision-making process in the 

F&A retail industry.  

This thesis is built on five papers that were published at different mobilities during the span of 

four years. Together they present three different case studies that were implemented at 

different mobilities.  

During the first mobility, a broad understanding of AI in the F&A industry was achieved by 

performing an extensive literature study that focuses mainly on understanding the range of 

data sources and AI techniques applied at the different stages of the F&A supply chain. 

Further, to work on the F&A retailers’ specific problem, customer transaction data were 

acquired from the European retailers. A preliminary study was performed to analyse customer 

purchase behaviour in F&A retail through use of an exploratory approach. Consequently, the 

first two articles (Paper I and Paper II) were produced during the first mobility.  

Work during the second mobility continued the focus on the retailer perspective. In this 

mobility, sales and social media data were exploited and a SMBF (social media-based 

forecasting) model was implemented (Paper IV). Another, very different, data set that 

described campaigns using the attributes of different campaigns and promotions was also 

explored, and AI techniques were used to predict the success and profit of future campaigns 

(Paper V).  

Due to the COVID-19 pandemic, the third mobility was conducted digitally from the 

University of Borås. During the third mobility, an extension of the work of the first mobility 

on customer transaction data was done by increasing the data size up to four years of data and 
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substantially widening the scope of the analyses. This study led to useful insights about the 

customers in the F&A retail industry, and as a result, a churn prediction model was 

implemented (Paper III). The overall research process and outcomes during the mobilities are 

outlined in Table 3.1.

Table 3.1: PhD program by mobility

3.3 Datasets 
This section describes the datasets used in this thesis. The research studies in this thesis are 

broadly carried out through use of customer transaction data, sales data, Twitter data and 

campaign data from the F&A retail industry. These data sets were acquired from the F&A 

retailers, except for those utilised in the first study (Paper I). 

Paper I is a literature review study, and the data is obtained from two extensive databases,

Scopus and Web of Science. The detailed process of article review and selection is discussed 

in Paper I. To address the RQ1 of the thesis, i.e. to identify the key data-driven AI 

applications in the F&A industry, 149 total research articles were collected and thoroughly 

reviewed. 

To answer RQ2 of the thesis, several data sources were explored, such as customer 

transaction data from F&A companies, social media data, apparel sales data and campaign 

data. 
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 Customer transaction data 

For the case studies in Papers II and III, F&A customer transaction data were collected 

from a European (Italian) F&A company. The data consist of the purchase information 

of over 3.2 million customers. Paper II analyses and models the customer behaviour 

using fourteen months of historical customer data, whereas Paper III studies customer 

behaviour by applying advanced DM techniques to customer data that spans a four-

year period (from 2013 to 2016). The data set used in Paper III contains over 

28,726,819 transactions and 3,246,866 unique customers. Each row of this dataset 

consists of only a customer ID, the purchase date and the total revenue. Specifically, 

any information related to the purchased products, as well as demographic detail about 

the customer, is missing. However, since customer IDs are, of course, unique and 

remain with a specific customer, it is possible to follow the purchase history of 

customers over the years. The aim is consequently to exploit this very large but also 

rather limited data set in order to study customer behaviour.  

 

 Twitter data 

In Paper IV, the Twitter data of an Italian F&A retailer are obtained from the Twitter 

platform using Twitter API. Twitter is the sole data source, and the tweets represent 

the customers’ opinions of the products they purchased from the F&A retailer. These 

tweets were retrieved and stored in the standard format. The time span chosen for the 

tweet collection is six months, which also corresponds to the apparel sales data used in 

Paper IV.  

 

 Apparel sales data 

In Paper IV, Twitter data are used to forecast garment sales based on apparel sales 

data spanning six months. The apparel sales data were provided by the Italian F&A 

retailer and consist of daily information on the sales of F&A products and the 

purchased quantity. 

 

 Campaign data 

The campaign data used in Paper V were obtained from a Swedish F&A retailer. This 

data contains information about over 826 campaigns and their 28 attributes. The data 
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attributes broadly consist of attributes explaining campaign types and promotions in 

the form of discounts, add-ons, requirements, etc. 

 

A summary of the data used in this thesis is presented in Table 3.2.  

 

Table 3.2: A summary of data 

Paper Data acquisition Description of the data 

I Articles extracted from Scopus and 

Web of Science databases 

Articles from journals and conferences since 1989 

(total: 1019 Articles) 

II F&A retail data (14 months) 5,770,844 transactions and 1,020,923 distinct 

customers  

III F&A retail data (4 years) 28,726,819 transactions and 3,246,566 unique 

customers  

IV Twitter and apparel sales data (F&A 

retailer) 

Six months of sales data (quantity sold and time), 

Twitter data attributes 

V Campaign data from F&A retailer 826 campaigns with 28 attributes 

 

3.4 Methods  
In this thesis, we employed a mixed methodological approach to perform the research studies 

presented in the appended papers. The methods used in each of the papers can be categorised 

as either qualitative or quantitative.  

For Paper I, the review of existing literature on data-driven AI applications in the F&A 

industry is conducted using a mixed methodological approach to fulfil the purpose of the 

thesis research, i.e. to describe the current status of research on applications of data-driven AI 

in the F&A industry in terms of data and techniques. For the purpose of identifying existing 

research on the applications of data-driven AI in the domain of the F&A industry, the use of 

an exploratory approach was deemed appropriate to answer RQ1. The systematic literature 

review (SLR) method (Thorpe & Holt, 2007) used in Paper I is a structured method that 

enables the study of a vast number of existing research on the chosen research topic, i.e. the 

identification of the key data-driven AI applications in the F&A industry. The SLR method is 
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widely used to study literature on a specific research topic; additionally, it follows a 

systematic approach to address the goals of the literature review (Thorpe & Holt, 2007). 

Therefore, the SLR method is selected in order to make the research findings reproducible and 

transparent.  

For Papers II–V, a quantitative method is used in which case studies are conducted using 

controlled experiments. Using this approach, data mining techniques are applied on the 

respective datasets used in these papers and are further evaluated following standard testing 

protocols, as described in Section 2.1.4. Table 3.3 summarises the tasks, their aims and the 

applied techniques in Papers II–V.  

In Paper II, the aim is to identify the segments of customers in the customer transaction data 

and to analyse customers’ purchase behaviour. The study of customer buying behaviour is 

important to the F&A retailers’ ability to measure their business performance. The task in 

Paper II is descriptive in nature, i.e. the segments of valuable customers are to be explored 

from the customer data. The RFM analysis method, as discussed in Section 2.1.2, is applied to 

group the customers by their RFM values, which are dependent upon the identification of 

profitable customer segments. 

In Paper III, which is the extended work of Paper II, we used four years of customer 

transaction data to predict customer churn behaviour. Customer churn is the tendency of 

customers to halt future purchasing. We used advanced AI techniques, i.e. RF and GB 

models, to model customer behaviour and predict churn. RF and GB are advanced AI 

techniques that are ensemble DT models. These models are selected to predict the customer 

churn because of their ability to improve generalisation performance by combining 

predictions from individual DTs. 

In Paper IV, Twitter data are used to improve the apparel sales forecast. We used the text 

mining method to analyse customer sentiments from the Twitter data. Detection of the 

sentiment in the tweet is a predictive classification task for which the DM technique, i.e. the 

NB model, is used. Further, the NB model is integrated with the fuzzy time-series forecasting 

model, which maps the tweets’ uncertainty and improves sales forecasting. The fuzzy time-

series forecasting model is based on the fuzzy sets, which is discussed in detail in Chapter 2. 

The sentiments expressed by the customers are subjective; therefore, the fuzzy set method is 

selected to parse useful sentiment from the customer tweets based on a rule-based inferencing 

approach.  
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The predictive models, viz. the DT and RF models, are utilised in Paper V, the purpose of 

which was to analyse different attributes of campaign variables and to, based upon these 

attributes, predict the success and profitability of the campaigns. Studying historical campaign 

data to identify the factors that influence the success of campaigns is a valuable decision task 

that includes both the predictive regression and classification tasks. For these tasks, the DT 

and RF predictive models were selected because of their ability to improve generalisation 

performance. 

Table 3.3: Summary of tasks and techniques by research paper 

Research 
Paper 

Research Aim Tasks Techniques 

II Customer acquisition, 
retention and prediction of 
future shopping behaviour 

Exploratory Transition matrix 

III Exploratory and 
predictive (classification) 

Random forest (RF) and 
Gradient boost (GB) 

IV Improving sales 
forecasting using social 

media data 

Predictive (classification 
and forecasting) 

Naive Bayes (NB), 
Exponential forecasting, 

and Fuzzy sets 

V Improving campaign 
design by analysing 
campaign variables 

Exploratory and 
predictive (classification 

and regression) 

Decision tress (DT) and 
RF 

 

3.5 Model evaluation  
When evaluating the predictive performance of the AI techniques, several metrics are used to 

broadly assess the analytical results generated by the models. Detailed explanations of these 

evaluation metrics are given in Section 2.1.4.  

Papers II, III and V make use of these evaluation metrics, i.e. accuracy, ROC and AUC. The 

accuracy of predictive models is calculated as the degree to which the observations are 

classified correctly. It is the proportion of correctly classified instances among the total 

number of instances. These papers also use other metrics, such as confusion matrix, ROC and 

AUC, as these are the standard visual ways of assessing the performance of classification 

models (see Section 2.1.4).  

In Paper IV, the evaluation metric used for predictive regression, i.e. time series forecasting, 

is mean absolute percentage error (MAPE). MAPE is used as a performance measure to 

evaluate the accuracy of the forecasting model in terms of predicting the apparel sales. The 
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The predictive models, viz. the DT and RF models, are utilised in Paper V, the purpose of 

which was to analyse different attributes of campaign variables and to, based upon these 

attributes, predict the success and profitability of the campaigns. Studying historical campaign 

data to identify the factors that influence the success of campaigns is a valuable decision task 

that includes both the predictive regression and classification tasks. For these tasks, the DT 

and RF predictive models were selected because of their ability to improve generalisation 

performance. 

Table 3.3: Summary of tasks and techniques by research paper 

Research 
Paper 

Research Aim Tasks Techniques 

II Customer acquisition, 
retention and prediction of 
future shopping behaviour 

Exploratory Transition matrix 

III Exploratory and 
predictive (classification) 

Random forest (RF) and 
Gradient boost (GB) 

IV Improving sales 
forecasting using social 

media data 

Predictive (classification 
and forecasting) 

Naive Bayes (NB), 
Exponential forecasting, 

and Fuzzy sets 

V Improving campaign 
design by analysing 
campaign variables 

Exploratory and 
predictive (classification 

and regression) 

Decision tress (DT) and 
RF 
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evaluation metrics are given in Section 2.1.4.  

Papers II, III and V make use of these evaluation metrics, i.e. accuracy, ROC and AUC. The 
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AUC, as these are the standard visual ways of assessing the performance of classification 
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metric RMSE, which is the squared root of the average squared distance between the observed 

and predicted values of the target variable, is used in Paper V to evaluate the performance of 

the predictive regression models (DT and RF).  

The evaluation metrics used for the regression, classification and forecasting tasks performed 

in Papers II, III, IV and V, respectively, are shown in Table 3.4  

 
Table 3.4: The evaluation metrics used in the appended papers 

Research 

Paper 

Regression 

(RMSE, MAPE) 

Classification 

(CA, Confusion matrix, ROC, AUC) 

II  × 

III  × 

IV ×  

V × × 
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4 Summary of the appended papers 
 

This chapter summarises the appended papers, focusing on the key results of and 

contributions made by each study. It first outlines the research contributions of the thesis 

author and then introduces the context in which the appended papers address the research 

questions outlined in Chapter 1.  

This thesis is the result of five research publications. The links between the attached research 

papers and the research questions are presented in Table 4.1, and the scope of each study is 

outlined in Table 4.2. 

Table 4.1: Categorisation of the appended papers according to the research questions 

Paper RQ1 RQ2 
I ×  
II  × 
III  × 
IV  × 
V  × 

 

 

Table 4.2. Scope of the appended papers 

Article Scope Purpose Data Task Techniques 
I A comprehensive 

review of AI methods 
applied in the F&A 

industry 

To identify the trends and 
gaps in the use of 

different types of datasets 
and data-driven AI 

applications in the F&A 
industry 

Scopus, Web of 
Science 

 Systematic 
literature review 

II Customer behaviour 
analysis  

To segment the 
customers based on their 

recency and to predict 
future purchase behaviour 

Customer 
transaction data of 

European F&A 
retail 

Exploratory RFM 
segmentation, 

transition matrix 

III Churn prediction To segment and predict 
customer churn for the 

upcoming year 

Customer 
transaction data 

Exploratory 
Analysis and 

Predictive 
(Classification) 

Transition matrix, 
RF, GB 

IV Impact of fashion 
consumer social 

media data on sales  

To develop a fuzzy time-
series forecasting model 
that uses both historical 

sales data and social 
media data 

Twitter data about 
the product and 

sales data 
(Italian/European) 

Predictive 
(Classification and 

Forecasting) 

Text mining, 
fuzzy, and 
forecasting 

(exponential 
model) 

V Study of the 
promotional 

campaigns of F&A 
retailers 

To develop predictive 
models for estimating the 

outcomes of the 
campaigns 

Campaign data  Exploratory and 
Predictive 

(Classification and 
Regression) 

RF, DT  
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The research studies presented in this thesis were carried out at three separate institutions with 

the collaboration of several authors. Table 4.3 briefly describes the works of the different 

authors in each of the appended publications. 

 

Table 4.3: Contributions of the authors in the appended papers 

 

Paper First Author Co-authors Contribution  
I Chandadevi Giri (CG) Sheenam Jain (SJ), Pascal 

Brunaix (PB) and Xianyi 
Zeng (XZ) 

CG and SJ are equally contributing authors, and they 
together conducted a review study. CG was 
responsible for categorising the articles from an AI 
perspective, while SJ was responsible for 
categorising the work from the F&A supply chain 
perspective. The study has been developed and 
approved in accordance with PB and XZ.  

II Chandadevi Giri Sebastien Thomassey (ST) 
and Xianyi Zeng 

The study was designed and completed with the 
support of ST and XZ. CG was responsible for data 
collection, experimental analysis and the structuring 
of the manuscript. ST and XZ helped to interpret the 
findings and refine the manuscript.  

III Chandadevi Giri Ulf Johansson (UJ) The study was designed and carried out under the 
supervision of UJ. All authors contributed to 
finalising the methodology. CG performed 
experimental analysis and wrote the manuscript. UJ 
contributed to the interpretation and refinement of 
the results of the manuscript.  

IV Chandadevi Giri Sebastien Thomassey and 
Xianyi Zeng 

The study was designed and conducted with the 
support of ST and XZ. CG collected data, carried 
out the experimental analysis and wrote the 
manuscript. ST and XZ helped to interpret the 
findings and to refine the manuscript.  

V Chandadevi Giri Ulf Johansson and Tuwe 
Löfström (TL) 

The study was designed and conducted with the 
support of UJ and TL. All authors contributed to the 
finalisation of the methodology. CG performed 
experimental analysis and wrote the manuscript. UJ 
and TL helped to interpret the findings and refine 
the manuscript.  

 

 

4.1 Paper I: A detailed review of artificial intelligence applied in the 
fashion and apparel industry 

 

This section includes two parts. The first, Section 4.1.1, summarises the research from the 

paper that focuses on classifying and analysing articles from an applied AI techniques 

perspective in the F&A supply chain. The second, Section 4.1.2, is the extended part of 4.1.1, 

and it analyses the extracted 149 articles based on the data used in the F&A supply chain. 
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4.1.1 Summary of Paper I  

Purpose: In the past few decades, AI has played an important role in transforming the F&A 

industry. However, research in this area is scattered and mainly concentrated at one stage in 

the supply chain. Therefore, it is difficult to understand the work done in the distinct domains 

of the F&A industry. Furthermore, there is a need to more closely examine the data-driven AI 

methods applied at various supply chain levels to optimise business operations. However, 

with the dissemination of AI technology, the complexity of business operations has increased, 

making it imperative for the various entities (industrial experts, academic researchers, and 

managers) to have interdisciplinary expertise. The purpose of this work is to conduct a 

literature review and analyse the current trends and applications of data-driven AI in the F&A 

industry.  

Methodology: The literature review study conducted in Paper I is based on the systematic 

literature review (SLR) research method. An SLR methodology was chosen to make the 

research more rational, transparent and reproducible (Thorpe & Holt, 2007). The complete 

research workflow includes article retrieval, article selection, information extraction, article 

classification, analysis and findings. The article retrieval resulted in 1019 articles. This was 

followed by article selection, which included five steps and led to the selection of 149 articles 

deemed to be within the scope of this study. Hereafter, information was extracted by 

thoroughly examining the articles aligned with the research questions. These articles were 

classified on the basis of F&A supply chain stages and AI techniques.  

Findings: This paper gives a comprehensive review of research on data-driven AI 

applications in the F&A industry. The overall trend of the research articles on applications of 

AI reflect that the majority of the studies, 56% of the total research, were conducted in the last 

decade. It was found that ML and expert systems were the most applied AI techniques in the 

F&A industry, with a significant focus on apparel, fabric production and distribution and the 

least focus on the design stage. A large number of studies focused on F&A manufacturing and 

production, whereas relatively few focused on applications for the design stage of the F&A 

supply chain. There was also a lack of research on the application of advanced AI techniques, 

such as ensemble learning and deep learning. It was found that genetic algorithm (GA), 

artificial neural network (ANN) and fuzzy logic are the most widely used methods for 

prediction (e.g. yarn, fabric properties, and colour), evaluation (e.g. quality inspection and 

defect detection) and forecasting (e.g. trend analysis, supplier selection, and demand 

forecasting).  
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4.1.2 Extended summary of Paper I

Purpose: The purpose of this extended analysis was to review the 149 articles (87 journals, 

62 conferences) selected in Paper I and to further categorise and analyse them based on the 

data types (semi-structured, structured and unstructured) used in the F&A supply chain stages.

Methodology: The articles were studied to extract information on the different kinds of data 

used in the F&A supply chain stages. 

Findings: The distribution of classification of articles by data types in the F&A supply chain 

is shown in Figure 4.1. It can be observed that most of the data used in the F&A industry were 

structured, and this accounts for 79% of the journal articles and 67% of the conference 

articles. On the other hand, few articles use semi-structured data; less than 5% of the total 

reviewed articles utilised semi-structured data. Last, about 17–31% of the articles are found to 

make use of unstructured data. The above distribution is further categorised by F&A supply 

chain stages (fabric production, apparel production, design and distribution), as illustrated in 

Figure 4.2. 

Figure 4.1: Overall distribution of articles by data types

The most used data in all supply chain stages was structured data, while unstructured data is 

the second most used data type. The semi-structured data type is the least used in both journal 

and conference articles for the apparel design and distribution stages. The categorisation of 

the different data types used in the 149 articles per the F&A supply chain stages can be seen 

in Table 4.4.
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Figure 4.2: Distribution of articles by data and F&A supply chain stages

Table 4.4 : Categorisation of the data used in the articles per the F&A supply chain stages

Supply Chain 
Stage Semi-Structured Structured Unstructured

Apparel 
Production A database containing 

anthropometric 
measurements, 
demographic profiles and 
3D body scans of samples 
of the studied population

Fabric data (properties, categories, types, 
colour, etc.), apparel production data from 
production plant with information about 
sewing machines and apparel produced, 
production allocation data (to allocate the 
resources in production)

3D scan of the body (anthropometric 
data),
fashion colour image data,

textile clothing image data, fabric defect 
and stitching defect images

Apparel pattern data (type of garment, size 
and quantity) 

Pattern data (images taken of left side of
body, right/left sleeve, left overlap) and
body posture 3D scan

Manufacturing data with material information
Textile pattern image (square, triangle, 
circle, horizontal/vertical line, flower, 
curve, leaves, etc.)
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Production workstation data with information 
about the spreading, cutting, sewing, finishing 
and quality inspection workstations 

  

  Fabric tensile properties data and mechanical 
properties of fabrics 

  

      
Design   Clothing style and pattern data to design 3D 

clothes, design data (cutting pattern, outline 
curve and coordinates), and rating data used 
for design recommendation 

  

Fabric 
Production 
 
  
  
  
  
  

Social media data 
(Instagram) Anthropometric numerical data   

 

Fabric properties data (fibre thickness, weft 
count, warp count, tightness, weight, wool 
content), physical and chemical properties of 
fabric data 

Fabric image data with yarn /fibre 
defects (horizontal/vertical missing 
yarn, colour yarn, spot, hole, stitching 
defect) and defect-free 

  Production scheduling data (list of jobs in 
production inline, machine effectiveness, type 
of product, and colour) 

Fabric images pattern defects (stains, 
holes, texture properties like a shadow, 
different edges, folds, etc.) 

 Fabric quality data (trash code, trash area, 
trash particle count, length, uniformity, short 
fibre index, strength, elongation, maturity, 
white level and yellow level) 

Woven fabric images (plain, twill, 
stain), and fabric image defects (fabric 
flaws caused by material texture) 

  Fibre data coming from industrial processes 
(fibre diameter, hauteur, fibre length 
distribution, short fibre content, yarn count, 
twist, draft ratio, and spinning speed), and 
yarn data (characteristics of fibre) 

  

 Friction and lubrication data of machines 
where fabric is produced, and production data 
(machines and materials) 

 

  Weaving data (warp-related stop when one or 
more warp ends break), filling-related stop 
(filling yarn fails to pass through the warp 
successfully) and other stops (all other 
reasons, including operator intervention, stop 
for maintenance action, power outage, etc.) 

  

 Spinning mills data (for predicting yarn 
strength) 

 

  Dyeing order data (for fabric roll selection 
from inventory, picking, machine loading and 
scheduling), dyeing data (class of dyes, group 
of dyes, dye, process, and machines), cotton 
allocation data (yarn quality and yarn product) 
and cotton allocation list (brands in production 
line) 

  

 Scheduling jobs data (machine loads, fabric 
roll selection and sequencing operations, 
SKU) 

 

      

Distribution 
 
 

Social media data 
(Instagram) 

Sales data (product, quantity, date sold, price, 
store), inventory data (batch size, cost, speed, 
manufacturers, and suppliers) 

Blogs, online reviews, news, magazines, 
clothing article from the affiliate 
network 

  Retail data with information about the product 
and sales 3D scan from garment try-on 

 

Retail data with information about suppliers 
and products, and retailer catalogue data with 
information about the product 

Street photos (enriched with outfits 
presented on different body shapes of 
individuals belonging to various age 
groups) 
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Supply chain data (sales, order, production, 
manufacturing, purchase, distribution and 
customer service in the fashion companies) 

Images sourced from e-commerce 
websites 

 
4.2 Paper II: Customer analytics in the fashion retail industry 

 

Purpose: Over the last few years, the F&A retail market has faced significant challenges due 

to increasingly varying customer demands. This paper explores how customer analytics in the 

F&A retail industry can improve decision-making through use of statistical and AI techniques 

to analyse customer behaviour. By investing in these strategies and in data-driven AI 

techniques, the F&A retail industry could benefit from increased revenue, improved profits 

and higher customer satisfaction rates, thereby sustaining growth in volatile markets. This 

study aims to provide an overview of customer analytics in the age of information and to 

study customer behaviour using an exploratory approach. 

Methodology: First, customer analytics strategy, scope and methods within the scope of the 

F&A industry are conceptualised and discussed, after which the exploratory case study on its 

application is conducted using the sales data. Customer Recency value is computed to map the 

customers’ recent purchase behaviour. Two segments were created for the six-month interval 

and customers were divided based on their Recency values into four classes: Inactive, Less 

active, Active and Highly active. Transition matrices were used to measure the probabilities of 

customer movement from one class to another and revenue predictions for the next two six-

month intervals.  

Findings: The study finds that customer analytics is dependent on the companies’ business 

goals and the problem they are attempting to solve. It could be based on behavioural or 

longitudinal social network analysis, or it could be focused on predicting customer behaviour 

at an individual level without considering any other information. Data can be collected and 

utilised to understand F&A customers from social networks (data from tweets, blogs, brand 

events, etc.), internal data (CRM, ERP, e-commerce, etc.) and external data (cookies and 

plug-ins). Collected data can be pre-processed using exploratory, descriptive and predictive 

techniques, depending on the level of analysis to be performed. Customer lifetime value 

(CLV), RFM modelling and churn prediction are some of the types of analysis used to analyse 

customer behaviour. The results from the case studies show that 75% of the inactive 

customers remain inactive in the next six months, while over 8% of the inactive customers 

become highly active. Over 10% of the newly acquired customers will remain highly active, 
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5% will remain active and about 69% will become inactive. It is clear that inactive customers 

do not generate revenue, and therefore acquisition of new customers is necessary for the 

generation of high revenue. The exploratory study using the statistical approaches presented 

in this paper can be used to understand the future behaviour of current customers. In the F&A 

industry, segmentation like this would help us identify which customers generate the most 

value for the company and determine how to build stable brand loyalty.  

 

4.3 Paper III: Data-driven business understanding in the fashion and 
apparel industry  

 

Purpose: In retailing, data analytics is widely used as a means of gaining customer insights. 

Most retail datasets include personal or, at the very least, demographic information about 

customers. However, in some datasets, the only information available is that of the purchases 

made and their links to customers. In this application paper, an analysis was performed that 

used a very large real-world data set from the fashion retailing industry. The most interesting 

aspect of the data set, in spite of it only containing the actual purchases connected to the 

customer ID, was the fact that it covered four years in total. With this in mind, the primary 

goal of this study was to determine what an F&A company can learn about their business and 

their customers from such a data set. The purpose of this research study is: 

 to analyse F&A sales data, with very limited information about the customers, by 

using a combination of descriptive and exploratory methods.  

 to predict and understand customer churn using predictive modelling.  

Methodology: The research methodology for this study is briefly described below:  

 Data set used—The customer transaction data were collected from the Italian F&A 

retailer between 2013 and 2016. There are a total of 28,726,819 transactions and 

3,246,866 unique customers in the data set.  

 Exploratory study—Two different analyses were carried out with the overall goal of 

exploiting this very large but also quite limited data set in order to understand 

customer behaviour. In the first exploratory phase, aggregated customer data was 

analysed to understand the overall dynamics of the customers. Following that, an RFM 

analysis, which segmented the customers into 3 x 3 cubes, was performed for each 
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year. In the final section of the exploratory study, transition matrices were created in 

order to analyse the customer flows between RFM cells from one year to the next. 

 Customer churn modelling—In the second part of the study, predictive models were 

generated to predict whether customers would remain loyal or churn, i.e. not make a 

purchase the following year. In the first predictive experiment, which targeted all 

active customers, the models were trained on inputs from 2013–2014 and on targets 

from 2015, while the evaluation was done with inputs from 2014–2015 and with 

targets from 2016. The second predictive experiment focused on the most important 

customers who had remained loyal for the first three years, providing churn 

predictions for the fourth year. Since the churners represent a minority class in this 

situation, under-sampling was used to create a balanced training set.  

 Evaluation—The predictive task performed in this study was classification, so the 

models were evaluated using classification metrics. These quantitative results were, 

however, complemented by a qualitative analysis of the produced rule sets. 

Findings: Many interesting patterns were discovered and analysed using a combination of 

descriptive methods, traditional RFM analysis and predictive modelling. A key insight from 

the exploratory study was that nearly half of all customers churn every year, indicating a very 

low level of customer loyalty. However, the churn is offset by the addition of a comparable 

number of new customers. On the other hand, customers that remain loyal for a couple of 

years are rather unlikely to churn in the future. As a result, churn prediction and churn 

prevention should be a top priority. In this study, trained predictive models were found to be 

sufficiently accurate, with a reasonable trade-off between precision and recall. When creating 

interpretable models, in the form of rule sets, to predict which of the loyal customers were 

most likely to churn the following year, a few rules stood out. In particular, few purchases 

and/or a decreasing number of purchases were discovered to be key indicators. 

 

4.4 Paper IV: Exploitation of social network data for forecasting garment 
sales 

 

Purpose: In today’s digital world, customers can express and share their thoughts about their 

different shopping experiences through social media. Knowing consumer experiences in a 

consumer and market research framework is essential for the businesses to enhance the 

products and services they provide. The collection and use of such information have been 
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significant challenges for the F&A industry. Traditionally, companies depend on sales 

forecasting models to predict their potential product sales, which in turn allow them to plan 

their business operations efficiently. The fashion industry faces operating difficulties arising 

from uncertainties in product demand and customer preference. In this context, traditional 

forecasting models that consider the influence of marketing campaigns and promotions on 

retail purchases have not been able to capture the effects of social media. The purpose of this 

research is to study the influence of social media on sales by exploiting Twitter data to 

potentially improve sales forecasting.  

Methodology: The complete research workflow for this study includes the following key 

steps: data collection, data pre-processing, correlation analysis, SMBF modelling and 

performance evaluation.  

 Data sets used—Twitter and sales data were collected from the Italian F&A retailer 

over a period of six months. 

 Data pre-processing and sentiment extraction— In this step, the text mining technique 

was used to clean the tweets. These cleaned tweets were used to extract sentiments 

using advanced NRC lexicon data and the NB classifier. Classification results fell into 

three sentiment indices, viz., positive (Sp), negative (Sn) and neutral (Sne).  

 Correlation analysis—Extracted sentiments were aggregated weekly, and the 

correlation between the sentiments of the current week and the sales of the following 

week was computed. This step was performed to evaluate the correlation between 

tweets and sales. 

 SMBF (social media-based forecasting) model—After investigating the relationship 

between tweet sentiment and sales, the SMBF model was developed to forecast 

apparel sales based on the historical sales data and social media sentiments. To this 

end, the FSIS model was developed to define the uncertainty of sentiments in terms of 

the corrective coefficient (Vs), which describes the sales variance factor with actual 

sales. This was implemented with the exponential forecast (EF) model to estimate the 

final forecast of the SMBF model. 

 Performance validation—The performance of the SMBF model was evaluated using 

the forecasting metric MAPE. 

Findings: Of the classified tweets, over 47% were classified as positive, 27% as negative and 

28% as neutral. The results of the classification demonstrate that customers have a rather 
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positive view of the selected fashion brand, as only 27 % of the overall tweets were negative. 

It was found that there is a correlation between sales and consumer tweets, which implies the 

influence of customer tweets on sales. The SMBF model, which is a fuzzy time-series 

forecasting model, was developed based on both the historical sales data and social media 

data. The SMBF model was assessed, its performance was compared with the EF model and 

SMBF was found to outperform EF. The results from this paper highlight that social media 

data help to improve the forecasting of garment sales and that the proposed model could be 

easily integrated with any time-series forecasting technique. The findings of this paper 

contribute to addressing the complex decision problem of forecasting fashion product sales by 

using social media data, which can provide decision-makers in the F&A industry with the 

valuable practical perspectives needed to optimise their market strategies.  

 

4.5 Paper V: Predictive modelling of campaigns to quantify performance 
in the fashion retail industry 

 

Purpose: The popularity of promotional campaigns has experienced growth in parallel with 

the explosion of customer shopping interactions across multi-channels. By offering attractive 

discounts or services, such as free delivery, free returns and gifts, promotional campaigns help 

fashion retailers retain customers. However, promotional campaigns are expensive for the 

retailers, especially if the conversion rates, and consequently the revenues, are low. The aim 

of this study is to use predictive modelling to identify the profitability and success rate of 

campaigns and to present a data-driven campaign prediction model, or simulation engine, for 

the F&A industry. With the proposed setup, profit and activation levels are to be predicted 

based on the different properties of a campaign. The individual components of prior 

campaigns can be freely combined into new promotions and campaigns, i.e. the simulation 

engine is not restricted to previous campaigns.  

Methodology: The complete research framework developed for the study includes data 

collection, exploratory study, campaign modelling and model evaluation. 

 Data set used: Campaign data with information about the campaign types, discount 

features and add-ons were collected from a Swedish fashion retailer. 

 Exploratory data analysis: The exploratory study of the campaign types is discussed 

in detail in the paper (see Section IV.B in Paper V). The distribution of the type of 
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order features shows that more than 50% of the orders had the promotion firstline. 

Distribution of average profit per order through the campaign illustrates that the 

average profit is right-skewed, with most orders having a positive profit, whereas the 

distribution of the activation rate is highly skewed towards the left. It was found that 

the response rate of customers is typically less than 2%. Based on activation and 

profit, three class labels were defined: unsuccessful, successful and highly successful. 

These were used as target variables for a classification model. 

 Modelling: Two ML models, DTs and RF, were applied, and their performance was 

compared.  

 Evaluation: The profitability prediction model was evaluated using the regression 

metrics RMSE, MAE and R2. The campaign success prediction model was evaluated 

using the classification metrics AUC and accuracy and by analysing the confusion 

matrix.  

Findings: While the opaque RF model outperformed the interpretable decision and 

regression trees in terms of accuracy, some general and potentially valuable insights were 

derived by analysing the interpretable models. In particular, a high discount on the first 

item leads to highly profitable campaigns, and combining the discount with a free gift also 

leads to a highly successful campaign. Thus, this case study has demonstrated that data-

driven methods can be used to understand and ultimately optimise campaigns and 

promotions. Such models could be used to simulate campaigns before they are executed, 

potentially providing retailers with a sophisticated campaign planning tool.  
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5 Conclusions 
 

This chapter aims to conclude the RQs based on the results discussed in Chapter 4.  

5.1 Concluding RQ1 
 

What are the widely used data types and key data-driven AI applications in the F&A 

industry?  

In this thesis, the findings from the literature study, which was aimed at exploring and 

identifying the different types of data and key data-driven AI applications in the F&A 

industry, suggest that structured data is the predominant data type in all supply chain stages of 

the F&A industry. Unstructured data is the second most used data type, while semi-structured 

data is the least used data type in the F&A industry. The use of semi-structured data mainly 

exists in the apparel design and distribution stages of the supply chain.  

There is an increasing amount of research on the application of data-driven AI in the 

production and distribution phases of the value chain. The main activities in these phases for 

which AI has been employed include planning and scheduling fabric and apparel production 

as well as logistic networking, in which production floor assembly, cutting, inventory 

allocation and construction of supply networks are the major decision problems. While these 

stages have employed AI significantly, the design stage has received less attention. One of the 

reasons for this could be that the dynamic data related to customer specifications are neither 

generated nor utilised due to the lack of data sharing from other supply chain stages. Of the 

identified data-driven AI applications applied in the F&A industry, machine learning and 

expert systems are found to be the most utilised techniques. As presented in Paper 1, the 

categorisation of AI applications according to the supply chain stages in the F&A industry 

could be valuable for F&A firms, as it could help them decide on an appropriate AI approach 

for decision support in various operational levels in the supply chain stages.  

 

5.2 Concluding RQ2 
The conclusion of the three sub-research questions of RQ2 will be presented first, followed by 

the overall conclusion of RQ2.  
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How can data-driven AI techniques support and improve F&A retailers’ decision-making?  

The first research sub-question is: 

a) How can fashion customer transaction data be utilised to analyse and predict customer 

behaviour?  

This thesis has presented a number of different examples in which transaction data can be 

utilised by F&A retailers as a basis for decision support. While the main technique is 

supervised learning, the applications vary depending on both the exact data and the problem 

formulation. A key insight from the empirical work of the thesis is therefore that data-driven 

approaches can support many different data mining tasks by using the supervised learning 

paradigm on processed transaction data. Specifically, it has been demonstrated that the 

predictive approach can be combined with both descriptive techniques and more exploratory 

methods in order to gain a better understanding of the business and customers. With these 

approaches, the F&A firms could, for instance, design better marketing and promotion 

strategies as well as more fully understand customer churn.  

The second sub-question is: 

b) How can social media data be utilised to improve sales forecasts?  

As demonstrated, augmenting customer data with sentiments from social media can improve 

the quality of sales forecasting, especially for short-term forecasts. A specific example is the 

impact of consumer sentiments harvested in the current week on the product sales of the next 

week. Improved sales forecast accuracy, as demonstrated in the thesis results, could be 

instrumental in the F&A retail industry’s struggle to reduce overproduction and thereby 

reduce waste and production costs. The F&A industry could improve the quality of their 

products and services by focusing more closely on the current trends and customer sentiments 

about them that can be extracted from social media platforms. 

 

c) How can historical campaign data be utilised to design successful campaigns and 

promotions? 

In the empirical work, it has been shown that data analysis, in the form of predictive 

modelling, can be applied to planning and simulation of promotions and campaigns, a task 

that normally does not utilise data-driven approaches. Applied predictive techniques could 

enable F&A retailers to analyse the effectiveness of the campaigns prior to their strategic 



66 
 

execution. The identification of the key attributes that influence customers to make a purchase 

from a campaign or promotion could also be achieved by using an approach based on the 

techniques presented in this thesis. 

Overall conclusion of RQ2:  

How can data-driven AI techniques support and improve F&A retailers’ decision-making?  

The data-driven projects presented in this thesis span a number of applications in F&A 

retailing, thus showing the overall benefit of utilising data-driven AI for decision support in 

that domain. One important lesson is that it is often necessary to combine not only different 

data sources but also techniques in order to provide a deeper understanding of the targeted 

aspect. This was demonstrated by combining transactional data with sentiment data in one 

study but proved even more critical when analysing processed sales data using predictive, 

descriptive and explorative techniques. The result was a complex and quite comprehensive 

description of a company’s business and customers over time, despite utilising a data set that 

described the customers only by their orders (in the form of date of purchase and money 

spent). Another general result is that while opaque predictive models typically outperform 

interpretable alternatives, general and valuable insights can be found by inspecting and 

analysing comprehensible models. 

Reviewing the data mining tasks that have been addressed, churn prediction and sales 

forecasting have, of course, been frequently targeted with data-driven approaches. The 

novelty in these examples therefore lies mainly in the kind of data used for the actual 

modelling. Normally, churn prediction utilises personalised data, containing at the very least 

some demographic data. However, this research has shown that application of RFM-

modelling as a feature engineering step could be used to obtain reasonable predictive 

performance and discover interesting patterns from just the sales data. Regarding sales 

forecasting, the main contribution is the addition of sentiment data to improve short-term 

predictions. The campaign and promotion optimisation example, finally, is more novel in 

itself, and the presented study shows the benefit of using the data-driven approach. 

Specifically, the generated predictive model makes it possible to simulate, i.e. predict the 

activation level and profit of, combinations of promotions and campaigns that have not 

actually been used. 

All in all, this thesis has provided a number of examples that demonstrate how data-driven AI 

techniques can support and improve F&A retailers’ decision-making. 
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Overall conclusion of the thesis: 

In line with the purpose of this thesis, a series of studies have demonstrated that the different 

types of data generated by F&A retailers can be processed and transformed into valuable 

business and customer insights through use of a number of data-driven AI techniques, 

including both descriptive and predictive alternatives. On a high level, the F&A industry can 

use data-driven AI techniques to improve production, as well as supply chain operations, by 

using data from many different sources and in extremely varied formats. The data-driven 

projects used as case studies or proofs-of-concept in this thesis were typically undertaken by 

combining different data sources and techniques in novel ways, with the overall purpose of 

improving decision support in the F&A industry.  
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6 Discussion and future work  
 

This section briefly considers both the importance and some potential limitations of the 

research conducted in this thesis. In addition, a number of suggestions for future work is 

presented. 

In this thesis, different AI techniques and varying types of data have been explored for 

improved decision support in the F&A retail industry. As described in Chapter 3, the studies 

performed should be regarded as proofs-of-concept, demonstrating the potential of data-

driven approaches utilising AI techniques. With this in mind, the main contribution of the 

thesis is the combined effect of all the studies, which shows the versatility of data-driven AI, 

rather than each and every method, algorithm and micro-technique used in the studies. 

Consequently, this thesis should not be regarded as a set of best-practices recipes that could 

be utilised off-the-shelf by an F&A retailer. Having said that, some approaches, like 

combining sales data and sentiment analyses for short-term forecasting as well as utilising 

information from past campaigns to build a simulation engine for campaigns and promotions, 

could probably be successfully employed by a number of different retailers with a minimum 

of fine-tuning. However, as always when it comes to data-driven AI, two necessary 

requirements for success are a deep understanding of a business problem that should be 

tackled utilising data analytics, and, of course, access to high-quality data.  

In the first case study (Paper II and Paper III), the transaction data that were used to study 

customer behaviour had very limited information about the customers and orders. 

Demographic data (gender, age, country, region, etc.) and product-related attributes (size, 

style, colour, etc.) were both missing. In this respect, it could be interesting to study the 

impact of these attributes on the performance of the applied AI techniques.  

The second case study (Paper IV) was focused on weekly forecasting using only an F&A 

retail brand’s historical sales data. In the future, a short-term forecasting model, as per the 

product categories, could produce interesting contributions for the product-level forecasting. 

One important suggestion would be to integrate the FSIS model with other forecasting 

models, such as ARIMA, GARCH, etc. Another interesting approach for future research 

could be the exploitation of product image data to enhance the performance of the FSIS 

forecast model presented in this thesis. 
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In the third case study (Paper V), we demonstrated how advanced AI techniques (DT and RF) 

can predict the performance of campaigns. This was performed by studying campaign data, in 

which the main attributes were discounts and add-on features. In this context, the combination 

of enriched campaign data with more meta-attributes, including the customer demographics, 

purchase type and product category, and advanced AI techniques could be an interesting 

alternative worth exploring in order to further improve predictions of campaign success.  

Finally, it must be noted that research looking at how the results from data-driven approaches 

are actually used by retailers is generally lacking. Which strategies are used on top of the 

predictive models, e.g. forecasting reduced sales the next week due to some negative 

sentiments in social media? How do marketers benefit from access to interpretable models 

describing, for instance, customers likely to churn? Are promotional campaigns created in 

silico received as expected or is a final “human touch” necessary? These and many similar 

questions should be interesting for both marketing and computer science scholars to study 

since it is how the AI is used that will ultimately determine success rather than the exact AI 

technique. What is obvious, however, is that data-driven AI will be pervasive in F&A 

retailing, as well as in general retailing and in many other application areas.  
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ABSTRACT The enormous impact of artificial intelligence has been realized in transforming the fashion and
apparel industry in the past decades. However, the research in this domain is scattered and mainly focuses
on one of the stages of the supply chain. Due to this, it is difficult to comprehend the work conducted in
the distinct domain of the fashion and apparel industry. Therefore, this paper aims to study the impact and
the significance of artificial intelligence in the fashion and apparel industry in the last decades throughout
the supply chain. Following this objective, we performed a systematic literature review of research articles
(journal and conference) associated with artificial intelligence in the fashion and apparel industry. Articles
were retrieved from two popular databases ‘‘Scopus’’ and ‘‘Web of Science’’ and the article screening
was completed in five phases resulting in 149 articles. This was followed by article categorization which
was grounded on the proposed taxonomy and was completed in two steps. First, the research articles were
categorized according to the artificial intelligence methods applied such as machine learning, expert systems,
decision support system, optimization, and image recognition and computer vision. Second, the articles were
categorized based on supply chain stages targeted such as design, fabric production, apparel production, and
distribution. In addition, the supply chain stages were further classified based on business-to-business (B2B)
and business-to-consumer (B2C) to give a broader outlook of the industry. As a result of the categorizations,
research gaps were identified in the applications of AI techniques, at the supply chain stages and from a
business (B2B/B2C) perspective. Based on these gaps, the future prospects of the AI in this domain are
discussed. These can benefit the researchers in academics and industrial practitioners working in the domain
of the fashion and apparel industry.

INDEX TERMS Artificial intelligence, big data analytics, machine learning, expert systems, fashion and
apparel industry.

I. INTRODUCTION
Fashion and apparel (F&A) industry is one of the largest
economies contributing 38% to the Asia Pacific, 26% to
Europe and 22% toNorthAmerica [1]. According to Business
of Fashion, (2019), F&A sales are projected to grow by
7.5% and 5.5% in the Asia Pacific and Europe respectively.
F&A is also one of the largest waste producers globally [3]
because of problems like overproduction and product returns.

The associate editor coordinating the review of this manuscript and
approving it for publication was Zijian Zhang.

The principal reason behind this is the consumer’s dis-
satisfaction with the products offered by the industry in
terms of size, color, and style. Hence, it is essential for
the industry to become customer-centric for successfully
regulating environment-friendly manufacturing practices.
Consequently, it is important that the industry adopt sus-
tainable production practices to alleviate waste production
and management. One of the ways of achieving this can
be by taking advantage of emerging Artificial Intelligence
(AI) techniques for creating a sustainable digital supply
chain [4].
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In the past decades, AI has transformed many industries
like health, transportation, and manufacturing due to its capa-
bility to solve problems using conventional mathematical
models [5]–[7]. The application of AI has been recognized
in the F&A industry at various stages such as apparel design,
pattern making, forecasting sales production, supply chain
management [8], [9].
With the emergence of globalization and digitalization,

AI has gained attention to connect businesses globally. In the
last decade, the F&A industry has utilized AI to a certain
extent for improving supply chain processes like apparel
production [10], fabric inspection [11], distribution [12]. This
was important as the F&A industry is volatile and it is always
challenging to quickly respond to change in trends and con-
tinuously evolving consumer’s demands.
An additional impact of digitalization is noticed in con-

sumer behavior in the F&A industry. The increase in aware-
ness and advent of new offline and online mediums has
changed the contemporary consumer’s decision-making pat-
tern, influenced by the various online and offline medi-
ums [13]. It is, therefore, important to create digital platforms
for efficient requirements elicitation and collection. This can
be attained by utilizing the benefits accompanied by Informa-
tion technology (IT), Artificial intelligence (AI) techniques,
big data analytical tools and other current technologies [14].
Evidently, the F&A industry is one of the most dynamic

industries with new data being generated every time a new
garment is designed, produced and sold [15]. However,
the industry still lacks the extensive adoption of AI methods.
The industry is still using computational tools based on clas-
sical algorithms and modern AI techniques are confined to
academic research. Hence, it is a requisite for the industry to
adopt new AI techniques to have a competitive advantage and
improve business profitability. To do this, it is indispensable
to have a consolidated description of different AI techniques
used in research to target various business problems in the
F&A supply chain.
After scrutinizing the extant literature in this domain,

we encountered a few review articles, where the focus was
on either AI or supply chain in F&A. For instance, the review
conducted in [8] shows categorization of research articles on
the basis of four operation processes in the apparel industry:
apparel design, manufacturing, retailing, and supply chain
management. This study presented the limitations of aca-
demic research that hinders the application of AI methods
at an industrial level and also found that the F&A indus-
try received less recognition from AI research groups. The
work represented in [16] was restricted to AI algorithms,
‘‘Decision support systems’’ and ‘‘Intelligent systems’’ in
the textile and apparel supply chain. In addition, this study
only considered journal articles for the review. In contrast to
these two reviews, the review carried out in [17] focuses on
‘‘Data mining and Machine learning models’’ implemented
in the textile industry. According to this study, classification
techniques were applied more frequently as compared to
clustering techniques.

Despite valuable contributions to the previous literature
reviews, when observed, none of the reviews studied the
overall impact of AI in the F&A industry. In addition, there is
a need to have a broader outlook of AI techniques employed
for improving business operations at different supply chain
stages. Furthermore, no study emphasized on defining the
F&A supply chain stages according to the business perspec-
tive. Every business is composed of Business-to-Business
(B2B) and Business-to-Consumer (B2C) transactions. In a
traditional business setting, every personnel involved in busi-
ness operations has knowledge confined to a specific domain.
However, with the proliferation of AI technology, the com-
plexity of business operations has risen, making it important
for individuals (industrial researchers, academic researchers,
managers) to have interdisciplinary knowledge.
By segregating the supply chain operations into B2B and

B2C, the purpose is to provide a roadmap for individuals who
are willing to expand the horizon of their expertise to help
the F&A industry in improving their business models and
profitability.
The objectives of this study are threefold. First, to do an

in-depth analysis of the ongoing trend of AI in the F&A
industry over the last decades. For this, no time constraint
was introduced while retrieving the articles from scientific
databases. Second, to understand the exploitation of AI tech-
niques employed at various F&A chain stages. This is to
examine the industrial transformation from a technical per-
spective. Third, to comprehend the utilization of AI tech-
niques with a business perspective in F&A supply chain.
Hence, this paper addresses the following research questions:
RQ1. What is the impact of Artificial Intelligence on F&A

Industry over the past decades?
RQ2. Where have the AI methods been applied in F&A

supply chain?
RQ3. To what extent has research addressed the supply

chain problems from a B2B and/or B2C perspective?
In this direction, this research aims to conduct a systematic

and comprehensive literature review of AI methods applied
in the F&A industry in the past decades. This study is viable
for an independent researcher to understand AI trend in F&A
irrespective of their domain. Another important attribute of
this work is the consideration of all journal and conference
publications, which is rarely found in other review studies.
The remaining article is organized as follows: Section II

outlines the research framework for conducting the system-
atic literature review. Section III describes the steps involved
in the article screening process. Section IV represents the
taxonomy proposed for the classification of AI methods
and F&A supply chain. This is followed by section V that
discusses the analysis and findings of the review process.
SectionVI andVII present the research gaps identified, future
implications, conclusion, and limitations.

II. RESEARCH FRAMEWORK
In an attempt to answer the research questions, this study
presents a systematic literature review (SLR) focusing on
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In the past decades, AI has transformed many industries
like health, transportation, and manufacturing due to its capa-
bility to solve problems using conventional mathematical
models [5]–[7]. The application of AI has been recognized
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pattern making, forecasting sales production, supply chain
management [8], [9].
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sumer behavior in the F&A industry. The increase in aware-
ness and advent of new offline and online mediums has
changed the contemporary consumer’s decision-making pat-
tern, influenced by the various online and offline medi-
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for efficient requirements elicitation and collection. This can
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adopt new AI techniques to have a competitive advantage and
improve business profitability. To do this, it is indispensable
to have a consolidated description of different AI techniques
used in research to target various business problems in the
F&A supply chain.
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In this direction, this research aims to conduct a systematic

and comprehensive literature review of AI methods applied
in the F&A industry in the past decades. This study is viable
for an independent researcher to understand AI trend in F&A
irrespective of their domain. Another important attribute of
this work is the consideration of all journal and conference
publications, which is rarely found in other review studies.
The remaining article is organized as follows: Section II

outlines the research framework for conducting the system-
atic literature review. Section III describes the steps involved
in the article screening process. Section IV represents the
taxonomy proposed for the classification of AI methods
and F&A supply chain. This is followed by section V that
discusses the analysis and findings of the review process.
SectionVI andVII present the research gaps identified, future
implications, conclusion, and limitations.
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presents a systematic literature review (SLR) focusing on
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FIGURE 1. Systematic literature review: Research framework.

TABLE 1. Competencies of researchers.

artificial intelligence methods applied in the F&A industry.
An SLR methodology was chosen to make the research more
rational, transparent and reproducible [18].
Based on the research focus, the methodology adopted

is shown in Figure 1. The review process commenced with
collecting and preparing data from scientific databases. Sub-
sequently, articles were selected in five phases (depicted in
Figure 2), strictly adhering to the inclusion and exclusion
criteria defined in table 4 and 5. Finally, the selected articles
were considered for classification (described in section IV)
and further analysis complying with the research questions.
There were two researchers involved in the entire review
process and one expert researcher for the validation of the
classification process. The competencies of each researcher
can be seen in the following Table 1.

III. ARTICLE SCREENING PROCESS
The article screening process is presented in Figure 2. It is
comprised of three steps, namely article retrieval, article
selection, and information extraction.

TABLE 2. Synonyms of the targeted search keywords.

A. ARTICLE RETRIEVAL
This section discusses the steps involved in article retrieval,
which is the initial part of the article selection process. The
first step was to choose the databases to conduct the SLR.
Two popular scientific databases, Scopus and Web of Sci-
ence, were selected because of their popularity in academia.
In addition, these databases index most of the journals
and conference proceedings. Especially, most of the work
in this research’s domain is also indexed in these two
databases [19], [20].
This was followed by formulating the search string, which

included all the synonyms related to artificial intelligence and
the F&A industry (shown in Table 2). The final search string
defined for both the databases are as follows:

1) SEARCH STRING FOR SCOPUS
TITLE-ABS-KEY ( (‘‘Machine learning’’ OR‘‘deep

learning’’ OR ‘‘data mining’’ OR ‘‘artificial intelligence’’
OR ‘‘data analytics’’ OR ‘‘expert system’’OR ‘‘knowledge
system’’ OR ‘‘intelligent system’’ OR’’decision support
system’’) AND ( ( fashion OR garment∗ OR apparel∗ OR

cloth∗ OR textile∗ ) industry∗ ) ) AND ( LIMIT-TO
(LANGUAGE, ‘‘ENGLISH’’ ) ) )

2) SEARCH STRING FOR WEB OF SCIENCE
TS = (((‘‘Machine learning�� OR ‘‘deep learning’’ OR
‘‘data mining’’ OR ’’artificial intelligence’’ OR ‘‘data

analytics’’ OR ‘‘expert system’’ OR ‘‘knowledge system’’
OR ‘‘intelligent system’’ OR ‘‘decision support system’’)
AND ( ( fashion OR garment∗ OR apparel∗ OR cloth∗ OR

textile∗ ) industr∗ ) ))

Refined By: LANGUAGES: (ENGLISH)

where,
TITLE-ABS-KEY/ TS = Title, Abstract, and Keywords
AND/ OR = Boolean operators to connect different

keywords

∗ = used for loose/approximate phrase

‘‘ = used for exact phrase
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FIGURE 2. Article screening process.
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FIGURE 2. Article screening process.

VOLUME 7, 2019 95379

C. Giri et al.: Detailed Review of Artificial Intelligence Applied in the Fashion and Apparel Industry

TABLE 3. Extracted documents.

TABLE 4. Inclusion criteria.

TABLE 5. Exclusion criteria.

The execution of these search strings on Scopus and
Web of Science yielded 768 and 251 articles (total
articles 1019) respectively. The different document types are
shown in Table 3. In Scopus, the research articles were found
from a time-period of 33 years (1989-2018).Whereas onWeb
of Science, the time period was of 18 years (1991-2017).
It should be noted that no time constraint was applied while
searching for articles as the aimwas to study all the work done
in the research domain, fulfilling the goal of RQ1. The article
selection process was carried out using certain inclusion and
exclusion criteria enumerated in Table 4 and 5.

B. ARTICLE SELECTION
This section describes the rigorous screening process
employed by the two researchers involved in order to select
the articles relevant to address the research questions. The
screening included five phases as shown in Figure 2. In the
‘Phase 1’, the articles were filtered by document type in
accordance with inclusion criteria 2 and exclusion criteria 1,

resulting into 684 articles in Scopus and 203 articles inWeb of
Science (total articles 887). In the ‘Phase 2’, the articles from
both data sets were merged into one and redundant articles
were eliminated, reducing the articles to 527 from journals
and 192 from conference proceedings (total articles 719).
In the ‘Phase 3’, initial screening was carried out by analyz-
ing the ‘‘Title-Abstract-Keywords’’, conforming to inclusion
criteria 3 & 4 and exclusion criteria 3. The initial screening
was conducted in two sub-phases. First, the two researchers
analyzed articles according to their competencies. Second,
the two researchers cross-validated the analysis based on
their major competencies (refer to Table 1). At this stage,
the number of articles decreased to 298 from journals and
137 from conference proceedings (total articles 435).
Similarly, considering the same inclusion and exclusion

criteria in the ‘Phase 4’, the two researchers first studied
and analyzed the ‘‘Full text’’ of the articles, and then cross-
validated the analysis based on their major competencies
(refer Table 1). While accessing the full texts, a few con-
ference articles were encountered having published only
abstracts. Such abstracts were excluded from the study.
At this point, the number of remaining articles were 123
from journals and 98 from conference proceedings (total
articles 221).
Lastly, in the ‘Phase 5’, the articles were scanned based

on the exclusion criteria 4. The rationale was to include
studies where the conceptual AI model was implemented
and empirically validated. The final count of the articles was
87 from journals and 62 from conference proceedings (total
articles 149). In all the phases, the articles were excluded
based on the consensus between the two researchers.
The final 149 articles were considered for the classifica-

tion based on supply chain stages, applied artificial intelli-
gence techniques, and business perspective: B2B and B2C.
To accomplish this, different stages in F&A supply chain
and classes in AI (explained in detail in section IV) were
defined. Further, the F&A supply chain stages were cate-
gorized into Business-to-Business (B2B) and Business-to-
Customer (B2C). This classification was important to get a
clear outlook of the different AI classes applied at the F&A
supply chain stages to address the research questions as this
would help to identify opportunities with AI to accomplish
business-related problems in F&A industry.

C. INFORMATION EXTRACTION
This section discusses the process followed for extracting
information and classifying the selected articles based on
supply chain stages, artificial intelligence classes, B2B and
B2C to address our research questions RQ1, RQ2, and RQ3.
The 149 articles were thoroughly examined to extract the
following information:

1) Applied AI class and algorithm
2) Supply chain stage under study
3) Business perspective: B2B and B2C
4) Research gaps Identified
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FIGURE 3. Article classification based on research questions.

The article classification conforming to the research
questions is represented in Figure 3. As it can be seen,
RQ1 is focused on understanding the overall trend of AI
in the F&A industry. Hence, the focus of the screen-
ing process was limited to those articles discussing the
implementation and execution of AI techniques in the
F&A industry. To acknowledge RQ1, AI techniques were
divided into five categories: Machine Learning, Deci-
sion Support System, Expert System, Optimization, and
Image Recognition & Vision. The algorithms considered
under each class are discussed in section IV.B. While
extracting information, these classes were assigned to the
articles.
RQ2 is aimed at identifying the various stages in the supply

chain at which the AI method was employed. Hence, dur-
ing the information extraction stage, the supply chain stage
under study was recorded. To acknowledge RQ2, the supply
chain stages were classified as Design, Fabric Production,
Apparel Production, and Distribution. The processes consid-
ered under these stages are shown in Figure 4. While extract-
ing information, the articles were assigned these supply chain
stages.
RQ3 aims to understand the extent of business prob-

lems being a focus of research studies. To do this,
the supply chain stages identified were further catego-
rized from a business perspective into B2B and B2C (dis-
cussed in detail in section IV.A and Table 6). These classes
were allocated to the research articles during information
extraction.
This classification of research articles was verified with

the help of an expert researcher actively involved in research
related to artificial intelligence and F&A industry from the
past two decades. The competency of the expert researcher is
also mentioned in Table 1.

TABLE 6. B2B and B2C activities in the F&A industry.

IV. ADOPTED STRUCTURE FOR CLASSIFICATION OF
ARTICLES
This section elucidates the structure of the fashion and
apparel supply chain and attempts to cluster different sup-
ply chain stages into B2B and B2C. This is discussed in
sub-section IV.A, which proposes a taxonomy to address
RQ 2 and RQ 3 respectively. Similarly, AI techniques were
assembled into five classes as explained in the sub-section
IV.B to propose a taxonomy to address RQ 1.

A. PROPOSED TAXONOMY OF FASHION & APPAREL
SUPPLY CHAIN STAGES
The fashion and apparel supply chain is a complex network of
various actors designated worldwide. It deals with a diversity
of rawmaterials: fiber, yarn, fabric, dyestuff, and other chem-
icals, and the related processes are broadly classified into
four stages: design, fabric production, apparel production,
and distribution as shown in figure 4. Traditionally, the supply
chain follows a push system [21], where the brand owners or
retailers (buyer) provide the manufacturers with information
like the design or technical specification of the fabric and
garment to be produced, the volume of the products, sizes in
which the garment is to be produced. The fabric and garment
producers follow the instructions to create samples, which
upon approval by the buyer are converted into finished fabric
and garment respectively. Usually, the finished fabrics are
the raw material for the apparel production process. Finally,
the finished garments are transported to a wholesaler or
retailer. In the case of the wholesaler, there is another actor,
which acts as a distributor between the consumer and the
wholesaler. On the other hand, in the case of the retailer,
the garments are sold through one or more channels, for
instance, brick & mortar stores, web-shops (e-commerce),
departmental stores, multi-brand retailers.
The designers employed by retailers are responsible for

creating collections based on the current market and trend
analysis. In most scenarios, retailers do not own any produc-
tion house and play an important role to bring the products
into the market. Hence, in the conventional supply chain,
all the actors from design up to retailers/brand owners are

VOLUME 7, 2019 95381



C. Giri et al.: Detailed Review of Artificial Intelligence Applied in the Fashion and Apparel Industry

FIGURE 3. Article classification based on research questions.
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FIGURE 4. Stages in F&A supply chain.

considered as Business to business (B2B) as their primary
customers are other businesses, while retailers are considered
as business to consumer (B2C) as their primary customers
are the end-users or consumers. However, in the past decade,
with the advent of e-commerce, the definition of B2B and
B2C has evolved [22]. Therefore, it has become important for
the industry to adapt to this change and create new business
strategies. It has also become vital to give a comprehensive
demarcation between B2B and B2C, and how AI can help in
combating problems at these segments.

1) B2B (BUSINESS-TO-BUSINESS)
The F&A industry has a convoluted supply chain due to
diverse product categories and their short lifecycle. The con-
temporary consumer has increased awareness and informa-
tion related to the latest styles and designs [23]. Therefore,
consumer buying behavior and engagement has changed.
This is highly influenced by the proliferation of social media
and internet [24], which is a widespread medium for dis-
semination of information related to the latest fashion trends,
upcoming fashion weeks and popular celebrities. Due to this,
the F&A supply chain has to rapidly change the collections
to fulfill the growing consumer demand [25]. Hence, it is
driven by a combination of business-to-business (B2B) and
business-to-consumer (B2C) transactions. In any business,
the number of B2B transactions is higher in comparison to
that of B2C transactions [26], [27]. Themain reason for this is
that for every product there can be as many B2B transactions
as there are sub-components or raw materials involved, while
there will be only one B2C transaction.
Business to business (B2B) in the F&A industry is

referred to as the commerce between two or more businesses.
A B2B transaction, thus, will occur when a business demands
raw material for the production process to manufacture the

product (e.g. garment manufacturer buying yarn), needs ser-
vices for operational reasons (e.g. employing a third-party
logistics service provider), re-sells goods and services pro-
duced by other businesses (e.g. a retailer buying products
from manufacturer). The goal of a B2B transaction is to help
their business stay profitable, competitive and successful.
Table 2 shows the classification of the supply chain into B2B.

2) B2C (BUSINESS-TO-CONSUMER)
B2C refers to the transactions conducted directly between a
business and consumers who are the end-users of its product
and/or services [28]. Behind a B2C transaction is a well-
researched consumer regarding their options in order to find
the best price and quality tradeoff. Traditionally, B2C referred
to outlet shopping, however, with the rise of internet, smart-
phones and other mobile technology, a set of completely
new B2C business channels have developed in the form of
e-commerce, m-commerce, social media commerce or selling
products and services over the internet [29]. It has become
important for B2C companies to be omnipresent because
of uncertainty in consumer behavior over different retail
channels [30]. The success of a B2C model depends on the
capacity of a business to evolve based on new technologies
that are widely used by the consumers. Businesses that rely
on B2C sales must maintain good relations with consumers
to ensure their retention and loyalty.
In addition to this, another set of B2C transactions have

evolved with the adoption of mass customization (MC) to ful-
fill growing consumer needs. In this, consumer interactions
with the business increases and can even occur at the product
development stage. Hence, fashion or textile design, dyeing,
printing, cutting, sewing & assembly can all have customer
involvement. Table 2 shows the classification of the supply
chain into B2B and B2C.
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FIGURE 5. Classification of AI in the F&A industry.

B. PROPOSED TAXONOMY OF APPLIED AI METHODS
IN F&A SUPPLY CHAIN
Artificial intelligence has already proved its capability to
solve the real world problems due to its heuristic characteris-
tics of generalizing data. In the last three decades, the F&A
industry has undergone a number of changes and AI has
played a key role in this transformation. Currently, the F&A
industry is equipped with advanced machines required at the
various stages of apparel production, which has improved the
overall efficiency of the industrial processes [9]. Application
of AI is well explained and categorized by operating pro-
cesses at a managerial level in the F&A [8]. However, these
researches lack the categorization of the applied AI in the
F&A supply chain. The study in [8] explains the research
issues in the operating process of the apparel industry. This
study found that AI research has 45% contribution to apparel
manufacturing issues, approximately 9% to apparel forecast-
ing and 4.2% to fashion recommendation.
Research in [17] is a comprehensive review of classifica-

tion and clustering techniques utilized in the F&A industry
and shows that classification algorithms have been used more
than clustering. On the contrary, this research work does not
talk about linear and non-linear predictive models. Moreover,
this research does not convey about the current applica-
tions of computer vision and deep learning [31], customer
analytics [32], optimization techniques [33], and big data ana-
lytics for digital manufacturing and customization [15], [34].
Taking into account the recent research conducted in the area
of AI in F&A, this study categorizes the AI into five broad
classes as shown in Figure 5.

1) MACHINE LEARNING
Machine Learning is a technical process by which the com-
puters are trained to perform the assigned task without human
intervention and learns from the patterns of the data itself.
Mathematical models are built on historical data to predict
and find hidden patterns to make a future decision [35].
Machine Learning can be classified as Supervised or Unsu-
pervised learning.
Supervised Learning- is a parametric model and it has

input (independent variables) and target variable (depen-
dent variable) [36]. Supervised model performance can be
improved by optimizing the model parameters through itera-
tive processes [37]. Based on the research problem, it could be
a classification or regression task and this relies on dependent
variable whether it is categorical or numerical.

Unsupervised Learning- models have only input
attributes or independent variables with the main task of
grouping similar data points. This grouping the similar pat-
tern data points is called clustering and this process creates
their own labels [35].
Machine learning has been implemented in the F&A

industry for sales prediction [38], trend analysis, color
prediction [39], demand forecasting [40], fabric defect
detection [41], predicting fabric behavior using mechanical
properties [42].

2) DECISION SUPPORT SYSTEMS
The decision support system (DSS) is used in an organization
at the commercial level for taking mid-level or high-level
managerial decisions. It can be automatized or regulated by a
human or blend of both. Few authors considered the decision
support systems as a software tool whereas others considered
it as a system that can be integrated with the business to
make intelligent decisions [43]. Research in [44] states that
DSS combines the mathematical model with conventional
data retrieval methods; it is flexible and adapts to the
organizational environment as per defined strategy. In the
F&A industry, it is widely used to industrialize innumerable
tasks by optimizing decision making process in the supply
chain [45] Decision support systems help the various actors
in apparel manufacturing and production to choose appro-
priate process and resources to decrease the overall cost and
enhance the performance of the apparel supply chain [46].

3) EXPERT SYSTEMS
In artificial intelligence, ‘Expert system’ is a system that
makes a decision without human intervention [47]. It uses
a reasoning approach to solve the complex problem, char-
acterized by ‘‘if-then’’ rules. The first system was found
around the 1970s and then gained popularity by 1980s [48].
They were considered the first popular software in the field
of AI [36]. Expert systems are classified as Inference engine
and knowledge base. ‘Knowledge base’ works on the prin-
ciple of facts and rules, while ‘inference engine’ uses the
rules to learn the facts and derive new facts [49]. In the
F&A industry, it is applied in apparel manufacturing and
production to select appropriate processes and equipment in
order to generate minimal environmental pollution [50]. Fur-
thermore, it has been applied for creating a recommendation
engine in fashion retailing to improve the overall satisfaction
of customers [51].

4) OPTIMIZATION
Artificial intelligence has the ability to solve complex
problems and find numerous solutions by intelligent
searching [36], [52]. Classical search algorithm starts with
some random guess and this is improved using the iterative
process. ‘Hill climbing’, ‘Beam search’ and ‘Random opti-
mization’ are some of these methods [53]. Machine learning
algorithms use ‘search algorithms’, which are based on opti-
mization techniques. Simple exhaustive searches [52], [54]
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order to generate minimal environmental pollution [50]. Fur-
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searching [36], [52]. Classical search algorithm starts with
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algorithms use ‘search algorithms’, which are based on opti-
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are too slow and therefore ‘Heuristics’ approach is adapted to
serve as a technique to find a solution. The limitation of the
heuristics search approach is that it fails to work with smaller
datasets [55]. An evolutionary algorithm is another form of
optimization search, which starts with the initial guesses of
the population permitting them to mutate, recombine and
select the best one while discarding others. Popular Evolu-
tionary algorithms are genetic algorithms (GA), gene expres-
sion programming and genetic programming [56], [57].
Distributed search method could be done using ‘swarm
intelligent’ algorithms. GA is extensively used in the F&A
industry to overcome the problems of scheduling and design
layout of the apparel production [58], [59]. GA has the ability
to respond to quick changes in the fashion industry. This
algorithm has been used to improve the fitting services as
well [60].

5) IMAGE RECOGNITION AND VISION
In Artificial intelligence, Computer vision is a scientific area,
which trains a machine to achieve high-level interpretation
of the images or videos. These images or videos can come
from many sources such as the medical field, global sensing
position, cameras [61], [62]. The principal tasks of computer
vision algorithms are extraction, pre-processing, exploring
the high dimensional data and creating supervised or unsu-
pervised models [63]. Models use the concept of geometry,
statistics, physics, andmachine learning theory to get insights
into the image understanding [64]. Object recognition, video
tracking, motion estimation are some of the sub-areas in the
field of computer vision [65]. Machine vision is applied in
F&A to automate many industrial applications like inspection
and process control [66]. Image recognition and vision is also
popular for content-based image retrieval systems, virtual try-
on and augmented reality in the F&A industry [67]–[69].

V. ANALYSIS AND FINDINGS
According to our research framework, we selected 149 arti-
cles, which includes articles from both journals and confer-
ence proceedings. The articles were classified based on the
taxonomy discussed in the previous section (refer section IV).
This section discusses the result of our review addressing the
three research questions in the form of distribution of articles.
Section V.A and V.B correspond to RQ 1 by presenting the
overall trend of AI in the F&A industry. Section V.C supports
RQ 2 by showing articles that applied AI methods at various
F&A supply chain stages. Section V.D correlates to RQ 3
by exhibiting articles by B2B and B2C. All the extracted
information from the articles a) AI class, b) Methods,
c) Supply chain stages and processes, d) B2B/B2C and the
corresponding count of articles are consolidated in the form
of Table 8 and 9 for journals and conferences respectively.

A. THE OVERALL DISTRIBUTION OF ARTICLES OVER TIME
The overall trend of the articles published in three decades
(1989 to 2018) is shown in figure 6. As can be observed,
maximum research in the field of AI in F&A has been

FIGURE 6. Decade-wise article representation of AI in F&A.

carried out in the last decade (2009-2018), which accounts
for approximately 56% of the total articles reviewed. While
in the first two decades, it was 11% and 33% respectively.
Hence, even though AImethods were introduced long back in
the 1950s [36] but their capability was realized much later in
the last decade.
The detailed trend per year of articles published in journals

and conference proceedings is depicted in Figure 7. As can be
seen, the overall importance of this research domain has been
equal in both journals and conferences. The only downward
slope is visible for conference publications between the year
2013 and 2016 as highlighted in Figure 7. Apart from this,
figure 8 shows the top 10 authors and institutions contributing
to the literature of AI in the F&A industry.

B. DISTRIBUTION OF ARTICLES BY APPLIED AI OVER TIME
In this section, a comprehensive result of the review in terms
of the number of articles classified based on the AI classes
defined in section IV.B is shown in figure 9. The maximum
number of articles are published in the field of machine
learning with a total contribution of 42%, followed by expert
systemswith 28%, and the least contribution of the other three
AI classes.
The distribution of articles in journals and conferences

since 1989 has been shown in figure 10. The AI class
‘Machine learning’ has been applied multiple times in journal
articles since 1991. There are two peaks visible for journal
articles in the year 2007 and 2017 with 4 and 7 articles
published respectively.Whereas for conference articles, it has
been applied since the year 2000 with three major peaks
in the year 2010, 2012 and 2016 with 4, 3, and 7 articles
respectively. On the other hand, the AI class ‘Expert sys-
tem’ was widely used since 1994 in journal articles while
in conference articles there has been no research after 2014.
For AI class ‘decision support system’, there has been very
little work in conference articles, while a gradual increase in
presence is realized in journal articles since 2010. For ‘image
recognition’, its presence is visible since 2009 in both journal
and conference articles, being the least applied AI class (also
shown in figure 10). In addition, it can be noticed that since
the year 2017, its application has increased in journal articles.
In contrast to other classes, for optimization, there were more
articles in the conference as compared to journals.
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FIGURE 7. Overall trend of AI in F&A since 1989.

FIGURE 8. Top 10 affiliations and authors.

C. DISTRIBUTION OF ARTICLES BY APPLICATION
OF AI IN F&A SUPPLY CHAIN
As shown in table 7, machine learning and expert systems
have been applied widely at the four F&A supply chain
stages, with least research in design. This is followed by
optimization that has been applied with the least focus at the
distribution stage.
The classification of articles by applied AI methods in

F&A supply chain is shown in figure 11. In apparel produc-
tion, all AI classes are applied in journal articles, while in
conference articles image recognition and decision support
system has been not used. In design, research has focused on
three AI classes: optimization, machine learning, and expert
systems for journal articles, whereas the expert system is not
applied in conference articles. In distribution, majorly used

AI classes are machine learning, decision support systems,
and expert systems in journal articles, while the focus has
been on machine learning and image recognition in confer-
ence articles. In fabric production, all AI classes have been
widely used with a major focus on machine learning and
Expert systems. Additionally, there has been growing use of
image recognition in fabric inspection, which is a process
under fabric production (described in section IV.A).

D. DISTRIBUTION OF ARTICLES BY B2B
AND B2C OVER TIME
As discussed in the previous sections the importance of B2B
and B2C in F&A, we classified the articles based on their
business focus. As can be seen in figure 12, research is
focused on solving the issues related to B2B and there is

VOLUME 7, 2019 95385

C. Giri et al.: Detailed Review of Artificial Intelligence Applied in the Fashion and Apparel Industry

FIGURE 7. Overall trend of AI in F&A since 1989.

FIGURE 8. Top 10 affiliations and authors.

C. DISTRIBUTION OF ARTICLES BY APPLICATION
OF AI IN F&A SUPPLY CHAIN
As shown in table 7, machine learning and expert systems
have been applied widely at the four F&A supply chain
stages, with least research in design. This is followed by
optimization that has been applied with the least focus at the
distribution stage.
The classification of articles by applied AI methods in

F&A supply chain is shown in figure 11. In apparel produc-
tion, all AI classes are applied in journal articles, while in
conference articles image recognition and decision support
system has been not used. In design, research has focused on
three AI classes: optimization, machine learning, and expert
systems for journal articles, whereas the expert system is not
applied in conference articles. In distribution, majorly used

AI classes are machine learning, decision support systems,
and expert systems in journal articles, while the focus has
been on machine learning and image recognition in confer-
ence articles. In fabric production, all AI classes have been
widely used with a major focus on machine learning and
Expert systems. Additionally, there has been growing use of
image recognition in fabric inspection, which is a process
under fabric production (described in section IV.A).

D. DISTRIBUTION OF ARTICLES BY B2B
AND B2C OVER TIME
As discussed in the previous sections the importance of B2B
and B2C in F&A, we classified the articles based on their
business focus. As can be seen in figure 12, research is
focused on solving the issues related to B2B and there is

VOLUME 7, 2019 95385



C. Giri et al.: Detailed Review of Artificial Intelligence Applied in the Fashion and Apparel Industry

FIGURE 7. Overall trend of AI in F&A since 1989.

FIGURE 8. Top 10 affiliations and authors.

C. DISTRIBUTION OF ARTICLES BY APPLICATION
OF AI IN F&A SUPPLY CHAIN
As shown in table 7, machine learning and expert systems
have been applied widely at the four F&A supply chain
stages, with least research in design. This is followed by
optimization that has been applied with the least focus at the
distribution stage.
The classification of articles by applied AI methods in

F&A supply chain is shown in figure 11. In apparel produc-
tion, all AI classes are applied in journal articles, while in
conference articles image recognition and decision support
system has been not used. In design, research has focused on
three AI classes: optimization, machine learning, and expert
systems for journal articles, whereas the expert system is not
applied in conference articles. In distribution, majorly used

AI classes are machine learning, decision support systems,
and expert systems in journal articles, while the focus has
been on machine learning and image recognition in confer-
ence articles. In fabric production, all AI classes have been
widely used with a major focus on machine learning and
Expert systems. Additionally, there has been growing use of
image recognition in fabric inspection, which is a process
under fabric production (described in section IV.A).

D. DISTRIBUTION OF ARTICLES BY B2B
AND B2C OVER TIME
As discussed in the previous sections the importance of B2B
and B2C in F&A, we classified the articles based on their
business focus. As can be seen in figure 12, research is
focused on solving the issues related to B2B and there is

VOLUME 7, 2019 95385

C. Giri et al.: Detailed Review of Artificial Intelligence Applied in the Fashion and Apparel Industry

FIGURE 9. Total distribution of articles by AI methods applied.

FIGURE 10. Distribution of articles by applied AI over time.

TABLE 7. Count of applied artificial articles in F&A supply chain.

little attention on B2C both in journal and conference articles.
To get a clear picture, figure 13 shows the distribution of
articles in three decades separately for B2B, B2C and both.
There were total 149 articles reviewed, out of which 122,

13 and 14 belonged to B2B, B2C and both (B2B/B2C)

respectively. If we consider B2B, as shown in figure 13,
substantial research has been carried out in all three decades
as compared to B2C. In the case of B2C, the total number
of articles published in itself is low i.e. 13. Out of this,
only two were published in the second decade and rest were
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FIGURE 11. Distribution by supply chain processes.

FIGURE 12. Distribution of articles by B2B and B2C.

published in decade 3. There were no articles published in
decade 1. By both, it is meant that the focus of the study
is both B2B and B2C. The total number of articles, in this
case, is 14, out of which ten were published in the third
decade and four in the second decade. There were no arti-
cles published in decade 1 for this as well. As a conclu-
sion, we can say that little work has been done with the
perspective of B2C and there is a need to attend to this
gap.

VI. DISCUSSION AND IMPLICATIONS
Based on the review conducted following the proposed
research framework and addressing the three research ques-
tions, this study recognized a number of gaps with respect to
applied AI in the F&A industry. These gaps in research pro-
vide the foundation to recommend future research direction
in the F&A and AI domain.

A. GAPS AND IMPLICATIONS
As discussed in section IV.A, most of the research related to
AI in F&A industry has been carried out in the last decade
(2009 to 2018), accounting to 56% of the total number of pub-
lications in the year 1989-2018. This shows that even though
the AI methods existed since 1989, they have recently gained
popularity in research related to F&A industrial problems.
AlthoughAI has left its footprint in research, it is still far from
being implemented at the industrial level. One of the reasons
for this is that researchers working in AI may lack expertise
in F&A and at the same time, the professionals working in
the industry may lack expertise in AI. In addition, industries
are skeptical about the benefits of AI and big data analytics.
Therefore, it is important that they look at the cost and benefit
tradeoff to be able to exploit the full potential of AI.
In section V.B, we classified the articles based on their

focus on B2B and B2C. The result demonstrates that most
of the research work has been carried to target B2B business
problems, accounting to 81% of the total number of publi-
cations. Whereas, little research has been conducted with a
B2C perspective, accounting to approximately 8% of the total
publications. This clearly illustrates that research needs to
focus on B2C business problems. According to the State of
Fashion (2019), two of the major industrial challenges faced
will be rapidly changing consumer preferences and com-
petition from online and omnichannel. Therefore, research
related to the F&A industry needs to shift their focus to B2C,
taking into account the importance of AI. AI can help to
analyze consumer footprint omnichannel, which can help in
creating personalized consumer database or profiles helping
to improve business profitability and providing a competitive
advantage.
In section V.C and V.D, we classified the articles based

on applied AI method in the F&A supply chain. Most of
the research articles fall under machine learning and expert
systems class, which has been extensively applied at the
supply chain stages: apparel production, fabric production,
and distribution. Decision support systems, optimization and
image recognition class have a more or less similar number of
research articles published in this domain. Their application
was seen to some extent at all three stages. However, least
representation of these algorithms was observed at the design
stage. It gives an impression that little focus has been given
to design-related problems and hence, there is a huge scope
of AI applications at this stage. For instance, AI methods can
be used to create systems that can help fashion and product
designers to capture consumer needs and preferences more
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FIGURE 13. Decade-wise article representation of B2B, B2C and both.

FIGURE 14. Word cloud using text mining on abstracts.

accurately and conveniently. Hence, the products offered
can be more targeted to the market segments. In addition,
predictive tools that use consumer’s historical (past transac-
tions) and social media (real-time demand) data can facilitate
the product development/designing process. The AI methods
applied in 149 articles can be seen in Table 8 and 9.
To get an outlook of the most popular AI methods used
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TABLE 8. AI methods used at various supply chain stages and processes in journal articles.
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TABLE 9. AI methods used at various supply chain stages and processes in conference articles.

and product designers. They can take its advantage in pre-
dictive analysis of future trends based on historical and real-
time data. This can also prove promising in improving the
existing recommendation engines, which currently rely on
collaborative or content-based filtering. These engines can
be improved by integrating with consumer data from social
media and real-time trends from fashion blogs, magazines
and other social networks like Pinterest, Instagram. Addition-
ally, the performance of existing predictive models can be

enhanced with the help of advanced techniques like ensemble
learning and transfer learning. An instance is the use of
random forest instead of decision trees, the use of which has
outperformed the classical model in terms of computational
time [201], [202].
Another application area in F&A is mass customization,

where machine learning can be used to reduce the lead
times by creating a classifier that could be trained on the
existing style database, enabling the product designers to
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prepare the raw material inventory in advance. Pre-trained
deep learning models using a library like Keras [203], incep-
tion model [204] along with big data analytics can be used
to create co-design platforms with style recommendations
helping consumers in co-designing garments.
One of the important application of image recognition and

computer vision is to target the key consumer pain point of not
having an appropriate size of the garment. This problem has
been addressed with the help of virtual fitting tools. However,
these tools are still at a nascent stage and can be highly
improved with the help of these techniques.
As we have noticed that fuzzy techniques and genetic

algorithms are exhaustively used for expert systems, decision
support systems and optimization. These techniques can be
combined with advanced AI techniques to enhance the com-
putational ability of a machine learning algorithm. Similarly,
if the classical forecasting model is combined with AI it can
lead to better forecasting in terms of seasonality and trends.
It is evident from the review that the F&A industry still

lacks an integrated platform for data sharing and commu-
nication amongst its stakeholders and consumers. An inte-
grated platform has become a necessity to quickly respond
to customer’s growing needs and preferences and improving
consumer satisfaction and loyalty. AI has a lot of poten-
tials to create and maintain such a platform. This platform
can help the industry to provide interactive communication,
improved supply chain organization, hence, leading to a
digitally connected supply chain. Another possibility is by
merging AI techniques with blockchain technology, which
can ensure security and transparency between consumers and
various supply chain actors. The industry can be benefitted
by integrating their business with cloud-based technologies
like Microsoft Azure, Amazon web services, IBM Watson,
etc., and parallel computing tools for big data analytics like
Hadoop and Hive. If the fashion industry can successfully
adopt the aforementioned AI techniques, it will be easier
to integrate B2B and B2C leading to a sustainable business
orientation of B2B2C. This will be fully achievable only
when the F&A industry equip ‘FAIR’ data principle [205] in
strategizing their business.

VII. CONCLUSION
The aim of the study was to conduct a systematic litera-
ture review to address the three defined research questions
(RQ1, RQ2, and RQ3). In line with the research framework,
we retrieved 1019 articles published between 1989 and 2018,
from two popular academic databases: Scopus and Web of
Science. The article screening process was carried out in five
phases (shown in figure 2), which resulted in 149 articles.
To extract information from these articles and address our
research questions, a taxonomy was proposed considering
AI methods and F&A supply chain stages acknowledging
RQ1 and RQ2 respectively. To acknowledge RQ3, F&A sup-
ply chain was further classified into B2B and B2C.
The research analysis says that most of the work in the field

of F&A was carried out in the last decade (2009-2018) with

the most applied AI categories being ‘‘Machine Learning’’
and ‘‘Expert Systems’’. It was observed that the techniques
most used in Machine Learning were predictive algorithms
like regression and SVM, and whereas in the case of Expert
Systems were ‘‘Artificial Neural Network’’, ‘‘Genetic Algo-
rithm’’ and ‘‘Fuzzy Logic’’ for modeling F&A supply chain
problems. Certainly, no application of algorithms like ‘‘deep
learning’’ and ‘‘transfer learning’’ was realized. Further, very
few research articles talked about ‘‘Big Data’’ in the field
of F&A, which clearly states that the industry has not fully
realized the potential of data analytics and AI.
This research found that F&A supply chain stages:

‘‘Apparel Production’’, ‘‘Fabric Production’’ and
‘‘Distribution’’ received maximum attention when applying
AI techniques, whereas ‘‘Design’’ was the least focused.
Additionally, a significant contribution was noted towards
B2B problems compared to B2C. Hence, research needs to
adopt a B2C perspective to be able to offer consumer-oriented
solutions to the industry.
A comprehensive review reveals the research gap and

implication presented in section VI stating that F&A needs a
transformation in their supply chain by using AI techniques at
the industrial level. With this, the industry can move towards
a digital and sustainable supply chain. The implications and
future directions proposed in this study can be beneficial for
academic and industrial researchers, and industrial practition-
ers, who are willing to provide a substantial contribution to
the subject area.
Regardless of this valuable work, there are some lim-

itations to this study. First, the articles were searched in
two databases, while there could be other databases that
are relevant. Second, the publications apart from English
were excluded. There could be valuable research available in
other languages. Third, even though the review process was
completed rigorously, it could still be prone to human error.
Fourth, this study was restricted to researches with an empir-
ical validation of the proposed AI models. There could be
beneficial theoretical and conceptual frameworks in research,
which were missed because of the exclusion criterion. Fifth,
even though the synonyms considered for article retrieval
were carefully decided, the study could have missed some
articles due to different terminology being used. Seventh,
grey literature was excluded from the review process, which
also includes industrial reports. These reports can provide
helpful insights and contribution in this domain.
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Customer Analytics in Fashion Retail
Industry

Chandadevi Giri, Sebastien Thomassey and Xianyi Zeng

Abstract This paper aims to give an overview of customer analytics in fashion
retail industry in the era of big data. Fashion retail industry has been facing significant
challenges since last few years due to rapidly varying customer demands. Nowadays,
customers are much more informed and connected because of social media and other
channels on the Internet. They demand more personalized services, and perception
is not sufficient to understand our customers. Therefore, we need data to understand
our customers and meet their expectation. We will discuss how customer analytics
can create value in fashion retail industry, strategies and methodology to examine
the consumer data. Employing and investing in these methods and technologies,
industry will benefit from improved revenues, improve in sales, higher customer
retention rates and thereby it will sustain in the uncertain markets. Segments are
created using recency value of the customers, and their future behavior is predicted
using transition matrix.

Keywords Customer analytics · Big data · Segmentation · Consumer behavior ·
Fashion retail industry

1 Introduction

The present study is part of a Ph.D. project in sustainable design and management
of textiles, focusing on e-commerce and consumer analytics to understand consumer
behavior, and it is necessary to understand data apart from the perception of the con-
sumer. The contemporary fashion industry is challenging, and integrating customer
analytics with its business models will enable it to achieve business goals and high
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Fig. 1 Features of new customers

revenue growth. To illustrate how customer analytics can be effective, we have cre-
ated customer segments on fashion apparel retail data to study customer behavior and
the revenue generated by them. This will be discussed in detail in Sect. 5, customer
data analysis.

Understanding consumer preferences has been a major challenge for fashion
retailers. As per the market research of Statista [1], the revenue generated in the
year 2017 from fashion globally is accounted for US$406,476 million globally and
it is estimated to increase by 11.6% by 2022. In the fashion industry, the largest mar-
ket segment is “Clothing” that contributes a market volume of US$272,599 million
in 2017. Revenue generated in China itself contributed around US$164,219 million
in 2017. Also, it is estimated that large no. of users will be buying fashion products
online by 2022, and the clothing industry will have the maximum market share. Cur-
rently, China, the USA, and UK are the major players in the fashion industry, and
they are expected to grow in the future. It is important for the retailers to invest in big
data analytics to understand customer preferences in real time. Big data provides an
opportunity to understand customers in more precise way, and this leads to the emer-
gence of new analytics area which is termed as “customer analytics.” “Customer
analytics refers to the collection, management, analysis, and strategic leverage of
a firm’s granular data about the behavior(s) of its customers” [2]. A new type of
consumers has evolved. The evolution of customer behavior can be seen in Fig. 1.
Therefore, it is essential to study the customer insights from the generated data to
understand the fashion market trends.

2 Research Problem and Goal

The premise of the research problem emerges from the fact that fashion retailers are
continuously facing many challenges in terms of predicting customer behavior in
real time and adopting new strategies to fulfill customer demands. In line with this
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premise, the goal of this research was to study the following:

1. How to classify customers based on their purchasing behavior evolving over
time?

2. How to predict future customer movement and revenue generated by them?

The goal of the customer analytics is to address the above problems. It is important
to understand whether consumer is creating value to the business, or whether they
are satisfied with the services provided by the retail company, and their preferences
in order to take appropriate actions to improve the services and products. Customer
analytics can help retail companies to retain their customer base, increase revenue
growth, and to predict consumer behavior, and eventually, the objective of value
creation by each consumer could be achieved. Therefore, it is imperative to segment
different group of the consumers as per their preferences and the value they create.

3 Customer Analytics

This section presents an overview of customer analytics strategy, scope, and method-
ology as shown in Fig. 2.

Fig. 2 Customer analytics, strategy, scope, and methodology
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3.1 Feature of Customer Analytics

Company’s business goals can define how customer analytics can be incorporated
into their business intelligence. It could be focused on the prediction of customer
behavior at an individual level without considering any other information, or it could
be used by merging information from different systems to analyze, or it could be based
on behavioral or longitudinal social network analysis. In other words, it depends on
the business goals of the companies and which problem they are trying to address.

3.2 Value Generation in Fashion Retail Industry

Fashion retail industry is complicated, and it is quite difficult to understand the
consumer choices toward the product. We can generate a high business value by
identifying consumer lifetime value which can in turn help the fashion industry to
achieve their profit goals. Customer Life Time Value (CLV) is the predicted value that
businesses will derive from their entire relationship with their customers [3]. Well-
known machine learning (ML) and probabilistic models such as Bayesian Inferences,
Moving Averages, Regressions, and Pareto/NBD (Negative Binomial Distribution)
can be used to predict CLV [4]. Customer segmentation can be done considering the
demographic, geographic, behavioral factors using K-means clustering [5]. Associ-
ation analysis can also be used for building recommendation system [6].

3.3 Strategy

All industries are consumer oriented, and consumers are crucial for their business
success. The main strategy for fashion industry is to expand their customer base.
As mentioned in the introduction, the dynamic nature of customers’ buying pattern
drives retailers to improve their strategy for customer acquisition and retention.

3.4 Customer Analytics Methodologies

Methodology for customer analytics often depends on the business problems that
we are trying to address. Fashion social network data can be collected from tweets,
boards, blogs to understand the hot topics, current trends, brands, events, criticism,
etc. in fashion industry [7]. Internal sources are ERP, CRM, fashion e-commerce,
etc., and external sources are cookies, plug-ins Adobe flash, etc. [8]. Data can be
pre-processed to get into structured form; then, analytical method such as descriptive
and predictive can be applied, and models can be evaluated. According to PwC and
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Table 1 Customer analytics with ML methods and statistics

Analysis ML methods and statistics

Future profitability Neural networks

CLV Statistics

Potential CLV Multi-regression

CLV profiling Supervised clustering

Churn Decision trees/Classification

RFM profiling Decision trees

Acquisition modeling Neural networks

Response analysis and modeling Neural networks

Response index Statistics

ROI Structured procedures

Campaigns Regression and structured procedures

SAP retailer survey [9], 39% of retailers ranked “Ability to turn customer data into
intelligent and actionable insight” one of their greatest challenges. There is a huge
gap between the big data and fashion retail industry. Retailers are more concerned
with the data collection. After collecting data, they do not know what to do with such
a huge and highly complex customer data. There is a lack of systems for tracking
their minute-wise inventory. Therefore, understanding business, data, and customers
is very important but retailers have to invest on analytics for creating valuable insights
from the chunks of data that could benefit the industry to improve their products and
services. Fashion industry is in a greater need to use advanced business intelligence
tools, data analytics platforms, big data tools for capturing and processing data.
Table 1 lists different machine learning method which can be used for customer
analytics to predict profitability, life cycle of the consumers, loyalty, and campaigns.

4 Customer Data Analysis

For this study, we used dataset from the apparel industry, which spans from 2015-10-
01 to 2016-12-01. To create segments, we used “Recency” value of each customer as
the main indicator. Segments are created based on the recency value for six months,
and each segment is further classified as “Inactive,” “Less Active,” “Active,” “Highly
Active,” and “New Customers.” Given the 14-month time span of our dataset, we
created two segments: one is 01-06-2016 to 01-12-2016, and the other is from 01-12-
2015 to 01-06-2016. Using these two segments, we computed the transition matrix
which is used for predicting the behavior and movement of customers within the five
categories of each segment in the next one year. Based on the no. of the customers in
each segment, revenue and cumulative revenue are calculated and predicted for next
one year. No discount rate is considered for this study, but full price only.
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4.1 Methodology

Transition matrix is used to compute the likelihood of the future occurrence depend-
ing on the current state. Let us assume that fashion retailers have Xn customers where
X represents the total number of customers in a given segment at current state n, X
∈ S, where S = {Inactive, Less Active, Highly Active, Active, New Customers], then
the probability Pnm of the customer in next state m will be given as

Pnm = P(Xt+1 = m|Xt = n) (1)

Thus, the transition matrix is conditioned on the present state, and the previous
and the upcoming conditions are independent. In our study, we predicted the number
of customers in each segment in an organization and their transition to the next state.
Suppose the states are 1, 2, 3, … r, where r represents the row, then the transition
matrix for the different segments can be represented in matrix form as shown in Eq. 2.
Thus, the probability of the customers in a segment in state m conditioned on state n
can be represented by Eq. 3, and sum of all probabilities in a row will be equal to 1.

P(S) =

⎢⎢⎢⎢⎢⎢⎢⎢⎣

S11 S12 S13 . . . S1r

S21 S22 S23 . . . S2r

. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .

Sr1 Sr2 Sr3 . . . Srr

⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2)

r�
m=1

P(Snm) =
r�

m=1

P(Xt+1 = m|Xt = n) = 1 (3)

4.2 Descriptive Analysis of the Data

Dataset is comprised of 5,770,844 customer transaction data with 1,020,923 distinct
customers. For the customer analysis, we considered three variables: “Customer
ID,” “Purchase Amount,” and “Date of Purchase”, see Table 2. The statistics show
that average spending by each customer is 38.60 units, and maximum spending for
each transaction is 199.90 units. The maximum time lapse with last transactions is
426.77 days (approx. 14 months).

We have calculated three variables for customer data, i.e. recency, frequency, and
monetary Value (RFM). Recency is the no. of the days lapsed between customers’
recent transaction date and the last transaction date. The bigger the recency value,
the less active the customers are. Frequency is defined as the no. of the purchases
made by the customers in a given period of time, and monetary value is the amount
of money customers spent in each transaction. RFM is calculated for each customer.
We can see from Table 3 that the average recency of a customer is 180 days, and
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Table 2 Summary statistics of customer data

Purchase_amount Date_of_purchase Days_since

Min.: −4.08 Min: 2015-10-01 Min.: −0.2292

1st Qu.: 19.95 1st Qu.: 2016-01-10 1st Qu.: 120.7708

Med Median: 34.95 Median: 2016-04-22 Median: 222.7708

Mean: 38.60 Mean: 2016-04-25 Mean: 219.4961

3rd Qu.: 53.15 3rd Qu.: 2016-08-02 3rd Qu.: 325.7708

Max.: 199.90 Max.: 2016-12-01 Max.: 426.7708

Table 3 Summary statistics of recency, frequency, and monetary (amount) for customer

Recency Frequency Amount

Min.: −0.2292 Min.: 1.00 Min.: 0.00

1st Qu.: 80.7708 1st Qu.: 2.00 1st Qu.: 25.82

Median: 155.7708 Median: 3.00 Median: 37.84

Mean: 180.4872 Mean: 5.65 Mean: 40.93

3rd Qu.: 288.7708 3rd Qu.: 6.00 3rd Qu.: 51.35

Max.: 426.7708 Max.: 1555.00 Max.: 199.90

Fig. 3 Histogram of recency, frequency, and purchase amount

maximum recency is 426 days. The average spent amount per transaction is 40.93
units while the maximum spent amount for each transaction is 199.90 units. Accord-
ing to the frequency, customers had made at least one purchase and on an average
five purchases. Histogram of RFM values is depicted in Fig. 3.

4.3 Segmentation Based on Recency

Two segments were created for the six-month interval based on recency values. In
each segment, classes were assigned as Inactive, Less Active, Active, and Highly
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Table 4 Segmentation class based on recency value

Recency (days) Customer class

>180 Inactive

≤180 and >90 Less active

≤90 and >50 Active

≤50 Highly active

Table 5 Average recency, frequency, and purchase amount for each class within Segment 1

Segment 1 Recency First_purchase Frequency Amount

1 Inactive 296.47006 317.42518 3.286801 40.69390

2 Less active 131.86588 217.59175 5.252555 34.16796

3 Active 69.98107 195.52441 6.867103 44.75028

4 Highly active 21.90170 301.30038 15.947734 43.73544

5 New customers 23.62203 25.01742 3.271787 62.07015

Table 6 Average recency, frequency, and purchase amount for each class within Segment 2

Segment 2 Recency First_purchase Frequency Amount

1 Inactive 212.44278 214.87399 2.388128 52.89656

2 Less active 135.97081 150.84615 3.346653 33.82017

3 Active 68.74415 117.36808 4.974818 43.37889

4 Highly active 26.68699 175.74538 12.261362 39.70714

5 New customers 24.02350 25.32776 2.695572 43.46406

Active customers based on the recency values as shown in Table 4. The class “New
Customer” is calculated as Customer in segment = “Highly Active” and first pur-
chase ≤ 50. This will help us to identify the customers who were not present in the
Segment 2 but are newly added in the Segment 1. Highly Active customers are those
whose recency is less than or equal to 50 days while inactive customers are those
whose recency is more than 180 days. Recency, frequency, and average purchase
amount for Segments 1 and 2 can be seen in Tables 5 and 6.

In Fig. 4, we have depicted how new customers who were absent in Segment 2
are now evolved in the Segment 1. As the logic behind our segmentation is to iden-
tify the similarity between the customers in different segments and understanding
their behaviors after 6 months, we grouped them together according to their recency
criteria for each segment. From the Segment 1, it is evident that new customers have
been acquired that were not present in the Segment 2. Those who were new in Seg-
ment 2 transferred into another category “Inactive” and “Less Active” in Segment 1.
Same can be observed for the highly active consumer, no. of highly active customers
reduced in the segmentation 1, which are current customers.

The concept of transition matrix is employed to identify the probabilities of cus-
tomers changing their segments. In other words, it is important to measure the likeli-
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Fig. 4 Number of customers of each class in Segment 1 and Segment 2

Table 7 Transition matrix as per class of customers in Segment 1 and Segment 2

Inactive less Active Active Highly
active

New customers

Inactive 83,293 12,661 4869 8986 0

Less active 208,564 48,854 15,118 24,620 0
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Highly active 37,687 25,518 13,197 36,721 0

New customers 64,861 14,182 5430 9628 0

hood of inactive customers from the Segment 2 to moving to the Less Active, Active,
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to find the number of customers in each class of the Segment 1. The probabilities
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only few remained in the groups: “Active” and “Highly Active.”

After we divided the rows in Table 7 by the sum of the customers for a given
class, we get the transition probabilities as shown in Table 8. From Table 8, we can
interpret that 75% customers who were inactive in Segment 2 will remain inactive
in Segment 1, while about 8% inactive customers in Segment 2 will become highly
active in Segment 1. For new customers in Segment 2, about 10% of them will remain
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Table 8 Transition matrix by probability

Inactive Less active Active Highly
active

New customers

Inactive 0.75852617 0.11530020 0.04434063 0.08183300 0.00000000

Less active 0.70186703 0.16440523 0.05087563 0.08285210 0.00000000

Active 0.59609325 0.17772045 0.07667926 0.14950705 0.00000000

Highly active 0.33315064 0.22557747 0.11666063 0.32461126 0.00000000

New customers 0.68927004 0.15071041 0.05770396 0.10231560 0.00000000

highly active, 5% will remain active, and about 69% will remain inactive in Segment
1. Likewise, we can interpret the results for other classes too.

4.4 Prediction Based on Transition Matrix for the Next
6 Months and 12 Months

It is often necessary to predict the no. of new customers in the next time period as they
can potentially contribute to the revenue growth. Based on the prediction, managers
design their marketing campaigns targeting new customers and the customers that
are less likely to evolve, or in other words who are not exhibiting any movement to
the active segments can be removed from the target group. Based on the results of
transition matrix, we predicted the no. of the customers for the next 6 and 12 months
and the revenue generated by them as shown in Figs. 5 and 6. Table 9 shows the
predicted value of total number of customers in each class of the segments after 6 and
12 months. We can perceive that the number of the inactive users will be increasing
in next one year, which means that new customers, active customers, and highly
active customers from Segment 1 (current customers) will move to either Inactive
or Less Active group of the same segment. As we have seen that the probability of
“Inactive” customers shifting to “Active” group is quite less. New customers will be
evolving in the future for 6 and 12 months of prediction. However, Fig. 5 shows the
probability of the customer’s transition to other groups after 6 and 12 months. We
can see from Table 9 that the no. of the customers in “Inactive” and “Less Active”
class is increasing, while in “Active” group is decreasing. No. of “Highly Active”
users remain approximately the same.

Intuitively, if the number of customers becoming active in the Segment 1 is higher,
it means that the revenue generated by them will be higher. The future revenue or
the revenue that will be generated in the next segment or in future segments can be
predicted by looking at the classes of segments to which they belong. Table 10 shows
revenue generated by each class in a segment currently and after 6 and 12 months.
From Table 10, it is evident that the inactive customers cannot generate revenue
as indicated by values “0,” whereas new customers are significant to high revenue
generation. However, we could not predict the number of new customers and revenue
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Fig. 5 Prediction using transition matrix for no. of customers for each class for 6 and 12 months

Fig. 6 Prediction of revenue generated by each class after 6 and 12 months

Table 9 Number of customers in each class after 6 and 12 based on Segment 1

Current customers After 6 months After 12 months

Inactive 459,099 687,299.59 704,646.68

Less active 279,777 153,078.56 142,277.96

Active 103,584 59,794.53 56,935.07

Highly active 118,107 120,750.32 117,063.29

New customers 60,356 0.00 0.00
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Table 10 Revenue generated by each class after 6 and 12 months based on Segment 1

Current customers After 6 months After 12 months

Inactive 0 0 0

Less active 49,552,927 27,112,632 25,199,675

Active 26,369,141 16,376,269 15,593,133

Highly active 76,394,171 78,103,929 75,719,075

New customers 10,850,470 0 0

generated by them in the future time periods (6 and 12 months) because the Customer
IDs of the new customers will be unique and different from the Customer IDs in the
dataset we used for the study.

5 Results and Conclusion

Segment is created on 14-month customer data, and five different classes were defined
based on the calculated recency value. As a result, we could identify five different
customer classes purchase behavior over time, including revenues, accordingly. Tran-
sition matrix is used to predict the number of the customers in each segment class and
revenue generated by them for the next 6 and 12 months. This kind of segmentation
in a fashion apparel industry would help us to identify which segment of customers
generates high value to the organization and how they can be retained for a long
period. Besides, we can also analyze consumer behavior in detail by studying their
purchasing behavior. As this segmentation is created by considering only one param-
eter “recency” value of the customer, it could be further improved by including other
parameters: “Frequency” and “Monetary Value.” We will consider machine learning
methods for predicting the customer’s behavior in our future work.

The fashion industry is dynamic and sensitive to quick changes in the customer
behavior with the seasons and trends. Customer analytics will help the fashion indus-
try to quickly respond to changing customer preferences. By applying customer ana-
lytics, we can analyze the buying behavior of the consumers and their preferences.
Furthermore, it will also benefit supply chain and inventory management and it will
be easy for the retailers to make decisions based on real-time tracking systems,
reducing losses and helping the company to operate more environmentally friendly.
Customer Analytics in fashion retail industry will help to customize the profiles of
their consumer, enhance the personalized recommendation services, more loyalty
programs, will give the opportunity to know their customers better than before and
will help the business to create value from it. Thus, focusing on customer analytics
in the era of big data, industries could be benefitted more than ever in the history.
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Abstract. Data analytics is pervasive in retailing as a key tool to gain
customer insights. Often, the data sets used are large, but also rich, i.e.,
they contain specific information, including demographic details, about
individual customers. Typical usage of the analytics include personal-
ized recommendations, churn prediction and estimating customer life-
time value. In this application paper, an investigation is carried out us-
ing a very large real-world data set from the fashion retailing industry,
containing only limited information. Specifically, while the purchases can
be connected to individual customers, there is no additional information
available about the customers. With this in mind, the main purpose is
to discover what the company can learn about their business and their
customers as a group, based on the available data. The exploratory anal-
ysis uses data from four years, where each year has more than 1 million
customers and 6 million transactions. Using traditional RFM (Recency,
Frequency and Monetary) analysis, including looking at the transitions
between different segments between two years, some interesting patterns
can be observed. As an example, more than half of the customers are
replaced each year. In a second experiment, the possibility to predict
which of the customers that are the most likely to not make a purchase
the next year is examined. Interestingly enough, while the two algorithms
evaluated obtained very similar f-measures; the random forest had a sub-
stantially higher precision, while the gradient boosting showed clearly
better recall. In the last experiment, targeting only the customers that
have remained loyal for at least three years, rule sets describing patterns
and trends that are strong indicators for churn or not are inspected and
analyzed.

Keywords: RFM modeling · Churn prediction · Fashion and apparel.

1 Introduction

In retailing, customer retention is integral to the business growth. Actually, as
suggested by Zhao [15], even a marginal increase in customer retention can lead

� This research work is conducted under the framework of the SMDTex project (2017)
funded by European Commission.We are grateful to the Evo Pricing company for
providing the data for this research.
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to as high as 90 percent increase in profit. Fashion retailers fiercely compete
in the market to maximize customer retention by developing advanced market-
ing campaign strategies, and by offering unique products and services to their
customers, thereby promoting customers’ loyalty towards the brands, see e.g.,
[5].

Most retailing datasets contain personal, or at the very least demographic
data, about the customers. In some datasets, however, the only information
available is the purchases made, and a possibility to link all purchases made
by the same customer. The overall purpose of this study is to investigate one
such dataset from the fashion business, combining exploratory and predictive
techniques in order to obtain customer insights. To the best of our knowledge,
this is the first studied carried out on such a large dataset, covering only pur-
chases, in the fashion and apparel retailing industry. For this analysis, the main
method employed is RFM modeling. While RFM has been used frequently for
exploratory analysis, it is rarely used as attributes in predictive modeling.

RFM modeling is one of the most popular methods for market segmentation
to study consumer behavior. It quantifies customer behaviour in terms of Re-
cency (R), Frequency (F), and Monetary value (M). Although customer churn
management has been studied in the fashion industry, a majority of these stud-
ies focus on the segmentation aspects of customer data, providing only implicit
knowledge about the customers’ loyalty. One obvious reason for the lack of stud-
ies directly targeting churn, using predictive modeling, in the fashion industry is
the problem of defining churning in this context. Since the most common defini-
tion is that a churning customer will not make a purchase in the coming period,
which could be for instance six months or one year, the connection to RFM, in
particular recency and frequency, is obvious.

2 Background

2.1 RFM analysis

RFM, i.e., Recency, Frequency and Monetary are numerical indicators describing
the purchase history of consumers for a specified interval e.g., monthly, quarterly,
or yearly [8]. Recency denotes the time elapsed since the last transaction made
by the customer, frequency represents the number of transactions made by the
customer and monetary indicates the total spending within the particular time
interval. Customers with low recency, high frequency, and high monetary are of
course the most active and profitable see e.g., [1]. While RFM analysis is widely
applied for targeted market segmentation and for studying consumer behaviour,
it is rarely combined with predictive modeling.

2.2 Churn prediction

Churn prediction constitutes the crucial element in Customer Relationship Man-
agement (CRM) strategy of any retail industry, where the main focus is retaining
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loyal customers and providing them with the satisfactory services and products
[6]. Hence, customer churn prediction is a crucial decision problem faced by the
retail industries as it focuses on predicting the customers that are likely to churn
in the near future. Identifying the factors that drive customer churn is one of the
complex business problems in the F&A retail industry. Customers that are turn-
ing away from the fashion brands are a greater risk for the fashion retailers, and
therefore, development of prediction models based on historical customer data
and sales data is extremely important to identify the risky, loyal and valuable
customers for the fashion retailers.

2.3 Related work

The application of data-driven techniques utilizing statistical or machine learn-
ing techniques for customer churn prediction has been investigated in several
industries. One example is the Telecom industry, where churning means ter-
minating a subscription for cellular services. Specifically, Sharma, Kumar and
Panigrahi [9] proposed utilizing neural network models for predicting customer
churn in that setting. In a similar case, but for landline telecommunications,
Huang et al. [7] used a set of modeling techniques to predict customer churn,
while identifying some key features that drive customer churn. In a study by Bu-
rez and Van Den Poel [3] random forests and logistic regression were applied to
customer churn prediction in the financial service industry. Here, the the inher-
ent class imbalance problem was handled by using different sampling schemes,
specifically investigating the benefit of random and under-sampling.

The problem of customer segmentation based on loyalty or lifetime values has
been heavily investigated in the existing literature. Looking specifically at the
fashion retail industry, Dachyar et al [4] applied K-means to customer transaction
data from an Indonesian brand to create customer segments based on customer
lifetime value. By combining RFM scores with a customer lifetime value model,
Yoseph and Heikkila [14] developed a modified regression model to produce
customer segments using point-of-sales data from a medium-sized fashion retailer
in Kuwait.

Many churn studies focusing on improved predictive performance exist. As
an example, Zhao et al. [15] applied novel balanced and weighted random forests
when predicting customer churn in the Chinese banking industry. Similarly, Tsai
and Lu [10] proposed a hybrid prediction model combining standard neural net-
works and self-organizing maps to improve model accuracies for customer churn
prediction. In yet another study, Xia et al. [13] used support vector machines
to predict customer churn with very high accuracy. In a comparative study, by
Vafeiadis et al. [11] it was found that Adaboost with support vector models as
base classifiers were the most accurate. Finally, Verbecke et al. [12] obtained in-
creased predictive performance by combining traditional CRM data with social
media data on the customer level.
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3 Method

Consumer transaction data were obtained from a European fashion apparel com-
pany during the four years 2013 - 2016. In total, the data set contains 28,726,819
transactions and 3,246,866 unique customers. Here it must be noted that each
transaction contains only the customer ID, the date of the purchase and the to-
tal revenue of that transaction. Specifically, no information about the products
purchased, nor about the customers, is available. However, since customer IDs
of course are unique and remain with a specific customer, it is possible to follow
the purchase history of customers over the years.

With the overall purpose of exploiting this very large but also rather limited
data set in order to understand customer behavior, two different analyses were
performed. In the first, exploratory, part, we start by looking at some customer
data on the aggregated level, specifically identifying the proportion of all cus-
tomers that remain active between two years, and how many new customers that
make their first purchase. After that, the customers are, based on yearly data,
divided into a RFM cube of 3× 3, which is used to give a better understanding
of different customer segments. In the last part of the exploratory investigation,
transition matrices showing how customers move between RFM cells from one
year to the next are created and analyzed.

In this study, the RFM analysis is carried out on a yearly basis, i.e., we could
consider it as taking place on January 1, the next year. Consequently the recency
(R) value for a customer is the number of days that has elapsed since the last
purchase, the frequency value (F) is the number of purchases (transactions) the
previous year, and the monetary value (M) is the total revenue generated by that
customer the previous year. When creating the 3 × 3 cube, each attribute was
binned to contain an equal number of instances. As expected, customers that
were inactive during the year are not part of the RFM cube. When describing
the cells, the convention is to use the three numbers representing R, F and M in
that order. In addition, the highest value (here three) represents the most active
or valuable customers, i.e., the cell 333 contains the customers with the most re-
cent purchases, the highest numbers of purchases and the largest total monetary
value. It must be noted that since these values are highly correlated, the number
of customers in each cell will vary substantially. As an example, we would ex-
pect very few customers in cells with F=3 and M=1. In the second, predictive,
analysis, random forest [2] and gradient boosting models, each consisting of 300
base classifiers, were trained to predict whether customers will remain loyal or
churn, i.e., not make a purchase the next year. Here, RFM values and scores
are used as input variables. In the first predictive experiment, predictions are
made for the following year based on two years history, and it includes all cus-
tomers that were active the last year. More specifically, the models are trained
using the years 2013-2014 as inputs and 2015 as target, but the evaluation is
done using 2014-2015 as inputs and 2016 as the target. In the experimentation,
different feature sets combining the RFM scores (i.e., 1-3 for each factor), the
RFM values (i.e., the actual number of purchases etc.) and in-cell relative values,
were tried. The in-cell relative values are between 0-1, and represents where in
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analysis, random forest [2] and gradient boosting models, each consisting of 300
base classifiers, were trained to predict whether customers will remain loyal or
churn, i.e., not make a purchase the next year. Here, RFM values and scores
are used as input variables. In the first predictive experiment, predictions are
made for the following year based on two years history, and it includes all cus-
tomers that were active the last year. More specifically, the models are trained
using the years 2013-2014 as inputs and 2015 as target, but the evaluation is
done using 2014-2015 as inputs and 2016 as the target. In the experimentation,
different feature sets combining the RFM scores (i.e., 1-3 for each factor), the
RFM values (i.e., the actual number of purchases etc.) and in-cell relative values,
were tried. The in-cell relative values are between 0-1, and represents where in
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the cell that specific customer is for each factor. It is calculated as the (actual
value-lowest value in cell) / (highest value in cell - lowest value in cell). As an
example, if a customer’s monetary value is 50, and the lowest and highest mon-
etary values in that cell are 20 and 120, respectively, the in-cell relative value
would be (50-20)/(120-20)=0.3. All-in-all the following five different feature sets
were evaluated:

– Scores: RFM scores
– Values: RFM values
– Scores+: RFM scores plus in-cell relative values
– Values+: RFM values plus in-cell relative values
– All: RFM scores, RFM values plus in-cell relative values

The second experiment, targets only the very important customers that have
remained loyal for the first three years, producing churn predictions for the fourth
and final year. In this setting, it should be noted that the churners represent the
minority class, so undersampling was used producing a balanced training set.
In addition, since actionable and interpretable rules were prioritized, the feature
set used contained only F-scores and M-scores from all three previous years, plus
the R score from the previous year. Furthermore, an intepretable model (a rule
set) was evaluated together with the opaque models, with the purpose of finding
valuable (individual) rules. In this experiment, a 70/30 randomized split into
training and test set was used. The number of test instances is 124083.

4 Results

Table 1 presents the descriptive analytics of the four year data in which to-
tal transactions, unique customers, new customers, and churning customers are
shown. Interestingly, almost more than 50 % of the total customers in each
year are churning, which implies the low degree of customer loyalty. However,
the churn is offset by the addition of approximately the similar number of new
customers.

Table 1. Yearly data

Year Transactions Customers New Churning

2013 6420939 1538104 N/A 868975
2014 7424685 1519641 850512 804059
2015 7444853 1390248 674666 730719
2016 6916972 1242253 582724 N/A

Figure 1 shows the customer distribution as per the RFM score value. Out
of 27 bins represented by 27 bars in each RFM score column for each year, the
bins: 233, 332, 323 and 333 represent the highly active and valuable customers.
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Here, the picture is very polarized; while two of the three most populated bins,
i.e., 111 and 211, contain low value customers, the bin 333 also holds a large
number of customers.

Fig. 1. Customer distribution over cells

Figure 2 illustrates the average frequency value for each bin. Here we see that
the purchasing frequency of customers vary from single orders to more than 10
per year. Customers in the bins with the largest F-values typically have more
than 10 purchases per year, making them very active. The fact that some of the
customers make so many orders should be reassuring for the company since it is
a clear indication that satisfied customers will return for more purchases.

Figure 3 represents the mean monetary values of the customers in each cell.
As expected, Bin 333 represents the highest monetary value, but is should be
noted that there are a substantially amount of very valuable customers (i.e., high
M value) that still have relatively low F-values in bins 113,123,213, 223. These
customers apparently make fewer but often larger purchases. Obviously, the two
groups of valuable customers (frequent and infrequent purchasers) should be
treated differently in the company’s CRM. Figure 4 illustrates the proportion
of old and new customers in each RFM cell. The general pattern is that new
customers actually constitute a majority in most cells. The obvious exception
is 333 where more than two customers out of three remain from last year. An
interesting group of cells is 113, 213, 123 and 223, i.e., highly valuable customers
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with not that many purchases; in these cells almost half of the customers are
actually new, showing that some new customers make rather few but large orders.

Fig. 2. Mean frequencies values in cells

Fig. 3. Mean monetary values (e) in cells
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Fig. 4. New customers

Figure 5 in a similar way depicts the proportion of churners and loyal cus-
tomers in each bin.

Fig. 5. Churners
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This is, of course, a very important view for the company, showing for in-
stance that, on the very general level, valuable customers tend to remain loyal.
Specifically, cells representing high F and M values (i.e., bins 233, 332 and 333)
exhibit less customer churn and consequently, these customers have a tendency
to remain active in the next year. With this in mind, it becomes imperative to
target customers in cells like 232, 222, 322 and 223, where the churn rates are
approximately 50% trying to move them to cells with highest retention rates.

Fig. 6. Largest flows of customers between years

Figure 6 shows the largest flow of remaining customers between the RFM
cells. Here it must be noted that while the results are aggregated over all years,
the variation between years is fairly small. As seen in the graph, five cells receive
most of the loyal customers; 111, 211, 221, 232, 233 and 333. Starting with some
specific numbers, it is of course good to see that 60% of the customers in 333 that
stay loyal also remain in either that cell or 233, i.e., making frequent purchases
resulting in high M-values. On another level, a pattern that the company must
be aware of is the fact that customers making frequent purchases, but with low
M-values (i.e., cells 131, 121, 231, 221, 331 and 321) generally stay in these
cells. It would be clearly beneficial for the company if these customers could be
moved to cells with higher M-values; both for the immediate profit and for the
lower churn rates in these cells. Table 2 below presents the results from the first
predictive experiment. The main result is that independent of the feature set
used, the models obtain rather high F-measures, providing a reasonable balance
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between precision and recall. It is interesting to note that the two algorithms
utilize different ways to get very similar f-measures; the random forest shows a
relatively high precision, while the gradient boosting has higher recall. Overall,
this shows that it is indeed possible to predict churners, and that the simplest
feature set, i.e., using only RFM scores, is sufficient for that purpose.

Table 2. Experiment 1 - predictive performance

Model Features Acc Prec Recall AUC F-measure

RF300 Scores 0.684 0.755 0.680 0.720 0.715
RF300 Values 0.683 0.755 0.678 0.730 0.715
RF300 Scores+ 0.684 0.753 0.681 0.732 0.715
RF300 Values+ 0.681 0.742 0.680 0.731 0.710
RF300 All 0.681 0.744 0.680 0.728 0.710

GB300 Scores 0.684 0.680 0.754 0.741 0.715
GB300 Values 0.685 0.685 0.742 0.744 0.713
GB300 Scores+ 0.684 0.683 0.743 0.743 0.712
GB300 Values+ 0.686 0.685 0.743 0.745 0.713
GB300 All 0.686 0.686 0.741 0.745 0.712

Table 3 below shows the overall results from the second predictive experi-
ment, i.e., when looking only at customers that have remained loyal for three
years. Again, the different techniques obtain similar predictive performance, al-
though the opaque ensemble models have a small edge. From a high-level per-
spective, the precision is rather good, but the recall somewhat disappointing.
While the predictive performance give a clear indication of the difficulty of the
problem, it is not obvious how a retention strategy utilizing this should be de-
vised.

Table 3. Experiment 2 - predictive performance

Model Acc Prec Recall AUC F-measure

RF300 0.651 0.759 0.479 0.723 0.588
GB300 0.650 0.764 0.478 0.733 0.588
Rule set 0.649 0.751 0.477 0.729 0.583

With this in mind, a further analysis of the produced rule set was undertaken.
While the rule set contains in total 454 rules, most rules apply to only a handful
of test instances. In Table 4 and Table 5 below, we show five sample rules for the
churn class and three for the loyal class. These rules both cover a large number
of test instances and exhibit a fairly high accuracy. The obvious usage of these
rules is twofold; since they together cover approximately 60% of the test data

set, they could of course be used for prediction, but they could also be used
for inspection and analysis, showing strong indicators for whether customers are
likely to churn or not.

Starting with the rules that identify likely churners, we see that frequency
scores, in particular the last two years, are very important. The first two rules
and the last given below, all have F=1 and F1=1, i.e., covering customers in the
lowest bin for frequency the last two years. It must be noted that these rules
also have a very high accuracy, further strengthening the importance of this
pattern. Furthermore, the other two rules also include conditions related to low
frequencies. Rule 4 is slightly different, covering customers in the medium F bin
last year. Here, however, the R score is 1, so a possible interpretation is that
these customers made a few purchases in the beginning of the year, but after
that became inactive, which of course is consistent with a churning behavior.

Table 4. Experiment 2 - Rules for churners

Rule Inst. cov. Perc. Acc.

M = 1 ∧R > 1 ∧ F2 < 3 ∧ F1 = 1 ∧ F = 1 8280 6.7 0.746
M = 1 ∧R = 1 ∧ F2 = 1 ∧ F1 = 1 ∧ F = 1 5497 4.4 0.781
R = 2 ∧ F2 = 1 ∧ F1 = 2 ∧ F = 1 5346 4.3 0.730
R = 1 ∧ F1 = 1 ∧ F = 2 4390 3.4 0.712
M > 1 ∧R = 1 ∧ F2 < 3 ∧ F1 = 1 ∧ F = 1 2629 2.1 0.762

Looking at the rules selecting customers that will remain loyal, there is ac-
tually one rule that while covering more than a quarter of all customers, is also
extremely accurate. This rule says that customers in RFM cell 333 that also
were in the F=3 bin the year before, are very unlikely to churn.

Table 5. Experiment 2 - Rules for loyal customers

Rule Inst. cov. Perc. Acc.

M = 3 ∧R = 3 ∧ F1 = 3 ∧ F = 3 32624 26.3 0.845
M = 3 ∧R = 2 ∧ F2 = 3 ∧ F1 = 3 ∧ F = 3 9097 7.0 0.711
M = 3 ∧R = 3 ∧ F1 = 2 ∧ F = 3 5655 4.6 0.694

5 Concluding remarks

We have in this application paper demonstrated how a large data set, containing
only purchase histories from the Fashion & Apparel industry, can be utilized in
order to obtain a business understanding. Using a combination of traditional
RFM analysis and predictive modeling, many interesting patterns were discov-
ered and analyzed. A key insight is of course that while 50% of the customers
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set, they could of course be used for prediction, but they could also be used
for inspection and analysis, showing strong indicators for whether customers are
likely to churn or not.

Starting with the rules that identify likely churners, we see that frequency
scores, in particular the last two years, are very important. The first two rules
and the last given below, all have F=1 and F1=1, i.e., covering customers in the
lowest bin for frequency the last two years. It must be noted that these rules
also have a very high accuracy, further strengthening the importance of this
pattern. Furthermore, the other two rules also include conditions related to low
frequencies. Rule 4 is slightly different, covering customers in the medium F bin
last year. Here, however, the R score is 1, so a possible interpretation is that
these customers made a few purchases in the beginning of the year, but after
that became inactive, which of course is consistent with a churning behavior.

Table 4. Experiment 2 - Rules for churners

Rule Inst. cov. Perc. Acc.

M = 1 ∧R > 1 ∧ F2 < 3 ∧ F1 = 1 ∧ F = 1 8280 6.7 0.746
M = 1 ∧R = 1 ∧ F2 = 1 ∧ F1 = 1 ∧ F = 1 5497 4.4 0.781
R = 2 ∧ F2 = 1 ∧ F1 = 2 ∧ F = 1 5346 4.3 0.730
R = 1 ∧ F1 = 1 ∧ F = 2 4390 3.4 0.712
M > 1 ∧R = 1 ∧ F2 < 3 ∧ F1 = 1 ∧ F = 1 2629 2.1 0.762

Looking at the rules selecting customers that will remain loyal, there is ac-
tually one rule that while covering more than a quarter of all customers, is also
extremely accurate. This rule says that customers in RFM cell 333 that also
were in the F=3 bin the year before, are very unlikely to churn.

Table 5. Experiment 2 - Rules for loyal customers

Rule Inst. cov. Perc. Acc.

M = 3 ∧R = 3 ∧ F1 = 3 ∧ F = 3 32624 26.3 0.845
M = 3 ∧R = 2 ∧ F2 = 3 ∧ F1 = 3 ∧ F = 3 9097 7.0 0.711
M = 3 ∧R = 3 ∧ F1 = 2 ∧ F = 3 5655 4.6 0.694

5 Concluding remarks

We have in this application paper demonstrated how a large data set, containing
only purchase histories from the Fashion & Apparel industry, can be utilized in
order to obtain a business understanding. Using a combination of traditional
RFM analysis and predictive modeling, many interesting patterns were discov-
ered and analyzed. A key insight is of course that while 50% of the customers
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are replaced by new ones every year, the loyal customers tend to be most valu-
able. Consequently, churn prediction and prevention should be a prioritized goal.
Here, trained predictive models were deemed to be sufficiently accurate, exhibit-
ing a reasonable trade-off between precision and recall. When inducing rule sets
predicting which of the customers that have remained loyal for three years that
were the most likely to churn the following year, a few rules highlighting in par-
ticular few purchases and/or a decreasing number of purchases, were found to
be key indicators.
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Abstract— Managing campaigns and promotions effectively 
is vital for the fashion retail industry. While retailers invest a lot 
of money in campaigns, customer retention is often very low. At 
innovative retailers, data-driven methods, aimed at 
understanding and ultimately optimizing campaigns are 
introduced. In this application paper, machine learning 
techniques are employed to analyze data about campaigns and 
promotions from a leading Swedish e-retailer. More specifically, 
predictive modeling is used to forecast the profitability and 
activation of campaigns using different kinds of promotions. In 
the empirical investigation, regression models are generated to 
estimate the profitability, and classification models are used to 
predict the overall success of the campaigns. In both cases, 
random forests are compared to individual tree models. As 
expected, the more complex ensembles are more accurate, but 
the usage of interpretable tree models makes it possible to 
analyze the underlying relationships, simply by inspecting the 
trees.  In conclusion, the accuracy of the predictive models must 
be deemed high enough to make these data-driven methods 
attractive.  

Keywords—Fashion retail, Campaign Prediction, Machine 
Learning, Predictive Modeling, Decision Trees, Random Forest 

I. INTRODUCTION  
Promotional campaigns have gained popularity with the 
growing multi-channel consumer interaction. With this in 
mind, it is not surprising to see the importance put on 
understanding promotional campaigns in the marketing 
literature. Both quantitative and qualitative works have been 
conducted in this domain, with applications in different retail 
industries. The background of this research is briefly outlined 
in [1], [2]. It has been observed from many studies that 
retailers segment their customers and offer different 
promotions in personalized ways to achieve maximum 
retention. Some papers e.g., [3][4], investigate scenarios of 
targeting faithful customers, while [5] suggests that long-
term customers should be offered lower prices than newer. 
Dynamic pricing has been adopted by the industry that uses 
data from their databases to optimize the prices of the product 
based on market demands [6]. Several online fashion retailers 
offer promotions based on subscriptions and referrals [7], [8]. 
Conditional promotions are also popular, for example, a 
consumer will be offered a 1€ discount on the purchase of a 
minimum of 5€. This was analyzed in [9], where it was 
concluded that conditional campaigns were successful in 

driving unplanned shopping. Technology has also enabled 
RFID-based systems which could help to understand the 
important elements in retailing [10], [11]. This has allowed 
the industry to store information about the consumer buying 
patterns and behavior in a better way. Many studies have been 
conducted to model consumer behavior that relies on the 
pricing factor [12][13]. Artificial intelligence [14] and 
machine learning  [15] have gained importance in the fashion 
and clothing industry mainly focusing on the manufacturing 
sector and for improving supply chain management. 
However, the industry could benefit from using data analytics 
in several other scenarios. In this paper, we present a data-
driven campaign prediction model to identify the profitability 
and success rate of campaigns. 
 

II. PROBLEM STATEMENT AND RESEARCH AIM  
Attracting and retaining customers is challenging for most 
industries. However, for the fashion retailers, it is even 
harder, since there are many influencing factors for customers 
in the digital world. So, continuously working for retaining 
customers is vital for these companies, to gain or keep a 
competitive advantage. The promotional campaigns help 
fashion retailers to retain customers by offering attractive 
discounts or services like free delivery, free returns and gifts. 
Promotional campaigns are, however, very expensive for the 
retailers, in particular if the conversion rates, and 
consequently the revenues, are low. Therefore, fashion 
retailers need to have an appropriate and well-defined 
strategy for designing their campaigns. In practice, it is fair 
to say that the fashion retail industry still struggles to even 
identify the parameters driving customer attention. In this 
paper, we propose a data-driven method to identify the 
profitability and ultimately success rate of different 
campaigns. The suggested method uses predictive modeling 
where two different models are created:  
 

1. Profitability:  This regression model predicts the 
average profit from a campaign. 

2. Success: This classification model predicts the 
overall success of a campaign 
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Fig. 1 below describes the business problem of fashion 
retailers and states some possible solutions investigated here. 
In the empirical study, we present a case study on 826 
promotional campaigns from a leading Swedish fashion 
retailer. In more detail, we study campaign data features and 
use machine learning to model profitability and success. The 
results of this study are promising enough to argue that 
fashion retailers could use this or similar data-driven methods 
to optimize campaigns. This could also help them 
significantly in deciding the discount levels (e.g., 10%, 20%, 
etc.) and included services, e.g., free delivery, free return, etc. 
 

 
 

Fig. 1.  Overview of Research Problem and Objective 

The research framework used in this study is explained in Fig. 
2, which outlines the research methodology of the work, 
describing the steps from data collection, data analysis and 
modeling. A detailed description of these steps is given in the 
following sections. 
 
The succeeding sections are organized like this: First section 
III describes the methodology and the model evaluation 
metrics used in the research work. Section IV briefly 
discusses the steps employed to formulate the models, with 
the subsequent subsections discussing data collection, 
exploratory study, creating new features and developing 
models. Section V discusses the prediction results of the 
models. Section VI concludes this study.   
 

III. PREDICTIVE MODELING AND EVALUATION 
This section describes the regression and classification 
models and the evaluation metrics used in this work.   

A. Predictive Models 
Two different kinds of predictive models are used for 
modeling the campaign behavior in the experimentation 
described below: 
 
Decision trees is a tree-like representation of a model that is 
formed by the set of rules splitting at the nodes, and making  
 

 
Fig. 2.  Research Framework 

predictions in the leaves. The most popular decision tree 
models are CART[16] and C4.5/C5.0 [17]. The main 
advantage of decision trees over other machine learning 
modeling techniques is their interpretability, thus allowing 
explanations of individual predictions and inspection of 
overall underlying relationships.  

 
Random forest [18], is an ensemble learning technique that 
can be used to develop both classification and regression 
models. While random forests consist of decision trees (or 
regression trees), these base models (called random trees) 
differ slightly from their standard counterparts. More 
specifically, in order to introduce the necessary diversity, 
bootstrap sampling is used, and the attributes available when 
optimizing a split are restricted to a randomized subset of the 
attributes.  

B. Model Evaluation Metrics 
In the empirical investigation, several evaluation metrics are 
used. 
 
Regression 

• RMSE is defined as the square root of the averaged 
squared errors. 

• MAE is the mean absolute error of the predictions. 
• R2 is the proportion of the variance in the explained 

variable explained by the model.   
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Classification 
• Classification accuracy indicates the proportion of 

accurately classified examples. 
• Area under ROC curve is a measure of the ordering 

capability of the classifier.  

IV. METHOD 
This section briefs the steps followed in conducting the 
research aligned with the campaign prediction as explained 
in the research framework (Fig. 2). This section is divided 
into three parts, beginning with the data collection, then 
exploring the campaign data attributes followed by modeling. 

TABLE I.    CAMPAIGN DATA ATTRIBUTES 

No. Swedish Description 
1 check True when campaign type was check 
2 firstLine True when campaign type was first line 
3 firstAndSecondLine True when campaign type was first and second line 
4 combDiscount True when campaign type was combination  
5 allOrder True when campaign type was all order 
6 ladder True when campaign type was ladder 
7 threeForTwo True when campaign type was three for two 
8 discCheck The percent discount when payed by internal 

check. Can only occur together with check 
campaigns 

9 discFirst The percent discount on the first item. Firstline, 
firstandsecondline, combDiscount, allorder and 
ladder must have a value for DisFirst 

10 discRest The percent discount on the second item. 
CombDiscount, and ladder must have a value for 
DiscRest. Firstandsecondline can have a 
DisSecond. 

11 marketingDiscount The average amount discount received per order (in 
SEK) for the entire campaign 

12 freeGift True when offered a free gift 
13 payedGift True when offered a payed gift 
14 freeShipping True when offered free shipping 
15 freeExressShipping True when offered free express shipping 
16 freeReturn True when offered free return 
17 reqSale True when the campaign required sale items 
18 reqReducedPrice True when the campaign required items with 

reduced price  
19 reqBrandSelection True when the campaign required items from 

specific brands 
20 reqValue True when the campaign required a minimum 

value 
21 req#Items True when the campaign required a minimum 

number of items 
22 reqTime True when the campaign required to be used within 

a limited time 
23 reqOrdinaryPrice True when the campaign required items with 

ordinary prices 
24 reqRedOrdPrice True when the campaign requireditems with 

reduced or ordinary prices 
25 grossDemand The average demand created for a campaign 
26 NumRecipients The number of reciepients exposed to a campaign 
27 NumOrders The number of orders resulting from a campaign 
28 profit The average profit of the order, the target value for 

the regression modelling 

 

A. Data Collection 
Data from 826 unique conducted campaigns were collected 
from a Swedish fashion retailer. Every campaign is described 
using the 28 features described in Table I. The first seven 
attributes represent the campaign types, which are mutually 
exclusive. The following four attributes (8-11) are the 
discount(s) offered in the campaign. The attributes 12-16 are 
addons, offering some additional services. The attributes 17-
24 are all different requirements on the order to allow the 
campaign offerings to apply. Attribute 25, finally, is the 
average demand created for a campaign. The three attributes 
at the end (26-28) are either a target attribute or used to define 
a target attribute.  

B. Exploratory Data Analysis and Data Preparation 
This section discusses the data attributes in more detail while 
visualizing their distributions. 
 

1. Campaign types: There are 7 campaign types (see 
attributes 1-7 in Table I). The frequency distribution 
of the order type is shown in the Fig. 3. Almost 50 
% of all campaigns are first line campaigns, 
followed by all order and check campaigns, with 
more than 100 campaigns each. There are also 26 
unclassified campaigns, lacking campaign types. 

2. The discount attributes of the campaigns are 
attributes 8-10, with attribute 11 representing the 
average discount for the entire order. Check 
discounts (discCheck) are only combined with check 
campaigns, whereas discounts on the first item 
(discFirst) are included in all types of campaigns 
except the check and threeForTwo campaigns.  The 
attribute discRest are used in campaigns offering 
different discount levels, like firstAndSecondLine, 
combination and ladder. Distribution of the first 
discount attribute is shown in Fig. 3 below. As 
expected, since most campaigns include a discount 
on the first item, the number of campaigns with 
discFirst is much higher, with a majority of 
campaigns having discounts with 30% or more on 
the first item. For the same reason, most campaigns 
do not include check discounts or more than one 
discount, so the majority of campaigns have 0% on 
discCheck and discRest. The campaigns that do 
include these discounts offer discounts ranging from 
10% to 50%. 
 

 
Fig.3.  Distribution of order type features 

 

 
Fig. 4  Distributions of DiscFirst features 
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3. Addon attributes (12-16) offer some extra service to 
the customers, like free shipping or a free gift.  

4. Requirement attributes (17-24) limits the 
applicability of the campaign to only apply if you 
meet the requirements.  

5. The gross demand attribute (25) is the average 
demand created for a campaign. 

6. Fig. 5 shows the distribution of average profit per 
order within campaign. The average profit is rightly 
skewed, with most orders having a positive profit. 
The profit numbers are in Swedish currency (SEK) 
and the majority of the data points lie between 0 and 
200.   
 

 
Fig.5.  Average profit distribution of campaigns 

For the regression experiment (RQ1) the target attribute is the 
average profit, as described in Table I. For the classification 
(RQ2) a new feature called activation was first created using  
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Looking at the distribution in Fig. 6 below, it can be observed 
that it is heavily left-skewed. Most of the data points fall 
between 0 and 0.02, i.e., the response rate is typically less 
than 2%.  

 
Fig.6. Activation distribution 

Now, the classification target for success was defined based 
on both profit and activation as shown in Fig. 7. Three labels 
{Unsuccessful, Successful, Highly Successful} were 
introduced using the criteria in Table II. The obvious logic is 
that a truly successful campaign should have both high 
activation and profit. 

TABLE II CAMPAIGN PERFORMANCE DEFINING CRITERIA 

Model 
Values (A=Activation 

and P=Profit ) 
Campaign 

Performance
LA and LP A <=0.02 & P <0 Unsuccessful 
LA and HP A <=0.02 & P >0 Successful
HA and HP A > 0.02 & P >0 Highly Successful

Fig.7.  Labels of “Campaign Performance” using Profit and Activation 
 
 

 
Out of 826 campaigns, 115 campaigns are classified as 
Unsuccessful, 546 campaigns as Successful and 165 
campaigns as Highly Successful.  
 

C. Modeling 
To predict the profit of the campaigns, regression trees and 
random forest were applied. Here the features 1 to 25 in Table 
1 are used as input variables with the target profit. Standard 
10-fold cross-validation was used for the evaluation. Default 
model parameters were used for the decision trees and the 
random forest, i.e., the forests consist of 100 trees.  

 
To predict the success of the campaign, classification trees 
and random forest were applied. Again, the inputs consist of 
attributes 1-25 in Table I, with success as target. Learning 
parameters were the same as in the regression experiment. 
 
 

V. EXPERIMENTAL RESULTS AND DISCUSSION 
This section presents and discuss the results.  

A.  Profitability Model Evaluation 
Table III shows the performance of the regression models 
predicting profitability. First of all, looking at the error 
metrics, it should be noted that the predictions are quite 
accurate, on average. Actually, as seen by the MAEs, the 
mean prediction error is lower than 40 SEK. As expected, the 
random forest outperformed the regression trees, but, again 
looking at MAE, the differences in actual numbers are not 
that large. Also from looking at R2 values, it is obvious that 
the models are fairly accurate, explaining more than 50% of 
the relationship between inputs and target.  
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TABLE III PREDICTION RESULTS ON TEST DATA FOR PROFITABILITY 
MODEL 

Model RMSE MAE R2 
Regression Trees 57.458 38.531 0.553 
Random Forest 45.783 32.164 0.716 

 
Fig. 8 shows the top four levels of the regression tree built for 
the profitability task. The depth of the tree is limited for ease 
of understanding. A few general insights that can be drawn 
from the tree are that required reduced price results in 
negative profit, just as discounts higher than 40%, while a 
required minimum number of items results in increased 
profit.  
 

B. Campaign Success Model Evaluation 
The results for the Campaign Success modelling explained in 
section IV.C are presented in Table IV. As can be expected, 
the random forest performs better than the classification tree, 
even if the difference is not that large. 
  

TABLE IV  CLASSIFICATION RESULTS ON CAMPAIGN TEST DATA 

Model AUC CA 
Classification Trees 0.802 0.741 
Random Forest 0.843 0.768 

 
Confusion matrices were created for both models to illustrate 
classifier predictions and is shown in Fig. 9. It can be seen 
that Random Forest has predicted all target class labels better 
than Classification trees with prediction accuracy of 87.2% 
for Successful, 52.7% for Highly Successful and 76.5% for 
Unsuccessful. It is worth noting that both models are fairly 
good at identifying the unsuccessful campaigns and that most 
misclassifications done for the unsuccessful campaigns were 
classified as successful rather than highly successful.   

 
To demonstrate the model results, ROC curves are plotted for 
both the models with the target class instances as shown in 
Fig. 10. This represents the plot of ‘True Positive’ 
(Sensitivity) with ‘False Positive’ (Specificity), and it could 
be observed that the ROC curve for the class label 
Unsuccessful has better accuracy for both models than other 
two class labels, corresponding to the reflection done above. 
Furthermore, both models have a very steep beginning of the 
curve, indicating that they both can sort out most of the 
unsuccessful campaigns rather accurately and quickly.  
 
Classification Tree is plotted to get full insights into the 
decision rules created by the model (see Fig. 11). The depth 
of the tree is kept to 4 levels for ease of interpretation. A 
successful campaign accounts for 66.1 % of the total 
campaigns. The insights from the tree can be summarized as: 
High discount on the first item (> 40%) together with a free 
gift identifies the majority of the unsuccessful campaigns; If 
it is not a firstLine campaign and the discount on the first item 
is high (> 40%), then the campaign is unsuccessful; Required 
reduced price will most often result in unsuccessful 
campaigns; Inclusion of a free gift seems to be a 
distinguishing mark for highly successful campaigns.  
 

VI. CONCLUDING REMARKS 
In this paper, we have proposed and evaluated a data-driven 
solution for fashion retailers to model the success of 
promotional campaigns. In more detail, two different 
situations were modeled, (i) to predict the profitability of the 
promotional campaigns and (ii) to classify the campaign 
success level. To achieve this, we collected data from one of 
the leading Swedish fashion retailers, where data attributes 
describe discount features, order type features, promotional 
features, number of recipients, number of orders received,  

Fig. 8. Regression Tree of Profitability Model 

Fig.9.  Confusion Matrix with the number of instances 
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and profit gained. For the modeling, both tree models and 
random forest were used. As expected, the random forest 
models outperformed the tree models, for both classification 
and regression, regarding the accuracy, but by analyzing the 
regression and classification trees some valuable insights 
were learned. Specifically, a high discount on the first item 
leads to highly profitable campaigns. Besides, if this was 
combined with a free gift and marketing discounts, it would 
lead to highly successful campaigns.  
 
Thus, this case study demonstrated that data-driven methods 
can be used to understand, and ultimately optimize 
campaigns and promotions. Obviously, such models could be 
used to simulate campaigns prior to going live, potentially 
giving the retailers a sophisticated tool for campaign 
planning.  
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