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Abstract

Cloud applications and cyber-physical systems require frequent reconfiguration
at run-time to adapt to changing needs and requirements, highlighting the im-
portance of dynamic reconfiguration capabilities. Additionally, the environment
platforms can extend and modify their services at run-time, which necessitates
a compositional approach to allow the modifications of the configurations. To
manage the variability of large systems’ architecture, feature models are widely
used at design-time with several operators defined to allow their composition.
Existing approaches compute new valid configurations either at design time, at
runtime, or both, leading to significant computational or validation overheads
for each reconfiguration step. In addition, building correct-by-construction for-
mal models to handle application reconfigurations is a complex and error-prone
task, and there is a need to make it automated as far as possible.

To address these challenges, we propose an approach that leverages feature
models to automatically generate, in a component-based formalism called
JavaBIP, component-based run-time variability models that respect the feature
model constraints. These component-based run-time variability models are
executable and can be used at runtime to enforce the variability constraints,
that is, to ensure the (partial) validity of all reachable configurations.

As complex systems’ architectures may evolve at run-time by acquiring
new features and functionalities while respecting new constraints, we define
composition operators for component-based run-time variability models that
not only encode these feature model composition operators, but also ensure
safe run-time reconfiguration. To prove the correctness and compositionality
properties, we propose a novel multi-step UP-bisimulation equivalence and use
it to show that the component-based run-time variability models preserve the
semantics of the composed feature models.

For the experimental evaluation, we demonstrated the applicability of our
approach in real-world scenarios by generating a run-time model based on the
feature model of the Heroku cloud platform using our approach. This model
is then used to deploy a real-world web application on the Heroku platform.
Furthermore, we measured the time and memory overheads induced by the
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generated run-time models on systems involving up to 300 features. The results
show that the overheads are negligible, demonstrating the practical interest of
our approach.



Résumé

Les applications en nuage et les systèmes cyber-physiques nécessitent une
reconfiguration fréquente en cours d’exécution pour s’adapter à l’évolution
des besoins et des exigences, ce qui souligne l’importance des capacités de
reconfiguration dynamique. En outre, les plateformes d’environnement peuvent
étendre et modifier leurs services en cours d’exécution, ce qui nécessite une
approche compositionnelle pour permettre la modification des configurations.
Pour gérer la variabilité de l’architecture des grands systèmes, les modèles
de caractéristiques sont largement utilisés au moment de la conception, avec
plusieurs opérateurs définis pour permettre leur composition. Les approches
existantes calculent de nouvelles configurations valides soit au moment de
la conception, soit au moment de l’exécution, soit les deux, ce qui entraîne
d’importants frais généraux de calcul ou de validation pour chaque étape
de reconfiguration. En outre, la construction de modèles formels corrects
par construction pour gérer les reconfigurations d’applications est une tâche
complexe et sujette aux erreurs, et il est nécessaire de l’automatiser autant que
possible.

Pour relever ces défis, nous proposons une approche qui s’appuie sur les
modèles de caractéristiques pour générer automatiquement, dans un formalisme
basé sur les composants appelé JavaBIP, des modèles de variabilité d’exécution
basés sur les composants qui respectent les contraintes du modèle de caractéris-
tiques. Ces modèles de variabilité d’exécution basés sur les composants sont
exécutables et peuvent être utilisés à l’exécution pour appliquer les contraintes
de variabilité, c’est-à-dire pour garantir la validité (partielle) de toutes les
configurations atteignables.

Comme les architectures des systèmes complexes peuvent évoluer à l’exécution
en acquérant de nouvelles caractéristiques et fonctionnalités tout en respectant
de nouvelles contraintes, nous définissons des opérateurs de composition pour les
modèles de variabilité à l’exécution basés sur des composants qui non seulement
encodent ces opérateurs de composition de modèles de caractéristiques, mais
garantissent également une reconfiguration sûre à l’exécution. Pour prouver
les propriétés de correction et de composition, nous proposons une nouvelle
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équivalence UP-bisimulation en plusieurs étapes et l’utilisons pour montrer
que les modèles de variabilité d’exécution basés sur les composants préservent
la sémantique des modèles de fonctionnalités composés.

Pour l’évaluation expérimentale, nous avons démontré l’applicabilité de
notre approche dans des scénarios réels en générant un modèle d’exécution
basé sur le modèle de caractéristiques de la plateforme cloud Heroku à l’aide
de notre approche. Ce modèle est ensuite utilisé pour déployer une application
web réelle sur la plateforme Heroku. En outre, nous avons mesuré les surcharges
de temps et de mémoire induites par les modèles d’exécution générés sur des
systèmes impliquant jusqu’à 300 fonctionnalités. Les résultats montrent que
les surcharges sont négligeables, ce qui démontre l’intérêt pratique de notre
approche.



Table of contents

List of figures xi

List of tables xiii

1 Introduction 1
1.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Research Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Tool Implementation . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Dissertation Outline . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6 List of Scientific Publications . . . . . . . . . . . . . . . . . . . 9

2 Background and Concepts 11
2.1 Cloud Computing . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.1 Cloud Computing Characteristics . . . . . . . . . . . . . 12
2.1.2 Service Models . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.3 Deployment Models . . . . . . . . . . . . . . . . . . . . . 14

2.2 Software Product Lines Engineering . . . . . . . . . . . . . . . . 15
2.2.1 Variability . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 Software Product Line Engineering Process . . . . . . . . 16
2.2.3 Variability Model . . . . . . . . . . . . . . . . . . . . . . 17
2.2.4 Feature Model . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.5 Feature Diagram . . . . . . . . . . . . . . . . . . . . . . 18
2.2.6 Feature Model Logical Formula . . . . . . . . . . . . . . 19
2.2.7 Configuration Validity and Extensions to Feature Modeling 20

2.3 Dynamic Software Product Line . . . . . . . . . . . . . . . . . . 21
2.4 The JavaBIP Framework . . . . . . . . . . . . . . . . . . . . . . 22
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3 State of Art 27
3.1 Reconfiguration and Self-Adaptation . . . . . . . . . . . . . . . 27



viii Table of contents

3.2 MAPE-K Loop . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Approaches for Reconfiguration and Self-Adaptation . . . . . . . 29

3.3.1 DSPL-based Approaches . . . . . . . . . . . . . . . . . . 30
3.3.2 Formal Component-based Approaches . . . . . . . . . . . 34

3.4 Compositionality and Composability . . . . . . . . . . . . . . . 37
3.4.1 Introduction to Compositionality and Composability . . 37
3.4.2 Composition Approaches for Software Models . . . . . . 39

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4 Automatic Generation of Component-based Run-time Variabil-
ity Models 43
4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.1.1 Feature Model Formalization . . . . . . . . . . . . . . . . 44
4.1.2 Feature Model Notation . . . . . . . . . . . . . . . . . . 44

4.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.1 Key Elements of the Heroku Cloud Platform . . . . . . . 46

4.3 Feco4Reco: A Framework . . . . . . . . . . . . . . . . . . . . . 49
4.3.1 Stage 1: Heroku Cloud Feature Model . . . . . . . . . . 49
4.3.2 Stage 2: Transformation: Feature Model to Component-

based Run-time Variability Model . . . . . . . . . . . . . 51
4.3.3 Stage 3: CBRTVM Integration . . . . . . . . . . . . . . 62

4.4 Preserving Feature Model Semantics in CBRTVM . . . . . . . . 62
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5 Composing Run-time Variability Models 69
5.1 Composition of Feature Models . . . . . . . . . . . . . . . . . . 70
5.2 Composition of CBRTVMs . . . . . . . . . . . . . . . . . . . . . 71

5.2.1 Macros for Composition . . . . . . . . . . . . . . . . . . 71
5.2.2 Composing Requires Macros . . . . . . . . . . . . . . . 73
5.2.3 Saturation Process for Accepts Macros . . . . . . . . . 74
5.2.4 Composition Operators on JavaBIP models . . . . . . . 74

5.3 A Bisimulation for Correctness and Compositionality Results . . 75
5.3.1 Proof of Intersection Case . . . . . . . . . . . . . . . . . 81
5.3.2 Proof of Strict Intersection Case . . . . . . . . . . . . . . 83
5.3.3 Proof of Union Case . . . . . . . . . . . . . . . . . . . . 83
5.3.4 Congruence of the UP-bisimulation . . . . . . . . . . . . 85

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86



Table of contents ix

6 Practical and Experimental Validation 87
6.1 Implementation of FeCo4Reco Transformation Process . . . . . 87
6.2 Heruko Deployer Overview . . . . . . . . . . . . . . . . . . . . . 89

6.2.1 Performance Evaluation . . . . . . . . . . . . . . . . . . 91
6.2.2 Safe Reconfiguraiton . . . . . . . . . . . . . . . . . . . . 91

6.3 Composition Operators Experimental Validation . . . . . . . . . 94
6.3.1 Running Example . . . . . . . . . . . . . . . . . . . . . . 94
6.3.2 Experimental Setup and Evaluation . . . . . . . . . . . . 95

6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

7 Conclusion and Perspective 99
7.1 Summary of the Dissertation . . . . . . . . . . . . . . . . . . . . 99
7.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

7.2.1 Short-term Perspectives . . . . . . . . . . . . . . . . . . 101
7.2.2 Long-term Perspectives . . . . . . . . . . . . . . . . . . . 101

Bibliography 103





List of figures

1.1 Stages of the FeCo4Reco process. . . . . . . . . . . . . . . . . . 7

2.1 Domain and application engineering. . . . . . . . . . . . . . . . 16
2.2 An example feature diagram. . . . . . . . . . . . . . . . . . . . . 18
2.3 A JavaBIP component-based model. . . . . . . . . . . . . . . . 25

4.1 Part of the Heroku cloud feature model. . . . . . . . . . . . . . 50
4.2 Valid product selection. . . . . . . . . . . . . . . . . . . . . . . . 51
4.3 The generation of the component-based run-time variability

model involves a two-step transformation process. Steps 1 and 2
correspond to Subsections 4.3.2.1 and 4.3.2.2, respectively. . . . 51

4.4 Feature component FSM. . . . . . . . . . . . . . . . . . . . . . . 54
4.5 An example feature model. . . . . . . . . . . . . . . . . . . . . . 56
4.6 Directed dependency graph generated from the feature model in

Fig. 4.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.7 Extracted SCCs from GF M . . . . . . . . . . . . . . . . . . . . . 57
4.8 Part of the generated CBVM for the Heroku cloud FM: The

behaviour of all the components is the same as shown in Fig. 4.4.
For the sake of clarity, we shorten the names of the ports to the
first letter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.9 Part of the CBRTVM generated for the feature model presented
in Fig. 4.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.1 Overview of Feature and JavaBIP models composition . . . . . . 70
5.2 Example of a dependency graph . . . . . . . . . . . . . . . . . . 73
5.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5 Two feature models that have the same set of valid configurations. 76
5.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

6.1 Feature model metamodel. . . . . . . . . . . . . . . . . . . . . . 88



xii List of figures

6.2 JavaBIP metamodel. . . . . . . . . . . . . . . . . . . . . . . . . 89
6.3 Integration of the JavaBIP CBRTVM with a Cloud Computing

System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.4 An interface for users to trigger requests. . . . . . . . . . . . . . 90
6.5 Heroku deployer component. . . . . . . . . . . . . . . . . . . . . 91
6.6 The overview of Heroku Deployer integrated into CBRTVM. . . 92
6.7 Model overhead (average values for the generated FMs). . . . . 93
6.8 Using the generated CBRTVM to request the Guru301 add-on

to the us region knowing that Guru301 requires us: success. . . 93
6.9 Using the generated CBRTVM to request the Guru301 add-on

to the eu region knowing that Guru301 requires us: no add-ons. 93
6.10 Simplified Heroku Cloud feature model. . . . . . . . . . . . . . . 95
6.11 CloudWatch FM. . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.12 Observed configurations. . . . . . . . . . . . . . . . . . . . . . . 96



List of tables

3.1 MAPE-K loop table. A dash (–) in the table signifies that the
corresponding phase is supported manually by developers or
through tools made up at the design time. . . . . . . . . . . . . 38

4.1 Possible paths for performing reconfigurations. . . . . . . . . . . 48

6.1 Feature inclusion in configurations Φ1, Φ2, and Φ3 . . . . . . . . 94





Chapter 1

Introduction

The software system engineering life cycle [110, 128] typically involves several
stages: analysis, design, development, testing, and finally deployment. In the
analysis stage, the requirements and constraints of the system are identified and
documented. During the design stage, the overall architecture and components
of the system are planned and specified. The development stage involves the
actual implementation of the system according to the design specifications.
Testing is the process of verifying that the developed system meets the specified
requirements and functions correctly. Finally, in the deployment stage, the
system is installed and made operational in its intended environment.

In the past, software systems were designed to be static, meaning their con-
figuration was fixed after deployment, and they were not expected to undergo
significant changes during their operational lifetime. However, the advent of
cloud computing and the increasing complexity of modern software environ-
ments have fundamentally altered this paradigm. Static systems face several
limitations in these dynamic environments. First, they lack the flexibility to ac-
commodate changes in requirements or operating conditions without significant
effort and downtime. Second, they are unable to optimize their resource usage
or scale their capacity in response to fluctuating demand, leading to inefficient
resource utilization and potential performance bottlenecks. Third, they are
susceptible to failures or degradation in the face of changing environmental
conditions or component failures, which can compromise their reliability and
availability [37].

1.1 Problem Statement
To address these limitations, systems deployed in dynamic environments are
expected to reconfigure at runtime to stay compliant with new user needs
and underlying platform constraints. For a system to reconfigure, it needs to
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transition from its current configuration to a new configuration that aligns with
the new requirements.

There are various possible events that may demand dynamic reconfiguration
of the system at runtime. One factor is changes in user needs. As user demands
may change, they may seek additional features that are not part of the current
configuration of the system. For example, take a cloud-based online retailer
where the system administrator has to add new monitoring and logging services.
Specifically, they want to add a centralized log aggregation service that gathers
and analyzes application logs, as well as a monitoring service that measures key
performance indicators and provides warnings based on predetermined criteria.
Where the monitoring service relies on the log aggregation service to obtain
the aggregated logs for analysis.

In this scenario, it is important that the reconfiguration process activates the
log aggregation service before the monitoring service. Attempting to activate
the monitoring service first would result in errors or incorrect behavior, as
it relies on the log aggregation service being already active and functioning
properly. Thus, there is a need to enforce the system to transition through a
safe reconfiguration path that respects the dependencies between services, so
that the system can transition safely to the desired new configuration, avoiding
inconsistencies or disruptions during the reconfiguration process.

This highlights the importance of an approach that allows reconfiguration
not only from a source configuration to a target configuration in a random
order but also enforces correct activation and deactivation ordering,
respecting dependencies between services, to maintain system integrity
and consistency throughout the reconfiguration process.

Configuration and Reconfiguration

In the context of distributed systems, such as component-based systems and mi-
croservices architectures deployed in the cloud, the system configuration refers
to the components of the system deployed on cloud resources and their inter-
connections that make up the system at a given point in time. Reconfiguration,
in this context, refers to the process of changing this system configuration by
transitioning components from an inactive state to an active state or vice versa,
effectively adding or removing them from the configuration. The activation
and deactivation processes must be guided by synchronized actions between
components to guarantee a safe reconfiguration.

The reconfiguration process can be executed either at runtime, which we call
dynamic reconfiguration, or at downtime, which we call static reconfiguration.
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The static reconfiguration process typically involves shutting down the
system, making the necessary changes, and then restarting the system with
the new configuration.

Dynamic reconfiguration allows the system to transition from one config-
uration to another target configuration at runtime. This capability is useful
when continuous operation and availability are important, such as in cloud
applications. By dynamically reconfiguring the system, components can be
added and removed while the system remains operational, enabling it to respond
to changing requirements without disrupting the whole system.

Systems are increasingly required to be able to function continuously under
tough circumstances, such as partial failures of subsystems or changing user
needs, while running without interruption and often unsupervised. Thus,
after an initial configuration, dynamic reconfigurations are needed to keep the
application compliant with the new needs and underlying platform constraints
at runtime [89, 141]. In this dissertation, only dynamic reconfiguration will
be taken into account.

Whatever the approach to developing complex systems that are able to
adapt to changing needs and demands–e.g., component-/agent-based systems,
autonomous computing, emergent bio-inspired systems, etc.–analyzing and
planning reconfigurations requires handling some metrics based on models
[144, 90], and rules/policies [40, 89].

When employing these approaches, computing valid system configurations
can be a computationally intensive task, especially for large-scale and highly
configurable systems. There are multiple strategies that can be adopted, each
with its own trade-offs. One approach is to compute all valid configurations
at design time, which offloads the computational burden from the runtime
environment, leading to better performance and responsiveness during operation.
However, this is infeasible for systems with a large number of features, since the
number of valid configurations can be exponential in the number of features,
making it infeasible to enumerate all configurations [56, 133]. On the other
hand, computing an appropriate configuration at run-time provides flexibility
and adaptability, but may incur performance penalties due to the computational
overhead involved.

Furthermore, formal approaches have been proposed to tackle reconfigu-
ration and guarantee the properties of the system while applying dynamic
reconfiguration. These approaches focus more on the safe execution of the
reconfiguration plan while leaving behind the analysis and planning of the
target configuration. Building these formal models correctly to guarantee
safe-by-construction behavior is a challenging task that requires significant
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effort and expertise. Constructing accurate formal models that capture all the
relevant system properties, constraints, and behavioral aspects is complex and
error-prone, especially for large-scale systems.

The problem we aim to tackle is enabling safe dynamic reconfiguration for
large-scale software systems with numerous configuration options and a vast
number of potential configurations. Ensuring safe reconfiguration is challenging,
whereby safe means the reconfiguration process transitions the system only
through (partial)-valid configurations. By partial-valid configuration, we refer
to a configuration of the system at any given point during the reconfiguration
process that adheres to domain constraints. Therefore, as the system transitions
through a reconfiguration path involving multiple intermediate states, there is
a need to ensure that the system transitions only through valid paths. Valid
paths refer to sequences of intermediate states where these intermediate states
are partial-valid configurations.

Furthermore, due to the high complexity of the systems and the numerous
configurations of a highly configurable system, it is important to have an ap-
proach that allows satisfying the objectives at low cost, avoiding computational
overhead in terms of memory and time.

Software Evolution
Software evolution [42, 97] is the continual development of system software to
extend or modify its own functionality over time by integrating new functional-
ities not originally modeled. Systems are expected to evolve over time, new
functionalities can be introduced to the system that expands the configuration
space that was previously modeled. Note that this goes beyond reconfiguration
which explores pre-defined configurations within the existing modeled domain.

To enable modeling a system as it evolves, there must be a means to
integrate sub-models that model new functionalities to the original model. To
support such an evolution, component models are expected to be composable
in such a way as to be able to merge two separate models into one that models
the modified configuration space.

For instance, consider a component-based model that represents the services
of the Heroku Cloud platform [1]. Cloud platforms are dynamic and evolve over
time [88], driven not only by enhancements from its core development team
but also through contributions from its user community. Clients of Heroku
cloud, for instance, can develop and introduce new services, such as advanced
monitoring tools or supplementary management features, and subsequently
offer these services on the Heroku marketplace. Then it becomes necessary to
integrate these newly modeled services with the existing Heroku cloud model, as
the new services modify the configuration space of what was originally modeled.
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This integration ensures that the evolving Heroku cloud is effectively modeled
and adapted to accommodate the newly introduced services.

Therefore, as software systems evolve over time to meet changing require-
ments, there is a need for approaches that can be compositional so that new
functionalities can be integrated to change the configuration space to support
the evolution aspect.

1.2 Research Goals
In the above context, we aim to address three main research questions. The
first research question we aim to respond to is how to allow the reconfiguration
of software systems in a safe manner while avoiding additional overhead at
run-time. We define safe in the sense that only partial-valid configurations can
be reached as a result of any reconfigurations.

RQ1 How to enforce domain constraints during dynamic reconfiguration at
low cost?

For the compositionality aspect of our approach, we aim to address two
key research questions. The first question focuses on enabling compositionality
within the approach, which is essential for supporting the evolution of software
systems and meeting changing requirements. The second question addresses
ensuring the correctness and consistency of the compositional approach, specif-
ically in terms of enforcing domain constraints based on the semantics of the
composition.

RQ2: How can we enable compositionality in our approach?

RQ3: How can we ensure that the compositional approach consistently enforces
domain constraints based on the semantics of the composition?

1.3 Contributions
After presenting the goals and the research questions that this dissertation aims
to answer, we provide an overview of the key contributions presented in this
dissertation. The main contributions of our work are summarized as follows:

1. A component-based run-time variability model (CBRTVM) leverages
feature models and their underlying constraints for enforcing safe-by-
construction behavior of concurrent component-based systems.

We present an approach that leverages feature models to automatically
generate an executable formal model that enforces safe reconfigurations at
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runtime. To this end, we take advantage of feature models and component-
based run-time models to enforce safe-by-construction behavior of concurrent
component-based systems. Feature models, recognized for their efficacy in
capturing domain variability, enable compact representations of valid system
configurations. They are well-known and used to model the commonality and
variability of complex environments such as cloud platforms [116]. This enables
the creation of compact representations that encompass all valid configurations
a system can have within its domain. On the other hand, component-based run-
time models are generated automatically from feature models. The generated
model is called a component-based run-time variability model (CBRTVM).
This CBRTVM encodes reconfiguration operations while ensuring the safety
property, stating that only (partial-)valid configurations can be reached as a
result of any reconfigurations. The main properties related to reconfigurations
are described in Chapter 4.

2. Model transformation rules that are general enough for both feature
models and component-based models, enabling the automated genera-
tion of CBRTVMs using our FeCo4Reco (joining forces of features and
components for safe reconfigurations) approach.

The FeCo4Reco framework enables the application of reconfigurations with
minimal effort, without the overhead of computing or validating the new
configuration, while providing a CBRTVM. FeCo4Reco transformation process
consists of three stages, as illustrated in Figure 1.1. The initial stage involves
the creation of a variability model (Feature Model) from domain constraints,
such as a variability model of a cloud platform. In the second stage, this
feature model is automatically transformed into a CBRTVM. The final stage
involves the integration of this CBRTVM with the cloud platform, where all
reconfiguration requests are sent to the CBRTVM and managed in a safe
manner.

Furthermore, to facilitate compositionality of CBRTVMs, we present the
following contributions:

3. Novel JavaBIP composition operators corresponding to feature model
composition operators taken from the literature, rendering our approach
compositional while preserving the safety of dynamic reconfiguration.

4. The notion of a multi-step UP-bisimulation is defined, and the correctness
and compositionality of the encoding are proved.
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Figure 1.1: Stages of the FeCo4Reco process.

Finally, the fifth contribution is a practical implementation of the proposed
approach, with experimental results using a non-trivial cloud example, showcas-
ing the interest and applicability of our theoretical contributions (1-4) through
validation and practical implementation.

1.4 Tool Implementation
We have implemented FeCo4Reco which enables the generation of CBRTVMs
from feature models, as well as the composition of multiple CBRTVMs. Leverag-
ing the ATLAS Transformation Language (ATL), our implementation provides
a model transformation process that takes feature models as input conforming to
feature model metamodel and produces CBRTVM conforming to the JavaBIP
metamodel. Moreover, we have implemented a Java-based macro composer
that facilitates the composition of CBRTVMs using union, intersection, and
strict intersection operators.

1.5 Dissertation Outline
The dissertation is divided into seven chapters. The second chapter covers
the Background and concepts that will be used throughout the dissertation.
The third chapter discusses the state of the art. The fourth and fifth chapters
present the theoretical contributions of this dissertation, the sixth chapter is
the validation of our proposal, and the last chapter includes the conclusions
and perspectives. Below, we present an overview of the individual chapters.

Chapter 2

Background and Concepts: This chapter provides the background information
and the concepts that have been used in our contributions presented later in
this dissertation. It includes an overview of fundamental principles in cloud
computing, software product line engineering, feature models, and the JavaBIP
framework.
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Chapter 3
State of Art: This chapter presents the State of the Art, where we review and
analyze current approaches in the literature that tackle self-adaptation and
reconfiguration. It provides a comprehensive survey of existing methodologies,
tools, and frameworks used for managing dynamic reconfiguration. Additionally,
it presents approaches that support software evolution through composition.

Chapter 4
Automatic Generation of Component-based Run-time Variability Models: This
chapter presents the first and second contributions of this dissertation, address-
ing RQ1. It introduces model transformation rules that are general enough
for both feature models and component-based models. These rules enable the
generation of the Component-based Run-time Variability Model from feature
models, allowing for the automated creation of CBRTVMs using the FeCo4Reco
approach.

Chapter 5
Composing Run-time Variability Models: This chapter presents the third and
fourth contributions, addressing RQ2 and RQ3. It introduces composition
operators for CBRTVMs, enabling the automated construction of component-
based systems in a modular fashion while providing reusability, flexibility, and
adaptability (third contribution). It defines three composition operators on
JavaBIP models and studies their properties. Additionally, the notion of a
multi-step UP-bisimulation is defined, and the correctness and compositionality
of the encoding are proved (fourth contribution).

Chapter 6
Practical and Experimental Validation: This chapter describes the practical
implementation of the proposed approach and reports on experimental results
using a non-trivial cloud example. It includes a discussion on the validity
of the approach, constituting the fifth practical contribution that showcases
the interest and applicability of our approach. This chapter also presents
the practical implementation and experimental validation of the composition
operators defined in Chapter 5.

Chapter 7
Conclusion and Perspective: The final chapter concludes the dissertation and
outlines future work directions.
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Chapter 2

Background and Concepts

In this chapter, we present the foundational concepts that form the basis for the
contributions introduced in the following chapters. We begin by defining the
key characteristics, service models, and deployment models of cloud computing.
Building upon this foundation, we then explore the principles and practices
of software product line engineering (SPLE). We define the core elements of
SPLE, such as variability and feature models, and describe the complementary
processes of domain engineering and application engineering. Furthermore, we
discuss the extension of traditional SPLE into the realm of dynamic software
product lines (DSPLs), which enable runtime adaptation and reconfiguration.
Finally, we introduce the JavaBIP model and formalize its operational semantics,
providing a formal foundation for coordinating the behavior of concurrent
software components.

The objective of this chapter is not to present an in-depth description of all
the existing approaches and technologies surrounding these concerns, but to
give a brief introduction to these concerns, used throughout the dissertation.
This introduction aims to provide a better understanding of the background
and context in which our work takes place, as well as the terminology and
concepts presented in the next chapters.

2.1 Cloud Computing
Cloud computing refers to the on-demand delivery of computing services over
the internet [138, 9]. Cloud computing is a concept that brings together
several technologies used to deliver services. It aims to encourage companies to
outsource the digital resources they store in their private data centers. These
resources are then made available by third-party companies and accessed via
the Internet.
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The concept of cloud computing emerged at the beginning of the 2000s, and
the changes that have led to its growth are numerous. First the rise of SaaS
(Software as a Service), the product delivered by the cloud. Afterward, comes
the concept of virtualization, which enables servers to be shared, facilitating
production and increasing resource utilization. The concept of Cloud Computing
was implemented in 2002 by Amazon, establishing Amazon Web Service, to
web services to handle high traffic. Then, other companies such as Google and
Microsoft have been offering similar services.

Several definitions have been proposed for cloud computing [136]. These
definitions often highlight different aspects that are considered the main proper-
ties of cloud computing such as virtualization, pay-as-you-go, resource sharing,
etc.

National Institute of Standards and Technology (NIST) defines cloud
computing as a model for enabling ubiquitous, convenient, on-demand net-
work access to a shared pool of configurable computing resources. These
resources include networks, servers, storage, applications, and services
that can be rapidly provisioned and released with minimal management
effort or service provider interaction [49].

Amazon Web Services (AWS) defines cloud computing as the on-demand
delivery of compute power, database storage, applications, and other
IT resources through a cloud services platform via the internet with
pay-as-you-go pricing [142].

Google Cloud (GCP) defines cloud computing as the delivery of computing
services over the internet to offer faster innovation, flexible resources, and
economies of scale. Users typically only pay for the cloud services they
use, helping to lower operating costs, run infrastructure more efficiently,
and scale as business needs change [27].

2.1.1 Cloud Computing Characteristics
Building upon these foundational definitions, cloud computing is distinguished
by several key characteristics that define its value proposition and operational
model [100]:

• On-demand self-service resource provisioning: Cloud computing enables
users to provision and release computing resources, such as processing
power, storage, and networking, without requiring human interaction
with the cloud service provider [95].
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• Broad network access: Cloud computing resources are accessible via
standard networking protocols and can be reached through the Internet,
allowing for widespread access [10, 87].

• Resource pooling: Cloud providers manage a shared pool of resources
from which they allocate resources to consumers. While consumers cannot
control the precise location of the resources, they may specify higher-
level constraints, such as the data center or availability zone where the
resources should be provisioned [117].

• Elasticity: Cloud computing allows for the rapid provisioning and release
of resources, enabling users to scale their systems up or down based on
demand [77, 8].

• Measured services: Resource usage is monitored, controlled, and recorded,
providing both providers and consumers with insights into resource uti-
lization. This information can be used to optimize resource allocation
strategies and to charge users based on their actual resource consump-
tion [60, 29].

2.1.2 Service Models
Computing resources of cloud computing are delivered as services, often referred
to as XaaS (Anything as a Service) [64]. There are several known models, such
as:

Infrastructure as a Service (IaaS): IaaS is the on-demand provision of
infrastructure resources, most of which are located remotely in data
centers. IaaS gives company administrators access to servers and their
configurations [93]. The cost is directly linked to the occupancy rate.
The advantage is that the customer has high flexibility, and total control
of systems, enabling installation of all types of business software.

Platform as a Service (PaaS): PaaS is the on-demand access to a platform
for developing, deploying, and managing applications without the complex-
ity of building and maintaining the underlying infrastructure [127]. PaaS
provides specialized development environments, including the necessary
languages, tools and modules. The advantage is that these environments
are hosted by a service provider based outside the company, which means
that no infrastructure or maintenance staff are required, and you can
focus on development.
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Software as a Service (SaaS): provides access to fully developed and ready-
to-use software applications over the internet [127]. Users simply use the
software without needing to install, run and maintain applications locally.

There are more cloud service models, such as Storage as a Service [143],
Database as a Service [75], Network as a Service [52], Function as a Service [124],
and Security as a Service [137]. This versatility allows users to tailor their cloud
solutions to meet diverse computing needs. The on-demand self-service, broad
network access, resource pooling, rapid elasticity, and measured service that
define cloud computing deliver significant flexibility, efficiency, and reliability
benefits over traditional on-premises IT [95].

2.1.3 Deployment Models
There are four deployment models for accessing the services of a cloud computing
environment:

• Public cloud: a service provider offering computing services offered by
third-party vendors that the consumer can access and purchase the
resource from the public cloud via the public internet. These can be free
or on-demand, meaning that consumers pay for their CPU cycles, storage
or bandwidth peruse.

• Private cloud: a proprietary data center that provides hosted services for
a limited number of users.

• Community cloud: a cloud infrastructure provisioned for exclusive use
by a specific community of users from different organizations who share
common concerns, such as a collaborative mission, security requirements,
or policy. The community cloud may be owned, managed, and operated
by one or more organizations in the community, a third party, or a
combination of them.

• Hybrid cloud: an infrastructure that contains links between a private
cloud and a public cloud.

Now that we have introduced the cloud environment and its various services,
it is clear that cloud computing offers a wide and numerous range of services.
This implies that managing applications in the cloud can be a complex task,
highlighting the need for tools to manage the inherent variability of cloud
resources.

To address this requirement, the next subsection will introduce the concept
of Software Product Line (SPL) engineering. SPL tools are recognized for their
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capacity to represent the commonalities and variabilities of cloud services [39,
116, 111]. SPL promotes the development of a family of related software systems
by identifying and exploiting the common aspects while encapsulating the
variable elements. In the context of a Cloud platform, SPL can be particularly
beneficial. Cloud environments are characterized by a multitude of services,
configurations, and deployment options representing significant variability.

2.2 Software Product Lines Engineering
Traditional approaches to generating software products, such as the waterfall
model [104], V-model [16], and incremental development [103], focus on con-
structing a single software system. These approaches employ multiple stages
for the construction—requirements analysis, planning, implementation, testing,
and deployment—each dedicated to distinct tasks and activities for constructing
one software product. Software Product Lines (SPL) engineering, which will be
discussed in more detail in this section and utilized later in our contributions,
particularly in Chapter 4.

Unlike these traditional approaches, which focus on individual products,
software product line engineering (SPLE) is a systematic approach for con-
structing a family of related software products [48, 98, 107, 132, 135, 145]. The
essence of SPLE lies in its strategic concentration on establishing a set of soft-
ware systems that share a managed set of features, seeking to fulfill the specific
requirements of a particular market segment. This is achieved through the
development of reusable core assets from which various products are generated
via selective customization. An asset refers to any reusable resource that can
be leveraged across different software products within a product line. These
assets include software code, documentation, architectures, components, testing
frameworks, etc [15, 48]. This enables the realization of a variety of distinct
yet related products, essentially allowing for mass customization.

2.2.1 Variability
The variability of a software product line is reflected via the different ways
in which the collection of reusable assets may be built to construct a soft-
ware product. At the core of software product line engineering is variability
management[109, 47, 14], which involves systematically modeling the common-
alities and variabilities across the products in a family. Variability is commonly
described through the concepts of variation points and variants. A variation
point identifies a property that can differ among various products within the
line, whereas a variant represents a specific option for that property at a given
variation point.
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2.2.2 Software Product Line Engineering Process
Software product line engineering involves two complementary processes: Do-
main Engineering and Application Engineering [140, 107]. The domain engi-
neering process is responsible for creating reusable assets, while application
engineering is the process of reusing those assets to build individual but similar
software products.

These processes operate within two distinct spaces: the problem space and
the solution space, as depicted in Figure 2.1.

Figure 2.1: Domain and application engineering.

Domain Engineering

The domain engineering process is responsible for creating reusable assets
that can be leveraged across multiple products within the same domain. In
the problem space, it focuses on understanding and defining the variability
requirements of the product line through Domain Analysis. This step involves
identifying common and variable features, dependencies, and constraints across
products, aiding in scoping the product line and comprehending the variability
requirements. The solution space, on the other hand, is dedicated to realizing
product line assets that address the identified variability requirements through
Domain Realization, where reusable assets such as core components, libraries,
and frameworks are designed and implemented.

Application Engineering

Application Engineering revolves around reusing the assets created during
Domain Engineering to build individual but similar software products. This
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process begins by identifying Application Requirements specific to each product
and mapping them to the variability models and reusable assets. Subsequently,
Application Realization involves configuring, composing, and assembling these
assets to create the final product.

2.2.3 Variability Model
In the context of software product line engineering, a variability model [121, 46]
serves as a systematic representation of the commonalities and variabilities
across a family of related products within the same product line. It captures
the aspects that remain consistent among different members of the product line
(commonalities) and those that can be customized or varied to meet specific
requirements (variabilities). The variability model provides a comprehensive
overview of the potential variations in features, functionalities, or configurations
that can be present in different instances of the software product line. It aids
in managing and understanding the flexibility inherent in the product line,
enabling efficient customization while maintaining a structured and organized
development process.

There are several types of variability models used in software product line
engineering. Feature models [82] represent variability using a tree-like structure
of features and their relationships. Decision models [15, 121] capture variabil-
ity as a set of decisions and their rationale. Orthogonal Variability Models
(OVMs)[107, 109, 108] separate variability modeling from system artifacts using
variation points and variants. Goal models [30, 11] represent variability in
terms of stakeholder goals and their dependencies. Constraint-based models [80]
express variability using logical constraints and rules. Each of these models has
its strengths and suitability for different types of product lines and domains,
and they may be combined to effectively capture and manage variability.

2.2.4 Feature Model
Feature models [82, 101, 134, 83] have become widely adopted for modeling
variability in software product lines. A feature model is a compact representa-
tion of all the products within the SPL. Feature models are used to represent
the commonality and variability of a domain in terms of features and their
dependencies [25] and are visually represented by means of feature diagrams.

A feature was first defined as "user-visible aspects or characteristics of a
domain" in [78]. Later, a feature is defined by [55] as a software artifact, such
as part of code, a system component, etc. Feature models enable the effective
management and organization of these features in a hierarchical structure.

Moreover, feature models can be transformed into propositional logic, al-
lowing automated analysis and reasoning about the potential configurations
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Figure 2.2: An example feature diagram.

within a software product line. This logical form enhances the usability of
feature models. Specifically, the propositional logic evaluates to true when the
configuration is valid, offering a solid foundation for evaluating the consistency
of feature selections.

2.2.5 Feature Diagram
A feature diagram is a graphical representation of a feature model, visually
depicting the hierarchical organization of features and their relationships. It
provides an intuitive understandable view of the variability in a software
product line. Figure 2.2 illustrates an example of a feature diagram. In this
representation, features are graphically depicted as rectangles and arranged in
a tree-like hierarchy. To express the variability, feature models employ several
key concepts:

• Mandatory and Optional Features: Mandatory features are denoted
by a black circle at the end of the connecting line, indicating that they are
always included when their parent feature is selected. Optional features
are denoted by an unfilled circle, indicating that they may or may not
be included. In the example, Cloud, Buildpack, Region, and Dyno are
mandatory features, while Database is an optional feature.

• Feature groups: Feature models support the concept of feature groups,
which define the selection constraints among a set of sub-features. There
are two types of feature groups:

– XOR-group: In an XOR-group (also known as an alternative
group), exactly one feature must be selected from the group whenever
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the parent feature is selected. In the example, the sub-features of
Dyno (P1, P2, and P3), Buildpack (Java and PHP), and Region
(US and EU) form an XOR-group, where exactly one of them must
be selected.

– OR-group: In an OR-group, one or more features can be selected
from the group whenever the parent feature is selected. In the
example, the sub-features of Databases (DB_X and MySQL) form an
OR-group, where either one or both features can be selected.

The combination of optional and mandatory sub-features can be seen
as an AND-group, where all mandatory sub-features and any number of
optional sub-features can be selected. For instance, under Cloud, Region
and Buildpack and Compute are mandatory sub-features and DataBase
is an optional feature, forming an AND-group.

• Cross-tree constraints: In addition to the main hierarchy, feature
models allow the specification of cross-tree constraints to describe de-
pendencies between arbitrary features. Two common types of cross-tree
constraints are:

– Require: If a feature A requires a feature B, the selection of feature
A implies the selection of feature B. In the example, the selection of
MySQL requires the selection of US.

– Exclude: If a feature A excludes a feature B, the selection of feature
A prohibits the selection of feature B, and vice versa. In the example,
the selection of MySQL excludes the selection of DB_X.

2.2.6 Feature Model Logical Formula
The logical representation of the feature model’s constraints is as follows:

Cloud ∧ Buildpack ∧ Region ∧ Dyno

∧ (JVM⊕ Gradle) ∧ (US⊕ EU) ∧ (P1⊕ P2⊕ P3)
∧ (Database ∨ ¬Database) ∧ ((DB_X ∨ MySQL)⇒ Databases)
∧ (DB_X⇒ US) ∧ (DB_X⇒ ¬MySQL)
∧ (MySQL⇒ ¬DB_X)

This logical formula captures the constraints and relationships defined in the
feature model, allowing for the calculation of valid configurations and ensuring
the consistency of feature selections.
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2.2.7 Configuration Validity and Extensions to Feature
Modeling

The number of the potential configurations of the feature model represented
in Figure 2.2, before applying constraints, is computed as 2× 2× 3× 3 = 36,
accounting for choices in Compute, Buildpack, Database, and Region features.
However, the application of cross-tree constraints reduces the total number
of valid configurations to 30. This reduction emphasizes the utility of valid
configurations in software product line engineering:

• They guarantee that software products derived from the feature model
are consistent and adhere to specified constraints.

• They facilitate automated analysis and configuration management, ensur-
ing only feasible product variants are realized.

A valid configuration example is:

Φ = {Cloud, Buildpack, JVM, Region, US, Dyno, P1, Databases, MySQL}

This example adheres to all model constraints, illustrating the practical
application of the feature model in defining valid product configurations.

While traditional feature models provide a solid foundation for represent-
ing variability in software product lines, researchers have proposed various
extensions to enhance their expressiveness and capabilities [22]. Notable exten-
sions include cardinality-based feature models [96, 113] that allow specifying
cardinality constraints on feature groups for fine-grained control over feature
selection, and the integration of attributes and attribute constraints [57] for
representing quantitative and qualitative properties associated with features.
Further extensions have been proposed to incorporate feature interactions [58],
dependencies across multiple product lines (multi-product lines) [123], and
temporal constraints [130, 31] for modeling dynamic and evolving systems.
These extensions broaden the applicability of feature models across diverse
domains, addressing the limitations of traditional models and used in more
complex use cases.

The extensions to basic feature models offer significant potential for support-
ing dynamic adaptations and validations of software artifacts at run-time. For
instance, cardinality-based feature models facilitate the dynamic adjustment
of the active feature set based on cardinality constraints. This is useful in
scenarios where requirements fluctuate, such as handling varying workloads
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or adapting to changing environmental conditions. Attributed feature models,
on the other hand, allow monitoring and validating attribute values of active
features to satisfy attribute constraints. For example, in a cloud application, re-
sources like CPU and memory can be dynamically allocated based on attribute
constraints defined in the feature model, maintaining the required performance
and quality of service levels. Nonetheless, in the context of this dissertation,
we employ a basic feature model without the aforementioned extensions to
represent variability.

2.3 Dynamic Software Product Line
A systematic approach to developing reconfigurable or adaptable systems,
based on principles from SPLE [79], is called Dynamic Software Product Lines
(DSPLs). DSPL approach leverages SPLE concepts to support the development
of such systems. Classical software product lines and dynamic software product
lines share some commonalities but differ in several key aspects [79].

In classical SPLs, variability management describes the different possible
systems or products that can be derived from the product line. Business scoping
identifies the common market or domain for the set of products. On the other
hand, in DSPLs, variability management describes the different adaptations or
runtime configurations that the system can take. Instead of business scoping,
adaptability scoping identifies the range of adaptation and variability that the
DSPL supports.

In addition, In dynamic software product line engineering, the development
process is split into two main phases: design-time and runtime. The design-time
phase is akin to the domain engineering phase in traditional software prod-
uct line engineering, where the adaptation scope and variability are explicitly
defined. During the runtime phase, which is analogous to the application
engineering phase in SPLE but with the added capability of dynamic recon-
figuration based on contextual variations, the system exploits the previously
defined variability to perform safe adaptations as the context changes.

DSPL for Self-adaptation
There is no unified approach for building self-adaptive systems using Dynamic
Software Product Lines (DSPLs). Different methodologies often concentrate
on distinct facets of adaptive systems and employ varying techniques to ad-
dress their respective challenges. DSPLs are often used to build systems with
bounded adaptivity[24], in which dynamic variations are foreseen at design
time. Nevertheless, there are works in the literature that support open adaptiv-
ity [24] by dynamically evolving the variability at runtime [32, 17]. Realizing
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self-adaptation and dynamic reconfiguration capabilities in a DSPL requires
additional mechanisms and techniques beyond variability modeling. These
may include techniques such as goal-based reasoning [12], policy-based adapta-
tion [91], and the use of SAT/CSP solvers [96, 23] for reasoning about feature
models and constraints at runtime. Goal-based reasoning frameworks allow
the system to reason about high-level goals and select appropriate adaptations
to achieve those goals. Policy-based adaptation employs predefined rules or
policies to govern adaptation decisions based on monitored events or context
changes. Furthermore, SAT/CSP solvers are adopted for analyzing feature
models, feature model optimization, and ensuring that dynamic reconfigurations
satisfy the defined variability constraints.

In the next Chapter 3, various approaches that build upon the dynamic
software product line (DSPL) concepts to facilitate runtime reconfiguration
and self-adaptation in software systems will be explored.

Next, we will present the JavaBIP Framework [28]. JavaBIP Framework
allows developers to think on a higher level of abstraction and clearly separate
the functional and coordination aspects of the system behavior. It allows the
coordination of existing concurrent software components.

2.4 The JavaBIP Framework
JavaBIP [28] is a Java implementation of the BIP framework. Behavior-
Interaction-Priority (BIP) [18] is a component-based framework for the design
of correct-by-construction systems. By superimposing three layers: behavior,
interaction, and priority, it provides a simple yet effective framework for man-
aging concurrent components. In the simplified version, there is no Priority.
Hence, we denote it as BI(P). For the coordination of concurrent components,
we make use of JavaBIP [28]. Only Behaviour and Interaction layers defined in
BIP are relevant to our work. The macros defined in JavaBIP will be important
for our contributions in Chapters 4 and 5.

Component Behaviour

The first layer (Behavior) presents atomic components with fixed activities
considered ports, which are pairwise distinct. The components are modeled
as Finite State Machines (FSMs), which have a finite number of states and
a finite number of transitions between them, where transitions are labeled
with ports. Ports form the interface of a component and are used to define
its interactions with other components. A component is a software object
that encapsulates certain behaviors of a software element. The concept of
components is broad and may be used for component-based software systems,
microservices, service-oriented applications, and so on.
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JavaBIP allows three types of ports: enforceable, spontaneous, and internal.
Enforceable ports represent actions controlled by the JavaBIP engine. They can
be synchronised, i.e., executed together atomically. Spontaneous transitions are
used to take into account changes in the environment, and therefore, they are
not announced to the engine but rather executed after the detection of events in
the environment of the component. Finally, internal transitions allow behavior
specifications to update their state on the basis of internal information— when
enabled, they are executed immediately. Spontaneous and internal transitions
cannot be used for synchronization with other components [28].

Require and Accept Macros

The second layer defines component coordination by means of interaction
models, that is, sets of interactions. Interactions are sets of ports that define
allowed synchronizations between components. It is either one or several
enforceable ports, or exactly one spontaneous port.

To define allowed interactions, JavaBIP provides requires and accepts macros
associated with enforceable ports and representing causal and acceptance
constraints, respectively [28]. This allows JavaBIP to provide a coordination
layer that is powerful enough to model–naturally and compositionally—the
constraints expressed in the feature model.

Intuitively, the require macro specifies ports required for synchronization
with the given port. For example, "C1.p Requires C2.q, C3.r, C4.s"1 means
that port p of component C1 must be synchronized with the three ports: q, r,
and s of components C2, C3 and C4, respectively.

p Requires a, which formally means p⇒
∧
q∈a

q (2.1)

, where a is a set of ports, and P , is the set of all ports of all the JavaBIP
components in the system, such that a ⊆ P .

A port that has a “Requires true” can be executed as a singleton as
explained in Section 2.4.

If port x has a “Requires true”, it means x can be executed as a singleton.
On the other hand, if x has a “Requires true”, then x will never be executed.

The accept macro defines that if a port p participates in an interaction, it
must be accepted by all the participating ports in the considering interaction.

p Accept a, which formally means p⇒
∧

q∈P \a
q ̸=p

q (2.2)

1We use a notation that is slightly different from that in [28] without a change of meaning.
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The accept macro lists all ports that are allowed to synchronize with the
given port, thus allowing optional ports.

For example, "C1.p Accepts C2.q, C3.r, C4.s, C5.t" means that in addition
to the ports listed by the requires macro, the port t of component C5 is also
allowed to synchronize with p despite not being required by it. Graphically,
allowed interactions are defined by connectors. The behaviour specification of
each component along with the set of requires and accepts macros are provided
to the JavaBIP engine. The engine orchestrates the overall execution of the
whole component-based system by deciding which component transitions must
be executed at each cycle.

Definition 2.4.1. (JavaBIP Model) Let CM = (C, ρ, α) be a JavaBIP model,
where:

• C is the set of components,

• ρ set of the requires macros, and

• α set of the accepts macros.

Definition 2.4.2. (JavaBIP Operational Semantics) Let JB = (C, ρ, α) be a
JavaBIP model. The operational semantics of JB is defined by the labelled
transition system (LTS) LJB = (Q,P,→), where:

• Q
def= ∏

B∈C QB is the Cartesian product of the sets of component states,

• P
def= ⋃

B∈C PB is the set of all the enforceable and spontaneous ports in
the system,

• → ⊆ Q× 2P ×Q is the set of transitions q a−→ q′, such that

– either a = {p} with p ∈ PB a spontaneous port of some component
B ∈ C, (qB, p, q

′
B) a transition in B and qB′ = q′

B′, for all B′ ̸= B,

– or all ports in a are enforceable and, for any component B ∈ C,
either (qB, a ∩ PB, q

′
B) is a transition in B, or a ∩ PB = ∅ and

qB = q′
B.

A state q′ is reachable from a state q if there exists a sequence of interactions
e1, e2, . . . , en such that (q, e1, q1), (q1, e2, q2), . . . , (qn−1, en, q

′) ∈ →.

Example 2.4.1. A JavaBIP model is illustrated in Figure 2.3 with three com-
ponents: Worker 1, Worker 2, and Lock. Graphically, enforceable transitions
are shown by solid black lines, and spontaneous transitions are shown by dashed
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Figure 2.3: A JavaBIP component-based model.

green lines. Ports are shown as grey boxes on the sides of the components, and
four connectors linking the ports define the possible interactions.

The green dashed transitions in the Worker components are spontaneous
transitions, and they are used to notify the components about environmental
changes, i.e., when the user wants to activate a worker, it will inform the
corresponding component, and the component will execute this spontaneous
transition if it is in a state where this spontaneous transition is enabled.

The model aims to ensure a safety property: preventing both workers from
being in the state Work simultaneously (mutual exclusion). To achieve this, the
connectors are constructed as follows: the port b1 of the Worker 1 component
can only be fired together with the port b12 of the Lock component. Thus, once
the Worker 1 component has received the spontaneous activation notification
from the state Sleep, it will move to the state Start. However, based on the
connector C1 that connects b1 with b12, the Worker 1 and Lock components
will move to the Work and Taken states, respectively. Now, assume Worker 2
has received a spontaneous event and moves from state Sleep to state Start;
it will not be possible to move from the Start state to the Work state, as
the Lock component is in the state Taken. This means that the port b12 is
not enabled from this state, and by the connector C4, the port b2 needs to
be fired in synchronization with the port b12, which is not possible when the
Lock component is in the Taken state. Thus, the mutual exclusion property is
enforced, preventing both workers from being in the Work state simultaneously.

Note that connectors in this example are binary, but connectors can define
interactions involving more than two ports.

In this dissertation, we leverage the JavaBIP framework to generate for-
mal component-based models, which are JavaBIP models that are correct-by-
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construction to enforce domain constraints while executing the reconfiguration
requests.

2.5 Summary
In this chapter, we have briefly introduced the principles and basic concepts
that we will use throughout the dissertation. We began by explaining that
cloud computing environments provide a wide array of configurable resources
for applications, with both commonalities and variabilities present across these
resources. To manage this variability in the configuration of cloud resources, we
introduced feature models and explained their key role in the domain analysis
phase of software product line engineering. We also discussed the extension of
traditional software product lines into the realm of dynamic software product
lines, which enable runtime adaptation and reconfiguration. Additionally, we
presented the JavaBIP framework, detailing its key aspects

In the next chapter, we will present approaches proposed to address recon-
figuration and self-adaptation and discuss their advantages and limitations.



Chapter 3

State of Art

Reconfiguration and self-adaptation are essential characteristics of modern
software systems, particularly those deployed in dynamic contexts such as
cloud platforms. These systems must be able to adapt to changing conditions,
resource constraints, and evolving user requirements to keep compliant with
user expectations.

This chapter aims to provide a comprehensive overview of the state of the
art in self-adaptive systems and reconfiguration approaches proposed in the lit-
erature. We will explore various approaches, categorized into Dynamic Software
Product Lines (DSPL) and formal component-based models, highlighting their
key features and limitations. In addition, we survey approaches that tackle
compositionality and composability, two closely related but distinct concepts
in the context of system construction.

3.1 Reconfiguration and Self-Adaptation
Reconfiguration and self-adaptation of distributed software systems is a broad
and active research topic [89, 53, 92, 102]. Modern software systems, especially
those deployed in cloud environments, face the challenge of continuously adapt-
ing to changing requirements. This contrasts with traditional static systems
that remain largely unchanged after the initial deployment phase. Reconfigura-
tion and self-adaptation have emerged as two key, interrelated approaches for
enabling software systems to modify their configuration in response to changing
requirements.

Reconfiguration refers to the ability to modify the system configuration
after it has been deployed. This may involve actions such as adding or removing
components and altering the connections between components. Self-adaptation,
on the other hand, is the capability of a system to autonomously monitor its
own state and operating environment, detect changes, decide how to respond,



28 State of Art

and then execute the necessary reconfiguration actions. The main difference
between reconfiguration and self-adaptation lies in the autonomous triggering
of the reconfiguration process. Reconfiguration is often driven by external
actors, such as system administrators or DevOps developers. They actively
monitor the system and make strategic decisions about when and how to adjust
the system configuration. In this case, the reconfiguration process is started
and managed by human operators. In contrast, self-adaptation is an inherent
capability of the system itself. The system autonomously monitors its own state
and operating environment, and then decides on and executes the necessary
reconfiguration actions without direct human intervention.

Software systems deployed in dynamic environments such as cloud platforms
must reconfigure or self-adapt in response to evolving requirements and envi-
ronmental changes. Evolving requirements arise as user requirements evolve,
necessitating software systems to adapt by incorporating new features or remov-
ing existing ones. While reconfiguration and self-adaptation offer significant
benefits, they also introduce new challenges and complexities, such as ensuring
system consistency, managing dependencies between components, and verifying
the correctness and stability of reconfiguration actions.

After discussing the importance of reconfiguration and self-adaptation in
distributed software systems it is important to understand the underlying
principles and concepts that enable these capabilities. One widely adopted
conceptual model for self-adaptation is the MAPE-K loop, which provides a
systematic approach to achieving autonomic behavior in software systems.

3.2 MAPE-K Loop
The MAPE-K adaptation loop [118], also known as the control loop, is a
fundamental concept in the field of autonomic computing. It provides a
systematic approach to achieving adaptability in software systems. The MAPE-
K loop was originally proposed by researchers at IBM in a paper on the
architectural blueprint for autonomic computing [86]. The MAPE-K loop
consists of four main phases: Monitor, Analyze, Plan, and Execute. These
phases work together to enable a system to continuously monitor its own state
and operating environment, detect deviations from desired behaviors, and
trigger appropriate adaptation actions. The four phases can be described as
follows:

1. Monitor: The process for gathering, aggregating, and filtering obtained
data from a managed resource for tracking.

2. Analysis: The process to analyze and identify the current system state
based on the information collected by the monitor process. If the system
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is not compliant with the expected requirements and specifications, then
an adaptation should occur.

3. Plan: The process of planning the target configuration. This involves
defining a desired configuration in which the system behaves as expected.

4. Execute: The process of executing the reconfiguration plan to transition
the system from its current configuration to the target configuration. At
this stage, the managed system carries out the reconfiguration plan.

The K represents the knowledge step which is the knowledge base used
by the system. This includes information about the system behaviour and
contextual information.

The MAPE-K loop operates as a continuous cycle, where the Knowledge
component is updated based on the results of the Execute phase, and the
updated knowledge is then used by the Monitor, Analyze, and Plan phases in
the next iteration of the loop. This closed-loop feedback mechanism enables
the system to continuously adapt and evolve in response to changes in its
environment and operational conditions.

3.3 Approaches for Reconfiguration and Self-
Adaptation

This section presents an overview of various approaches proposed in the lit-
erature that tackle reconfiguration and self-adaptation in software systems.
We survey the major approaches, categorized into Dynamic Software Product
Line (DSPL) approaches and formal component-based approaches. For each
category, we highlight the key features, strengths, and limitations of the respec-
tive approaches, providing a good understanding of the state of the art in this
domain.

We present a selection of representative works from the DSPL and formal
component-based approaches. The aim is to highlight the diversity of techniques
and methodologies that have been proposed in the literature to tackle the
challenges of runtime reconfiguration and self-adaptation.

For the DSPL-based approaches, we have selected works that illustrate the
different ways variability modeling and DSPL concepts are used to enable run-
time reconfiguration and self-adaptation. Some approaches employ variability
models at design-time, while others leverage them at run-time. The works also
showcase the use of different reasoning techniques, such as SAT/CSP solvers,
to derive valid configurations during adaptation. Overall, the chosen DSPL
approaches highlight the diversity in how the DSPL paradigm is extended and
applied to facilitate self-adaptation across various domains and contexts.
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The formal component-based approaches presented cover a diverse range
of techniques, such as flat and hierarchical component models that cater to
different architectural styles. Some approaches focus on only deployment and
others on both deployment and reconfiguration. The selected works also exhibit
varied execution semantics, including parallel execution of reconfiguration
actions. Importantly, the formal foundations underlying these approaches draw
from various mathematical domains, such as process algebras, architecture
description languages, and automata-based formalisms, providing different
reasoning capabilities for specifying, analyzing, and verifying self-adaptive and
reconfigurable behaviors.

3.3.1 DSPL-based Approaches
As mentioned in Sect 2.3, DSPL techniques make use of variability models
from SPLs to reflect the multiple run-time configurations a self-adaptive system
might adopt. These variability models operate as a formalized definition of
the system’s adaptation space - they describe the set of configurations that
are valid. By relying on such models during adaptation, DSPL procedures
guarantee the system only reconfigures itself into safe states when adjusting to
changes in its needs.

A fundamental feature of the DSPL paradigm is its separation between
variability modeling in the problem space and the implementation of system
artifacts in the solution space. As the adaptation needs change, the variability
model can be updated independently, and new artifacts can be assembled
together at run-time to realize the desired new system configuration. Due to
the characteristics of explicit variability management and effective separation
of concerns, DSPL-based techniques have been extensively investigated and
used in the area of self-adaptive and reconfigurable systems throughout the
last years.

Next, we present the DSPL approaches and compare them based on different
criteria. Firstly, the variability modeling approach is used to model domain
constraints and variability. Secondly, the reasoning and analysis techniques are
employed to reason about and determine valid configurations, including SAT
solvers and constraint solvers. Finally, adaptation execution and coordination,
evaluate how each approach handles the execution of the reconfiguration process,
such as parallel or linear execution, and what safety properties are tested during
the execution phase.

Sossa et al. [129, 130] propose extending variability models with temporal
constraints and reconfiguration operations to model the variability and adapta-
tion lifecycle of cloud computing systems. The extended static variability model
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with the temporal constraints is then used to generate a transition system [41]
that takes into account the temporal constraints between the configurations
(e.g. a database service can be upgraded but cannot be downgraded). In this
system, states represent valid system configurations, and transitions signify
changes from one state to another. Key advantages of this approach include
explicitly modeling temporal adaptation constraints.

Morin et al.[99] introduce a DSPL approach for supporting dynamic adapta-
tion. This approach involves monitoring for system and environmental changes
to trigger the adaptation process. Goal-based reasoning evaluates these changes
against system objectives, employing feature models extended with goals for
decision-making. A Configuration Invariant Checker, employing Constraint
Satisfaction Problems (CSP), validates modifications against the goal-oriented
feature model, ensuring system requirements. A key advantage of this approach
is the explicit consideration of system goals during the reconfiguration process.
Furthermore, the use of CSP for configuration validation provides guarantees
regarding the validity of the target configurations.

Acher et al.[3] explore the application of feature models for reconfiguring
Dynamic Adaptive Systems (DAS), focusing on the dual variability of both the
software and its operating environment within a Dynamic Software Product
Line framework. The approach models the system and its environment as
two distinct but interconnected SPLs, where dependency constraints facilitate
adaptation in response to environmental changes. They support the analysis
which is conducted through the evaluation of possible configurations and
their impacts, using the information provided by the FMs. In addition, the
planning involves determining the appropriate target configuration, guided by
the dependency constraints between the system and environment FMs. This
model-driven approach, similar to prior work [73], uses feature models instead
of architecture/aspect models to capture variability, but still enables design-
time validation of adaptation rules/dependencies and using feature models at
run-time to reason about using SAT solvers and apply adaptations based on
environment changes. A key advantage of the approach is the explicit modeling
of the dual variability of both the software and its operating environment.

SALOON [112, 115, 116] Quinton et al. introduced SALOON, a software
product lines-based approach that streamlines the selection and configuration
of cloud environments for application deployment. By employing extended
feature models with cardinalities and attributes [114], SALOON automates the
identification of a suitable cloud environment that provides all the required func-
tionalities to satisfy the application requirements, as well as the cloud services
that meet those specific application requirements. This is achieved through a
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Cloud Knowledge Model, which abstractly represents the functionalities across
different cloud providers, enabling a high-level, requirement-driven selection
process. Once an optimal cloud environment is chosen, SALOON generates
executable configuration scripts, facilitating the automatic setup of the cloud
environment according to the defined requirements. The key advantages of
this approach are that it allows the automatic selection of a suitable cloud
environment and enables the selection of cloud services that conform to the
application requirements.

Pfannemüller et al. [105] proposed a Dynamic Software Product Line
approach that uses context feature models to represent system variability
incorporating context variability in the same model. The context feature model
allows specifying constraints between context and system features to model
how reconfigurations should occur based on different contexts. They transform
the feature model into Boolean formulas in Conjunctive Normal Form (CNF),
enabling SAT solvers to efficiently analyze and identify valid configurations at
runtime, supporting dynamic adaptation based on the current context. The key
advantage of this approach is that it provides a unified context feature model
that captures both system capabilities and context information and leverages
efficient SAT solvers on this unified model to reason on runtime reconfigurations,
taking into account constraints between both system and context.

Cordy et al. [50] introduce adaptive featured transition systems (A-FTS)
to model dynamically adaptive systems based on the feature model. This
approach represents the system as a set of static programs (configurations)
with transitions between them, indicating system adaptations in response to
environmental changes. Rules/Policies determine how the system should react
in different situations and how to adapt. The key advantage of the adaptive
featured transition systems (A-FTS) approach is that it provides a formal and
systematic way to model and reason about dynamically adaptive systems.

Cetina et al. [41] proposes a dynamic software product line approach
for developing autonomic systems by reusing variability models at run-time.
Variability models like feature models are used to capture the different con-
figurations a system can take at design-time. At run-time, the same feature
models are leveraged as the knowledge base driving autonomic capabilities like
self-configuration. The approach involves monitoring contextual changes and
translating those into activation/deactivation of features based on predefined
resolutions (rules/policies).

Conclusion and Discussion The DSPL approaches uses variability models
to model the variability of a domain such as feature models, but employ different
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extensions to capture additional adaptation concerns. Sossa et al. [129, 130]
extend variability models with temporal constraints to model the temporal
dependencies between configurations. Acher et al.[3] model the dual variability
of both the software system and its operating environment. Morin et al.[99] uses
goal-based feature models. Pfannemüller et al. [105] propose context feature
models that unify system capabilities and context information in the same
model, allowing constraints between context and system features. SALOON
[112, 115, 116] uses extended feature models with cardinalities and attributes to
abstractly represent cloud environment functionalities. These extensions help
account for aspects like temporal adaptation paths, environmental contexts,
deployment contexts, and non-functional properties in the variability models.
Cordy et al. [50] and Cetina et al. [41] use the basic feature model as a variability
model.

Different techniques have been proposed for the sake of the analysis of
these models at runtime. Sossa et al.[129, 130] and Cordy et al.[50] generate
a transition system from the variability models and constraints to model the
system behavior. Morin et al.[99] and SALOON[112, 115, 116] use Constraint
Satisfaction Problems (CSP) over goal-oriented feature models. Acher et al.[3]
and Pfannemüller et al.[105] translate feature models to Boolean constraints
and leverage SAT solvers for reasoning. Finally, Cetina et al. [41] use rules and
policies-based reasoning that are made at design-time.

Most of these DSPL approaches primarily focus on the planning phase
of the MAPE-K adaptation loop, determining valid target configurations.
However, they generally lack support for the execution phase, i.e., realizing the
reconfiguration process to transition the system to the desired configuration.
Additionally, while some approaches like Sossa et al.[129, 130] and Cordy et
al.[50] transform feature models into transition systems, they don’t provide
support for the execution of the reconfiguration process as the transition models
only show the transition between possible valid configurations with no explicit
listing on the order of the execution of the reconfiguration process.

While the DSPL-based approaches offer strong mechanisms to manage
reconfiguration via variability modeling, they have limitations in modeling
how the reconfiguration process from the source configuration to the target
configuration can be performed and in which order. The DSPL-based ap-
proaches can determine the validity of target configurations but do not model
the coordination required during the reconfiguration process. To address this
limitation, formal component-based approaches offer complementary benefits.
Formal component-based models can capture the detailed deployment and
reconfiguration lifecycles of individual system components. These formal foun-
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dations enable rigorous reasoning about the reachability of target configurations,
ensuring the correctness of the overall system during adaptation.

3.3.2 Formal Component-based Approaches
Component-based approaches allow describing system architectures made up of
components that define the life-cycle of the system parts. Connectors control
the relationships between the components and establish interactions between
them.

To compare these formal component-based approaches, we consider three
main criteria. First, the component specification, including how components
and their behaviors are defined. Second, the support for deployment and
reconfiguration, such as modeling the deployment and the reconfiguration
process, and sequential and parallel execution of actions. Third, the formalism
and correctness guarantees, encompass well-defined formal semantics, support
for formal verification and analysis, and correctness guarantees for reachable
states.

Aeolus [62, 61] is a formal component model designed specifically for dis-
tributed, cloud-based software systems. It allows declaring components with
automata-based lifecycles, and dependencies. Aeolus components represent
deployable resources of the cloud, where each component represents a software
package, considered as a resource that provides and requires different function-
alities, and may be created or destroyed [63]. The model enables reasoning
about the achievability of target configurations and the automatic synthesis of
deployment plans. Aeolus uses tools such as a planning tool [90] or Zephyrus
tool [61]. Tools allow the user to compute a valid configuration satisfying
a high-level specification [61]. These tools can compute valid deployment
sequences that avoid conflicts and respect dependencies. The formal model
Aeolus ensures deployment correctness. The key advantages of the Aeolus
model are that it provides a formal yet expressive foundation for modeling
the complex requirements of distributed cloud systems, and it has many tools
integrated that use it as a model to reason about deployment plans.

Madeus [44] is a formal component-based deployment model designed for
distributed software systems. Madues focuses on modeling and coordinating the
deployment of distributed software systems. It was proposed as an extension of
the Aeolus model. Madeus represents each software component by an internal
Petri net-like structure to capture its detailed deployment lifecycle. Components
expose ports and connections between ports establish dependencies. The key
advantage of Madeus is the ability to express parallelism and coordination
during deployment, going beyond sequential actions. The internal nets allow
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concurrency within components. Dependencies enable parallel deployment of
independent elements. This increases deployment speed and efficiency compared
to sequential models. The key advantage is the ability to express parallelism
and coordination during deployment, going beyond sequential actions.

Concerto [45, 43] is a formal model designed for efficient reconfiguration of
component-based distributed systems. It represents software components via
customizable state machines that declare lifecycle and behaviors. Components
expose ports that enable coordination. Concerto allows parallel execution of
reconfiguration actions both within and across components. Dependencies be-
tween ports synchronize component evolutions. The key advantage of Concerto
is the ability to maximize parallelism during reconfigurations through fine-
grained modeling. Concerto optimizes parallelism while ensuring correctness
through its formal semantics. Components in Concerto react asynchronously to
behavior change requests. The model coordinates component evolutions based
on port connections and usage. The key advantage is the ability to maximize
parallelism during reconfigurations on the internal behaviour of the components
and between components.

Fractal [34, 35, 126] is a hierarchical component model for constructing
configurable software systems. Fractal allows the construction of component
architectures where components can be recursively nested. Each Fractal com-
ponent has a membrane that contains controller objects that implement recon-
figuration capabilities through the use of its reflective API. This API allows
developers to programmatically manipulate the component architecture. For
example, to add a component, a developer might use the API to instantiate the
component, configure it, and then insert it into the component hierarchy. These
controllers can adapt a component’s sub-components, bindings and lifecycle,
enabling adaptation. The key advantage is the use of membranes with controller
objects that implement reconfiguration capabilities through a reflective API

TOSCA [26, 131, 20] (Topology and Orchestration Specification for Cloud
Applications) aims to make deploying and managing cloud-based applications
portable and automated. TOSCA allows describing multi-component applica-
tion architectures and their management procedures in a standardized format.
The core idea is to model an application as a topology graph of components
represented as nodes, connected by relationships. The TOSCA model is pack-
aged together with the artifact files needed to implement the application, such
as VM images, software packages, and scripts. A TOSCA runtime like Open-
TOSCA [26] processes this model and the artifacts bundle (called CSAR) to
deploy the modeled application topology and manage it. OpenTOSCA first
parses the model to create node and relationship instances, then invokes their
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operations and artifacts, such as running VM install scripts, assigning IPs, and
configuring ports. Pre-defined plans can further orchestrate these operations
to execute lifecycle stages like deploy, scale, or upgrade. The key advantage is
making deploying and managing cloud-based applications automated across
different cloud environments.

SOFA [36, 106] SOFA (SOFtware Appliances) is a formal component-based
model that provides a structured way to represent and manage software compo-
nents within a hierarchical architecture. Components are defined as templates
with well-defined interfaces, implementation artifacts, and associated man-
agement procedures, which can be nested to reflect the relationships and
dependencies between different parts of the software. Connections among
interfaces are represented by bindings, and physical interconnections are made
through connectors, which can bind more than two interfaces. Each component
has interfaces, controllers, and an internal architecture employing microcompo-
nents - objects with various functionality. Invocations on component interfaces
are passed through the appropriate microcomponent chains and then to the
component’s subcomponents. Components able to create other components
at run-time are marked as factories, and the produced components are de-
scribed as dynamic components. The key advantage is providing a structured
and systematic way to represent and manage software components within a
hierarchical architecture.

Dr-BIP [67, 68] El Ballouli et al. introduces the Dr-BIP (Dynamic Re-
configurable BIP) framework, which extends the BIP (Behavior, Interaction,
Priority) framework [18] for modeling self-configuring systems. This model-
based approach, combined with a component and connector architectural style,
provides a formal and structured way to describe dynamic changes within
a system. The use of architectural motifs in Dr-BIP serves as the basis for
structuring the system and coordinating its reconfiguration at run-time. These
motifs define sets of components that evolve according to specific interaction
and reconfiguration rules, allowing the system to adapt dynamically to changes.
The key advantage is using architectural motifs to provide a formal and struc-
tured way to describe dynamic changes and coordinate the reconfiguration of
self-configuring systems.

Conclusion and Discussion Component-based approaches employ different
formalisms to model component behaviors and interactions. Aeolus [62, 61]
and Dr-BIP [67, 68] use standard automata, TOSCA [26, 131, 20] represents
application architectures as topology graphs of nodes (components) connected
by relationships, Madeus [44] adopts Petri nets, Concerto [45, 43] employs a
modified form of Petri nets, Fractal [34, 35, 126] has hierarchical components
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with membranes and controllers, and SOFA [36, 106] represents components as
hierarchical templates with interfaces and artifacts. Regarding deployment and
reconfiguration support, Madeus [44] solely enables deployment in a parallel
manner, Aeolus [62, 61] supports both reconfiguration and deployment but relies
on external tools for reconfiguration, Concerto [45, 43] tailors its formalism
for efficient parallel reconfiguration across and within components, Fractal [34,
35, 126] supports dynamic architectures through its API, TOSCA [26, 131,
20] provides standardized workflows for cloud application deployment and
management, and SOFA [36, 106] allows dynamic component creation through
factories. All these component models are manually constructed, an error-prone
and complex task, especially for complex systems. The manual effort required
to accurately define components, constraints, and dependencies can lead to
potential errors in the formal models, particularly for complex systems.

Formal component-based approaches offer rigorous semantics for specifying
component behaviors, enabling analysis and verification of reconfiguration
actions. These models facilitate the automated execution of reconfigurations,
ensuring correctness and consistency, if the formal model was constructed
correctly. The key advantages of these approaches are the ability to synthesize
deployment plans by construction, express parallelism and coordination during
deployment, enable parallel execution of reconfiguration actions, and provide
a structured way to represent and manage software components within a
hierarchical architecture. However, constructing a model relies on human
expertise to define the components and constraints, which can be an error-
prone task, especially for complex systems such as cloud applications.

3.4 Compositionality and Composability
The development of complex, component-based software systems and systems
of systems has become increasingly important in modern software engineering.
These systems are often composed of multiple subsystems that need to be
integrated and coordinated to achieve the desired functionality. In this context,
the concepts of compositionality and composability are important for ensuring
the correctness, flexibility, and adaptability of the overall system.

3.4.1 Introduction to Compositionality and Composabil-
ity

Compositionality and composability are two related but distinct concepts in the
context of component-based software engineering and system construction [125].
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Approach\keys Monitor Analysis Plan Execute
DSPL Approaches

Sossa [130] x
Morin et al. [99] - x x
Acher et al. [3] x x
SALOON [116] x x

Pfannemüller et al. [105] x x
Cordy et al. [50] - - x
Cetina et al. [41] - - x

Component-based Approaches
Fractal [33] - x
Aeolus [62] - x

Madues [44] x
Concerto [45] - x
TOSCA [26] - x
SOFA [36] - x

Dr-BIP [67, 68] - - x

Table 3.1: MAPE-K loop table. A dash (–) in the table signifies that the
corresponding phase is supported manually by developers or through tools
made up at the design time.

Compositionality is concerned with the preservation of component properties
when they are integrated into a larger system. If a system exhibits composi-
tionality, it means that the overall system behavior can be deduced from the
behaviors of its constituent components and their composition rules [125].

The reason why compositionality is an important notion in the context of
software development and model integration is that it permits modular reasoning
about system behavior. As software systems expand and new components
are added, compositionality guarantees that the properties of the current
components are kept, and the behavior of the entire system can be expected
based on the composition of its parts. This is essential to controlling the
complexity of growing systems and maintaining their validity when new features
are implemented.

On the other hand, composability is the ability to combine components in a
meaningful way, such that the resulting system exhibits the desired behavior and
properties [74, 125]. Composability is important for enabling the integration
of new functionalities into existing software systems, as it provides a way to
incorporate new components without disrupting the overall system behavior.
This is a key requirement for supporting the evolution of software systems over
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time, as new features and capabilities need to be added while preserving the
existing functionality.

3.4.2 Composition Approaches for Software Models

In component-based software engineering, compositionality and composability
are important concepts because they allow complex systems to be built from
separate components while maintaining desired properties and behaviours. In
this context, various approaches have been proposed to support the composition
of software systems.

Composition of Feature Models

We will present the work upon which we build and extend, focusing on compo-
sitional aspects. Earlier work by Acher et al. [4, 6] and Carbonnel et al. [38]
proposed techniques for composing FMs using predefined operators such as
union and intersection. To respect the semantics of these operators, specific
rules for merging common features during composition were defined. Building
on this work, Acher et al. [5, 7] introduced more advanced techniques to enable
composing FMs under arbitrary user-defined operators. One approach encodes
input FMs as Boolean formulas [19, 59] and translates the composition operator
into a Boolean formula over encoded models to obtain the composed model
formula. The resulting feature model diagram can then be synthesized from
the Boolean formula. Another approach relates features through constraints
in a separate view model aggregated with inputs. In line with this research,
we contribute with equivalent composition operators designed for composing
run-time JavaBIP models.

In Featured Transitions Systems (FTS) [51], each transition is annotated
with a combination of features to determine the variants that can execute it. As
they were initially thought in the static setting where all the features and their
relationships could be specified in advance and not allowed to change, FTS do
not support run-time adaptation, e.g., of CPS or AI-intensive systems with new
features, constraints and functionalities. In [65] the composition of features
is tackled by both superimposition and parallel composition, which are the
most used in variability-intensive systems engineering. The authors introduce
compositional feature-oriented systems (CFOSs) as a unified formal way for
programs in a guarded command language. Unlike FTS-based verification and
validation, our compositional approach allows mixing design-time and run-time
techniques, and thus by some means they support operations over FTS such as
FTS merge.
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Composition of Aspect Models

An early description of the distinction between positive and negative variability
can be found in [139], where authors combine model-driven and aspect-oriented
software development to support both variability types. In [139] features are
separated in models and composed by aspect-oriented composition techniques
on model level. Positive variability refers to the ability to add new functionality
or features to a system, while negative variability refers to the ability to remove
or disable existing functionality. Aspect-oriented techniques enable the explicit
expression and modularization of variability on model, code, and template levels.
Differently from [139], our approach is only model-driven when supporting
composition and reconfiguration to allow both variability types.

Composition of Component-based Models

In the domain of component-based models, a recent survey [54] emphasizes
that a suitable methodology to ensure the correctness of reconfigurations
in component-based systems is still needed. We believe that the present
work contributes to this active research topic, at both the development and
management stages (cf. [54], Fig. 1).

Component-based models are compositional by their intrinsic nature. Nev-
ertheless, adding composition operators for building complex component-based
systems is of interest, both theoretical and practical, namely because of safety
properties to ensure or to preserve by construction. In this domain, Attie
et al. [13] propose a formal framework for the compositional construction of
software architectures by introducing an associative, commutative intersection
composition operator for architectures. If architectures A1 and A2 enforce safety
properties ϕ1 and ϕ2 respectively, [13] shows that their intersection composition
A1 ∩ A2 enforces the conjunction ϕ1 ∧ ϕ2. Our approach to CBRTVMs compo-
sition also aims to facilitate incremental system construction. However, in our
approach, the composition is directly performed on the syntactic representation
of coordination constraints rather than by encoding interaction models into
Boolean formulas. In addition, we introduce new composition operators beyond
intersection, including union, and strict intersection.

3.5 Conclusion
In this chapter, we provided an overview of the approaches proposed in the
literature to tackle reconfiguration and self-adaptation. These approaches
were categorized into dynamic software product lines approaches and formal
component-based approaches. As motivated by [41, 66], who emphasize the ne-
cessity of integrating different approaches to achieving effective reconfiguration,
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our approach uses software product line tools and component-based models
together to achieve reconfiguration.

Dynamic software product line approaches, leveraging the principles of
software product line engineering, focus on managing variability at run-time to
support dynamic adaptation. These approaches are effective for efficiently man-
aging a large space of potential configurations. The dynamic software product
line approach presented either computes the set of all possible configurations
in advance at design time, or a new valid configuration at run-time. Indeed,
when all valid configurations are precomputed at design time, they must be
stored explicitly, e.g. for determining the appropriate choice at run-time. This
is problematic, since the set of configurations is exponential in the number of
features, but particularly so for distributed systems, where a copy of the list has
to be stored at every node. Alternatively, at run-time, the new configuration
must be computed and validated thus inducing a computational overhead.

Most dynamic software product line approaches presented in the related
work do not state their respective time overheads. However, results from
[129, 130, 21] show that reasoning on FM that only validates configuration
compliance with the FM takes around 103 ms (or more) for 300 features. In
terms of memory, storing all valid configurations for a feature model with n

features would require an amount of memory on the order of 2n−1 bytes. For
example, storing configurations for a feature model with 300 features would
require memory on the order of 1088 bytes, which is impractical. Storing all
valid configurations is only feasible for small feature models with a limited
number of features.

Furthermore, the dynamic software product line approaches, as illustrated
in Table 3.1, do not tackle the execution phase. This limitation is expected, as
these feature models are only employed at run-time to validate or extract a
valid target configuration, without specifying how to transition to that target
configuration. Therefore, there is a need to extend these approaches not only to
reasoning on the validity of the target configuration but also to the execution
path required to reach it.

The presented formal component-based approaches, offer rigorous semantics
for specifying component behaviors and interactions, enabling analysis and
verification of reconfiguration actions. These models facilitate the automated
execution of reconfigurations, ensuring correctness and consistency, if the
formal model was constructed correctly. However, constructing a model relies
on human expertise to define the components and constraints which is an
error-prone task, especially for complex systems such as cloud applications.
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In contrast to both approaches, we introduce an approach that lies in the
generation of a correct-by-construction Component-based Run-time Variability
Model (CBRTVM) that enforces domain constraints for dynamic reconfiguration
while leveraging software product line engineering tools to capture domain
variability. Unlike many works using software product line techniques and tools,
our approach goes beyond employing static variability models at run-time,
e.g., [69], and avoids the overhead of computing or validating new target
configurations explicitly.

To summarize, we propose an approach that leverages both software product
line engineering tools and formal component-based models to facilitate safe
dynamic reconfiguration. The use of software product line tools is to benefit from
the domain variability and automatically generate a component-based run-time
variability model. The generated CBRTVM in JavaBIP introduces monitoring
and controlling of the application behavior by dealing with reconfiguration
requests while ensuring the (partial) validity of all reachable configurations.

We also presented approaches that tackle compositionality and composability.
To our knowledge, the closest work done in this domain to compose two models
is by Attie et al. [13] in the context of component-based systems. We are not
aware of other approaches that perform composition in the same manner as
our proposed method.



Chapter 4

Automatic Generation of
Component-based Run-time
Variability Models

In this chapter, we propose Feco4Reco [72, 70] an approach for deriving exe-
cutable component-based run-time variability models (CBRTVM) from feature
models. The goal is to tackle the research question RQ1: How to enforce
domain constraints during dynamic reconfiguration at low cost?

Our approach leverages principles from software product lines (SPL) and
formal component-based models to enforce domain constraints during safe
dynamic reconfiguration. Specifically, we use feature models from SPL to com-
pactly represent the set of valid configurations by capturing domain constraints.
We then provide automated model transformation rules to derive executable
CBRTVMs from these feature models.

The generated CBRTVM encodes all the constraints and dependencies
specified in the feature model, enabling non-expert developers to safely apply
reconfigurations. Being run-time, this model encodes reconfiguration operations
while ensuring the safety property, saying that only partial-valid configurations
can be reached as a result of any reconfigurations. By leveraging the CBRTVM,
developers without expertise in the hosting context can perform reconfigurations
while adhering to the constraints and dependencies inherent to the platform,
as these are already enforced within the generated model.

4.1 Background
In this section, we introduce the formalization of the models that form the
foundation for our contributions. We introduce a formal notation for feature
models and their semantics in terms of valid configurations. To facilitate incre-
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mental system design and development, we introduce the notion of saturated
partial-valid configurations, which ensure consistency and well-formedness of a
configuration at an intermediate step through reconfiguration.

4.1.1 Feature Model Formalization
Definition 4.1.1. (Feature Diagram) Let F be a set of features, and Node the
set of the nodes of a tree-like structure defined by the grammar of axiom Node:

Node ::= OR
(
Node1, . . . ,Nodek

)
| XOR

(
Node1, . . . ,Nodek

)
| AND

(
[mand]Node1, . . . , [mand]Nodek

)
| leaf

We denote by π ⊆ Node×Node the parent relation, i.e., a node n is a child of
n′ iff π(n) = n′. Let µ ⊆ Node×Node be the reflexive and transitive closure
of π−1, i.e., µ(n) is the set of all descendants of n ∈ Node, including itself.

Definition 4.1.2. (Feature Model) A feature model FM over a set of features
F is a tuple (root, ϕ, ρ, χ), where root ∈ Node, ϕ : µ(root)→ F is an injective
function associating features to nodes, and ρ, χ ⊆ F × F are the requires and
excludes relations, respectively, with χ being symmetric.1

4.1.2 Feature Model Notation
Given a feature f ∈ F that appears in the FM, we denote by nf the node
corresponding to f , i.e., such that µ(nf ) = f . Abusing notation, we also write
π(f) = f ′ iff π(nf) = nf ′ . Given an AND-node n, for each child mandatory
node n′ of n, i.e., such that n = AND(. . . ,mand n′, . . . ), we write mand(n′).

Definition 4.1.3. (Feature Model Dependency Graph) Given a feature model
(root, ϕ, ρ, χ) over F , its dependency graph is a directed graph G = (F,E),
where F is the set of features, and E ⊆ F × F is the set of directed edges
representing the parent, mandatory and requires relations:

E =
{
(f1, f2) | π(f1) = f2

}
∪

{
(f1, f2) | π(f2) = f1 ∧mand(f2)

}
∪ ρ .

The FM semantics is the set of its valid configurations [122].
The following definition allows for incremental design and development of

real-world systems by considering consistent and well-formed configurations,
even if they are not complete.

1In Fig. 4.1, we write f1 ⇒ f2 iff ρ(f1, f2) and f1 ⇒ ¬f2 (equivalently f2 ⇒ ¬f1) iff
χ(f1, f2).
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Definition 4.1.4. (Configuration Semantics) Let FM = (root, ϕ, ρ, χ) be a
feature model over a set of features F and let (F,E) be its dependency graph.
A configuration is a set of features Φ ⊆ F . We say that Φ is

1. free from internal conflict if, for any f1, f2 ∈ Φ, holds (f1, f2) ̸∈ χ;

2. saturated, which means that for any f ∈ Φ, it holds that E(f) ⊆ Φ;

3. valid if it is saturated, free from internal conflict and respects structural
constraints of XOR and OR nodes: exactly one (XOR) or at least one
(OR) child feature selected, respectively (saturation implies the respect of
AND-node constraints);

4. partial-valid if there exists a valid configuration Φ′ ⊇ Φ.

Saturated partial-valid configurations are more restrictive than partially
valid ones, as they require all the dependencies of the selected features to be
included as well. This means that when building complex systems incrementally,
we can ensure that each intermediate step includes the desired features with their
necessary dependencies, resulting in consistent and well-formed configurations.

Assumption 4.1.1. We assume that all considered feature models are such
that any configuration free from internal conflict is partial-valid.

4.2 Motivation
Cloud platforms like Heroku exemplify the key characteristics of cloud comput-
ing described in Chapter 2. Heroku enables developers to build, run, and scale
applications without managing the underlying infrastructure. Heroku relies on
the infrastructure provided by cloud service providers such as Amazon Web
Services (AWS) [142] and Google Cloud Platform (GCP) [27] to host and run
applications deployed on its platform. Applications on Heroku are hosted in
virtualized containers and virtual servers that are provisioned on top of the
infrastructure provided by these cloud providers.

Heroku provides a flexible cloud platform-as-a-service (PaaS) for deploying
and running applications. The platform comprises essential elements such as
Dynos (lightweight Linux containers), geographic regions for hosting applica-
tions closer to users, buildpacks for automating application setup, and a rich
ecosystem of add-on services that can be easily integrated with applications
[76, 85].

The deployment and reconfiguration of applications in the Heroku cloud
environment are governed by specific constraints and dependencies. For instance,
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certain add-on services may be exclusive to specific regions, and Heroku only
permits hosting resources in a single region simultaneously. Additionally,
numerous other constraints and dependencies exist between services in the
cloud environment. Consequently, reconfiguration must be performed in a
manner that respects and adheres to these interdependencies.

To ensure a safe reconfiguration, a systematic approach is required to
identify and follow a valid reconfiguration path that respects the constraints
and dependencies.

4.2.1 Key Elements of the Heroku Cloud Platform
Heroku offers a range of API-controlled services, including dyno types, add-ons,
buildpack, and regions, which provide developers with the means to create
complex applications consisting of interacting pieces. For example, a typical
web application may have a web component that is responsible for handling
web traffic. It may also have a queue (typically represented by an add-on
on Heroku), and one or more workers that are responsible for taking some
elements off of the queue and for processing them. Heroku permits building
such architectures by allowing the user to configure the application using the
dynos, regions, buildpacks, and add-ons.

• Dynos: Heroku applications run on lightweight, isolated Linux containers
called Dynos. These containers provide a secure and scalable runtime
environment for applications. Dynos come in different sizes and configu-
rations, each with its own set of resources (CPU, memory, and storage).
Developers can choose from various Dyno types, such as Free, Hobby, and
Production tier, depending on their application requirements and budget.

• Regions: Heroku offers a global infrastructure with 16 geographic regions
spread across the world. This allows developers to deploy their appli-
cations in locations that are closest to their target clients, minimizing
latency and ensuring optimal performance.

• Buildpacks: Heroku uses buildpacks to automate the process of compiling
and configuring application source code into executable slugs that run on
Dynos. Buildpacks are pre-configured scripts that detect the programming
language and framework used by an application and set up the necessary
dependencies and runtime environment. Heroku supports a wide range
of buildpacks for popular languages such as Ruby, Node.js, Java, Python,
and Go.

• Add-ons: One of the key strengths of the Heroku platform is its extensive
ecosystem of add-ons. Heroku offers over 150 add-on services that can
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be easily integrated into applications to extend their functionality and
capabilities. These add-ons cover a wide range of categories, includ-
ing databases (e.g., PostgreSQL, MongoDB), monitoring and logging
(e.g., New Relic, Papertrail), application performance management (e.g.,
Scout, Librato), security (e.g., Okta, Sqreen), messaging (e.g., SendGrid,
Twilio), search (e.g., Algolia, Elasticsearch), and analytics (e.g., Mix-
panel, Segment). In addition to the pre-built add-ons available in the
Heroku marketplace, Customers can also create their own custom add-ons
and publish them in the Heroku Elements marketplace. This empowers
developers and businesses to build and share specialized services.

The deployment and reconfiguration of applications in the Heroku cloud
environment are subject to specific constraints. For example:

1. Dependency on Region Availability: Certain add-on services, such
as Guru301, are exclusively available in specific regions, e.g., the US
region. Thus, deallocating resources from the US region can disrupt
service dependencies and lead to failures.

2. Exclusive Hosting Region: Heroku allows hosting resources in only
one region at a time. When migrating an application from one region to
another, it is essential to consider that resources cannot be simultaneously
deployed in both regions. Initiating allocation of the EU region while
resources remain deployed in the US region, for instance, will result in a
failure.

4.2.1.1 Valid Reconfiguration Path

Suppose there is an application running on a Hobby dyno within the US region,
and it is utilizing the Guru301 add-on service, which is exclusive to US regions.
If there is a need to migrate this application to the EU region and detach
the Guru301 add-on from the application, a reconfiguration process becomes
necessary. For migration, there is a need to allocate resources in the EU region
and deallocate them from the US region, and simply detach the Guru301 from
the application. The desired new configuration Φ′ would be Φ′ = {Hobby, EU},
while the current configuration Φ is Φ = {Hobby, US,Guru301}.

To achieve a safe reconfiguration to the desired target configuration of
Hobby dyno in the EU region, three actions must be taken:

1. Allocate the resources in the EU region.

2. Deallocate the resources from the US region.
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Table 4.1: Possible paths for performing reconfigurations.

Path Interaction 1 Interaction 2 Interaction 3 Validity
Path 1 Allocate EU Deallocate US Deactivate Guru301 Invalid

Path 2 Allocate EU Deactivate Guru301 Deactivate us Invalid

Path 3 Deactivate us Deactivate Guru301 Allocate EU Invalid

Path 4 Deactivate us Allocate EU Deactivate Guru301 Invalid

Path 5 Deactivate Guru301 Allocate EU Deallocate US Invalid

Path 6 Deactivate Guru301 Deallocate US Allocate EU Valid
Paths 1, 2 & 5 are invalid because the mutually exclusive us and eu regions are both
activated at some point. Paths 3 & 4 are invalid because Guru301 requires us but us is
deactivated first.

3. Deactivate the Guru301 add-on service.

There are six possible paths to reach this desired target configuration from
the current configuration Φ={Hobby, US, Guru301) as presented in Table 4.1.
Each of these paths involves a sequence of activation and deactivation steps,
and the choice of path may have implications for dependencies and constraints
between resources. A naive approach of simply deactivating the US region
first would result in an error. This is because Guru301 depends on US region
availability, so deallocation of the rescources from the US region would break
this dependency and cause Guru301 to fail. Similarly, attempting to allocate
the resources to the EU region while resources are still deployed in US would
also fail. Heroku only allows resources to be hosted in one region at a time, so
resources in the EU cannot be allocated simultaneously with US. Thus, not
all the paths can be taken to reach the target configuration.

The only valid reconfiguration path as presented in Table 4.1 is:

1. First, deactivate the Guru301 add-on while keeping the resources in
the US region. This removes the dependency on the US-only Guru301
service.

2. Next, the resources deployed in the US region can be safely deallocated,
as the Guru301 service is already deactivated and no other service is
reliant on it.

3. Finally, the resources can be allocated in the EU region to complete the
migration to the desired target configuration Φ = {Hobby, EU}

The proposed ordering adheres to the constraints and dependency manage-
ment requirements, ensuring that reconfiguration actions are executed without
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violating any constraints. Failure to comply with these constraints can lead to
disruptions in application continuity. Consequently, a systematic coordination
approach is necessary to facilitate seamless reconfiguration.

Although Path 6 is the only valid reconfiguration path in this specific
example, it is important to note that in other cases, there could be several
potential paths for reconfiguring from the source to the target configurations
while still adhering to the cloud constraints. This highlights the importance
of adopting an approach to the reconfiguration process, ensuring that the
path chosen for the reconfiguration of the system respects cloud constraints.
Furthermore, our proposed model does not restrict or invalidate any of these
valid paths. Instead, it allows for the execution of any valid reconfiguration
path.

4.3 Feco4Reco: A Framework
We propose Feco4Reco [72, 70] an approach to leverage variability models
for acquiring a compact representation of a set of valid configurations of a
system. It aims to automatically generate a formal executable model to safely
perform reconfigurations in a scalable manner. To this end, we take advantage
of feature models and component-based run-time models for enforcing safe-by-
construction behaviour of concurrent component-based systems as discussed in
Chapter 3.

The FeCo4Reco process, shown in Fig 1.1, consists of three stages:
1) domain constraints are specified as a feature model, 2) the feature model is
automatically transformed into a Component-based Run-time Variability Model
(CBRTVM) to make it run alongside the system, 3) the generated CBRTVM
is used by the deployers to set up initial configurations of the system, and
to automatically monitor reconfiguration requests from the environment and
safely execute them at runtime.

4.3.1 Stage 1: Heroku Cloud Feature Model
The Heroku cloud feature model captures the configurable service options and
dependencies in the Heroku platform. It includes the mandatory features Dyno,
Region, and Buildpack, representing core aspects of deploying applications.
The optional features Add_ons allow attaching additional services to extend
functionality, such as managed databases, monitoring, messaging, queuing, and
security services.

As shown in Fig. 4.1, the feature diagram has a tree-like structure with
Heroku_Application as the root feature, presenting the Heroku cloud with
services and constraints. In addition to mandatory features, optional features
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Figure 4.1: Part of the Heroku cloud feature model.

like Heroku add-ons, maintained by third-party providers or Heroku, are
available and can be installed onto applications using the Heroku service
API interface. Other constraints to consider include regional availability of
services, inter-service dependencies, and architectural constraints. Consequently,
developers require expertise in Heroku to manage and control applications safely
while accounting for all constraints on the hosting context.

Example 4.3.1. Figure 4.2 presents a highlighted valid product configura-
tion Φ = {HerokuApplication, Free Dyno,EU Region, Java JVM} within
the Heroku cloud feature model. This configuration represents a specific se-
lection of Heroku platform features that can be used to deploy an application,
and it satisfies the criteria for a valid configuration as defined in Def 4.1.4.
The green rectangle encompasses the chosen features, which include the base
Heroku_Application feature, the Free Dyno, EU Region and Java JVM for
the buildpack of the application. This configuration indicates that the selected
Heroku cloud product will have a Free dyno type deployed in the EU region with
a Java JVM buildpack. The feature model visualization effectively captures the
valid combinations of features and constraints, allowing users or administrators
to explore and select desired configurations for their Heroku-based applications.

In our approach, the feature model is constructed at design time by experi-
enced developers familiar with the target cloud platform. This one-time effort
ensures that the feature model accurately captures the configurable service
options, dependencies, and constraints of the underlying cloud platform. The
feature model is realized based on the specific constraints and capabilities
of the cloud platform, and it will be transformed into a Component-Based
Run-Time Variability Model (CBRTVM) as detailed in Stage 2. While the
example presented uses the Heroku cloud feature model, our approach is not
limited to any particular cloud platform and can be applied to other cloud
environments as well.
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Figure 4.2: Valid product selection.

Figure 4.3: The generation of the component-based run-time variability model
involves a two-step transformation process. Steps 1 and 2 correspond to
Subsections 4.3.2.1 and 4.3.2.2, respectively.

4.3.2 Stage 2: Transformation: Feature Model to Component-
based Run-time Variability Model

This section describes a set of design rules for automatically generating a
component-based run-time variability model using a feature model as input.
Figure 4.3 presents the steps for the transformation of the encoding process. The
encoding of the feature model into a CBRTVM is achieved recursively. Initiated
by the root node of the feature model, each feature triggers the generation of a
corresponding component along with its associated behavior. Consequently, for
every feature in the model, a component is generated. Following the generation
of components, the coordination layer is constructed in accordance with the
constraints specified by the feature model.
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4.3.2.1 Step 1: From Features to Components

To start, we initiate the process by establishing a mapping between features and
components. Building upon the concepts discussed in Sect. 4.1, we undertake
the transformation of a given feature into a corresponding component. Let f
∈ F and nf ∈ Node, s.t. f(nf ) = f. To associate components with the nodes
of the tree-like structure of the root whose nodes correspond to features, we
define a function κ : Node→ 2Comp by:

κ(nf ) =



{enc(nf )}, if nf = leaf
k⋃

i=1
κ(Nodei) ∪ enc(nf ), if nf = OR(Node1, ..., Nodek)∨

nf = XOR(Node1, ..., Nodek)∨
nf = AND([opt]Node1, ..., [opt]Nodek)

(4.1)
This recursive algorithm (Algo 1), captured by the function κ(root), is

designed to guide the systematic process of generating components necessary
for the main root node and its descendant nodes within a hierarchical structure.
The algorithm initiates at the root node and then proceeds into a recursive
exploration through all subsequent sub-nodes until it ultimately reaches the
leaf nodes. The algorithm operates in two modes: leaf node handling and
compound feature handling. For leaf nodes containing a singular feature
like f, the algorithm employs the enc(nf) encoding operation to create a
corresponding component labeled f. When encountering compound features,
the same encoding operation generates a component labeled f. Additionally,
the algorithm invokes itself, κ, for all sub-nodes within the compound feature,
recursively generating components until leaf nodes are reached.
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Algorithm 1 Function κ(nf )
1: function κ(nf )

Require: nf : Node type
Ensure: Components generated for nf and its descendants

2: if nf is a leaf node then
3: return enc(nf )
4: end if
5: components ← []
6: if nf is a compound feature node then
7: subNodes ← extractSubNodes(nf )
8: for subNode ∈ subNodes do
9: components.addAll(κ(subNode))

10: end for
11: components.addAll(enc(nf ))
12: end if
13: return components
14: end function

Component Behaviour Generation Upon establishing the set κ(root) of
components, their behaviors are defined through the automated generation
of finite state machines. Each finite state machine is composed of a finite
set S representing states and a subset T ⊆ S × S signifying transitions. The
transition set T is defined within the Cartesian product of states, specifically
S × S. In addition, a designated initial state init within S is specified. The
individual component, referred to as f, is visually illustrated in Figure 4.4. This
figure encapsulates the behavior of the component within its corresponding
finite state machine (FSM).

enc(nf ) = FSM in Fig. 4.4 (4.2)

States. The generated Finite State Machine associated with component f , the
states are:

• Initial State (init): This state signifies the absence of both feature activa-
tion and feature request.

• Intermediate States:

– Start Feature State (S_f ): a request for the activation of feature f
has been initiated; however, the actual activation has not yet been
carried out.

– Start Reset Feature State (SR_f ): a request for the deactivation of
feature f has been initiated; however, the actual deactivation has
not yet been carried out.
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Figure 4.4: Feature component FSM.

• State (f ): This state represents the successful activation of feature f .

Transitions. The transitions within the FSM are categorized into two types
of ports:

• Spontaneous Transitions: These transitions are represented by green
dashed arrows and are used to receive notifications from the external
environment. Their purpose is to enable the component to automatically
react to external triggers, such as a user activating or deactivating a
feature. When the component receives a notification, if it is in a state
where the spontaneous transition can be triggered, it will execute the
transition, resulting in a state change.

• Enforceable Transitions: These transitions correspond to the execution
of API functions that mandate a component to perform specific actions.
Enforceable transitions represent actions controlled by the JavaBIP engine.
Enforceable transitions are used for coordination between components
to manage dependencies on when a feature can be activated safely and
when it can be deactivated.

Example 4.3.2. Figure 4.4 serves as a visual representation of the FSM corre-
sponding to the feature f . The FSM structure encompasses four distinct states,
explicitly denoted as init, S_f, SR_f, and f, highlighted in blue. Transitions
represented by dashed green arrows are spontaneous transitions (S_f and SR_f)
which are used to request the activation and the deactivation of feature f . For
example, when there is a need to activate feature f , a spontaneous call for f
activation can be made. Assume the component is initially in the init state.
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If the component receives a spontaneous event S_f (start feature f) from the
external environment (typically triggered by the system administrator), and the
component has a transition labeled S_f from the init state, then the component
will execute this spontaneous transition. This will cause the component to
transition from the init state to the S_f state.

The S_f state is an intermediate state (Start feature f) and is not the active
state where the activation API is called for activating feature f . From the
S_f state, an enforceable transition can be executed which is associated with
the activation API once executed to initiate the actual activation of feature
f . This enforceable transition, labeled activate_f, will trigger the API call
for the activation. The execution of this enforceable transition needs to be
coordinated with other components according to the coordination layer, which
will be discussed in the next subsection.

Similarly, when there is a request to deactivate feature f , a spontaneous
transition SR_f will be executed, taking the component from the f state to the
SR_f state (Start deactivation of feature f). From here, another enforceable
transition will be executed to finalize the deactivation of feature f .

4.3.2.2 Step 3: Coordination Layer Generation

Once the individual behaviour of the generated components is defined, a coor-
dination layer between components has to be fixed. Coordination is applied
through interactions, which are sets of ports that define allowed synchroniza-
tions between components. These interactions are graphically represented by
connectors.
Prerequisites for Coordination Layer Generation

To construct this coordination layer in our approach, two essential prerequisites
are needed:

1. Construction of the Feature Model Dependency Graph GF M :
The construction of the dependency graph GF M is carried out in accordance
with Def. 4.1.3. The dependency graph GF M represents the dependencies
between features in the feature model.

2. Computation of the Strongly Connected Components (SCCs):
The subsequent step involves computing the SCCs from the dependency graph
GF M . These SCCs constitute sets of features with interdependencies, embody-
ing features that are mutually reliant.

A key characteristic of Strongly Connected Components (SCCs) is their
ability to identify sets of features that have mutual, bidirectional dependencies.

Example 4.3.3. Consider the case where feature A requires feature B, and
feature B also requires feature A. In this scenario, features A and B would
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form an SCC, as they have a mutual dependency on each other. This means
that if feature A is selected, feature B must also be selected, and vice versa.
There cannot be a valid configuration that includes only A or only B due to
their interdependency.

On the other hand, if there is a one-way dependency, such as feature A
requiring feature B, but not the other way around, then feature B could be
included in a configuration without feature A however feature A to be in the
configuration it requires feature B in the configuration. This is because the
dependency is unidirectional, rather than a mutual, interdependent relationship
captured by an SCC.

For this reason, and to capture the dependencies and interdependencies
between the features, we compute the SCCs that will be used to create the
coordination layer in our approach.

In the context of the feature model depicted in Figure 4.5, the subsequent
generation of the directed graph, is presented in Figure 4.6. For the illustration
purposes, in this graph representation:

• Blue arrows depict require constraints, where the selection of one feature
necessitates the inclusion of another feature due to a dependency.

• Green arrows indicate mandatory child features that must be included if
their respective parent feature is selected.

• Pink arrows represent parent-child hierarchical relationships among fea-
tures in the feature model.

Figure 4.5: An example feature model.
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Figure 4.6: Directed dependency graph generated from the feature model in
Fig. 4.5.

Subsequent to the graph generation, the computation of the SCCs from
the constructed directed graph GF M ensues, as depicted in Figure 4.7. For
example, consider SCC1, containing both the App and Region features. The
interdependence between these features mandates their simultaneous activation
and deactivation. Activating solely the App feature, without considering
the presence of Region, would not respect the underlying dependencies. In
addition, SCC4 encompasses the Guru301 feature, which relies on the App and
US features for its activation, which means that the Guru301 feature can be
activated after the activation of App and US features.

Figure 4.7: Extracted SCCs from GF M .

In the following subsections, we will present the require and accept macros
for the enforceable ports of the CBRTVM components. These macros specify
the coordination between the components.
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Each component corresponding to a feature f has four enforceable ports:
selected, not_selected, activate, and deactivate as presented in Fig 4.4.
We will show how the require and accept macros are constructed for these ports.
For the activate ports, we will refer to the require and accept macros as the
activation macros. Similarly, the require and accept macros for the deactivate
ports will be called the deactivation macros’.

Activation Macros Generation

Before delving into the activation macros, it is important to mention that in our
work, we treat XOR-groups (also known as alternative groups) in feature models
as OR-groups with additional mutual exclusion constraints added between the
child features. Although an XOR-group allows only one of its child features to
be selected, it is semantically represented as an OR-group with the constraint
that the child features are mutually exclusive to each other. To enforce this
mutual exclusion, we extend the feature model by adding pairwise exclude
constraints between all the child features of the XOR-group.

The activation macros for feature f are formulated by considering its
relationships within the feature model structure. These macros are created
using three key components:

• Strongly Connected Component (SCC f): This represents a group
of interdependent features, including f . For the activate port of the
component corresponding to feature f , the require macro will include all
the activate ports of the features in SCC f \ f . This ensures that all the
features in the same strongly connected component are activated together
due to their interdependencies.

• Dependency Set (E(f)): This set encompasses the features that f
relies on for its proper functionality. The require macro for the activate
port of the component corresponding to f will include the selected
ports of all components that correspond to features in E(f)\SCC f . This
ensures that the activate port cannot be executed unless all the features
that f depends on are already active.

• Mutual Exclusion Set (χ(f)): This set consists of features that cannot
be active at the same time as f due to the exclude constraints. The
require macro for the activate port of the component corresponding
to f will include the not_selected ports of all the components that
correspond to features in χ(f). This ensures that the activate port cannot
be executed if any of the features that are mutually exclusive with f are
active.
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The activation macros are defined in equations 4.3 to 4.6.

Equation 4.3 states that firing port activatef requires firing three groups
of ports at the same time: 1) activate ports of features in SCC f except f , 2)
selected ports of features that f depends on outside SCC f , and 3) not_selected
ports of features that f excludes.

requires
(
enc(nf ).activatef

)
def= {enc(nf ′).activatef ′ | f ′ ∈ SCCf \ {f}}

∪ {enc(nf ′).selectedf ′ | f ′ ∈ E(f) \ SCCf } ∪ {enc(nf ′).not_selectedf ′ | f ′ ∈ χ(f)} .
(4.3)

Equation 4.4 states that the required ports of port activatef are also the
accepted ones:

accepts
(
enc(nf ).activatef

)
def= {enc(nf ′).activatef ′ | f ′ ∈ SCCf \ {f}}∪

{enc(nf ′).selectedf ′ | f ′ ∈ E(f) \ SCCf } ∪ {enc(nf ′).not_selectedf ′ | f ′ ∈ χ(f)} .
(4.4)

Similarly, for every feature f ′ ∈ E(f),

requires
(
enc(nf ′).selectedf ′

)
def= ∅

accepts
(
enc(nf ′).selectedf ′

)
def= {enc(nf ′′).activatef ′′ | f ′′ ∈ SCCf }∪

{enc(nf ′′).selectedf ′′ | f ′′ ∈ E(f) \ {SCCf , f
′}} ∪ {enc(nf ′′).not_selectedf ′′ | f ′′ ∈ χ(f)} .

(4.5)

For every feature f ′ ∈ χ(f),

requires
(
enc(nf ′).not_selectedf ′

)
def= ∅

accepts
(
enc(nf ′).not_selectedf ′

)
def= {enc(nf ′′).activatef ′′ | f ′′ ∈ SCCf }∪

{enc(nf ′′).selectedf ′′ | f ′′ ∈ E(f) \ SCCf } ∪ {enc(nf ′′).not_selectedf ′′ | f ′′ ∈ χ(f) \ {f ′}} .
(4.6)

The creation of these activation macros ensures that the dependencies,
exclusions, and interdependencies defined in the feature model are enforced
during the execution of the activate ports. Furthermore, in Section 4.4, we
present the theoretical results that show the composed CBRTVM models are
correct by construction and reconfigurations are carried out in a safe manner
such that only partial-valid configurations can be reached as a result of any
reconfiguration.



60 Automatic Generation of Component-based Run-time Variability Models

Deactivation Macros Generation

Given the construction of the macros for activation, the corresponding deacti-
vation connectors can be derived by reversing the activation. In other words,
the process of deactivating a feature f is symmetrical to the activation process,
where the reverse operation of activation is deactivation, and selected becomes
not_selected of E−1(f) set extracted from the transpose graph G−1

F M .

requires
(
enc(nf ).deactivatef

)
def= {enc(nf ′).deactivatef ′ | f ′ ∈ SCCf \ {f}}

∪
{
enc(nf ′).not_selectedf ′ | f ′ ∈ E−1(f) \ SCCf

}
.

accepts
(
enc(nf ).deactivatef

)
def= {enc(nf ′).deactivatef ′ | f ′ ∈ SCCf \ {f}}

∪
{
enc(nf ′).not_selectedf ′ | f ′ ∈ E−1(f) \ SCCf

}
.

(4.7)
For every feature f ′ ∈ E−1(f),

requires
(
enc(nf ′).not_selectedf ′

)
def= ∅

accepts
(
enc(nf ′).not_selectedf ′

)
def= {enc(nf ′′).deactivatef ′′ | f ′′ ∈ SCCf }

∪
{
enc(nf ′′).not_selectedf ′′ | f ′′ ∈ E−1(f) \ {SCCf , f

′}
}
.

(4.8)
Notice that the exclude constraints are not considered because they only

affect the activation of features, not their deactivation. The exclude constraints
ensure that certain features cannot be active at the same time. However, when
a feature is being deactivated, the exclude constraints do not play a role, as
the deactivation of a feature does not depend on the activation state of the
features it excludes.

Example 4.3.4. Based on the feature model presented in Fig. 4.8, the co-
ordination layer macros were generated. To illustrate this step, let us con-
sider Algolia_real_time_search feature, which forms a singleton strongly
connected component (SCC) in the dependency graph G generated from the
feature model presented in Fig. 4.8. The SCC has only one dependency:
Messaging_and_queuing is the parent of Algolia_real_time_search fea-
ture. Moreover, Algolia_real_time_search is not mutually exclusive with
any other features in the model. Using this information, the macro for the
activation of Algolia_real_time_search feature is created as discussed in
Sect.4.3.2.2, which is represented graphically by Connector C1. This connector
synchronises activatef port of Algolia_real_time_search component with
selectedf port of its parent Messaging_and_queuing component. Intuitively,
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Figure 4.8: Part of the generated CBVM for the Heroku cloud FM: The
behaviour of all the components is the same as shown in Fig. 4.4. For the sake
of clarity, we shorten the names of the ports to the first letter.

this ensures that the configuration with Algolia_real_time_search can be
reached only when its dependencies are satisfied.

Similarly, consider the deactivation of Messaging_and_queuing feature,
which forms a singleton strongly connected component (SCC) in the G−1, and it
has four dependencies with its sub-features. Using this information, the macro
for the deactivation of Messaging_and_queuing feature is created as discussed
in Sect. 4.3.2.2 which is represented graphically by Connector C5. Connector
C5 synchronizes port deactivatef of component Messaging_and_queuing with
all ports not_selectedf of its sub-features. Intuitively, this ensures that the
parent can be deactivated only when all its sub-features are in inactive states.

Proposition 4.3.1. Given a CBRTVM, for each interaction e allowed by
Eqs. (4.3–4.8), exactly one of the sets {f ∈ F | enc(nf).activatef ∈ e} and
{f ∈ F | enc(nf).deactivatef ∈ e} is not empty. Furthermore, that set is an
SCC of the dependency graph.
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In other words, given a CBRTVM, each interaction is either a feature activa-
tion or deactivation, which involves a strongly connected component in the
dependency graph.

Proof. Follows trivially from Eqs. (4.3–4.8).

4.3.3 Stage 3: CBRTVM Integration
Stage 3, encompassing the integration of the CBRTVM into real-world case
scenarios and its practical evaluation, will be covered in Chapter 6. In chapter 6
we will show how the generated CBRTVMs are integrated into practical appli-
cations and will discuss the results obtained from evaluating its performance in
real-case scenarios.

Until now, we have demonstrated the FeCo4Reco transformation process
for generating the CBRTVM from a feature model. In the next section, we will
prove the properties about the reachable states in the generated CBRTVM.

4.4 Preserving Feature Model Semantics in
CBRTVM

After having performed all the steps, the encoding process presented in Fig. 4.3
terminates. Indeed, at every step, the designed rules deal with finite sets of
features, constraints, nodes, components, and connectors. It is easy to establish
that the FM semantics in terms of feature configurations [122] is preserved from
the FM to the CBRTVM by applying the encoding process, as the dependency
graph issued from the feature model is used.

Since the CBRTVM is a JavaBIP model, it inherits the operational se-
mantics of JavaBIP [28]. Notice that all interactions among enforceable ports
correspond to either the activation of features (Eqs. (4.3–4.6)) or their deac-
tivation (Eqs. (4.7) and (4.8)). Requesting individual feature activation or
deactivation is done through notifications on spontaneous ports.

By construction, the operational semantics of the CBRTVM is represented
by an LTS, whose states are implicitly described configurations with selected
features, and whose transitions are labeled by interactions. Performing inter-
actions leads to a configuration change, i.e., reconfigurations, and this section
describes the properties of the reached states in the CBRTVM.

The reachable states in the CBRTVM correspond to configurations in the
feature model. To reason about the properties of these reachable states, we will
present a definition of the mapping function that links a state to a configuration,
as defined in Definition 4.4.1.
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Definition 4.4.1 (Mapping Function). Let L = (Q,Σ,→) be the LTS of a
JavaBIP model CM generated using from FM using the FeCo4Reco transfor-
mation process. Let ψ : Q 7→ 2F be the mapping from a state q = (sf1 , . . . , sfn)
in Q to a configuration Φ = {f1, . . . , fn} ⊆ F of FM defined by:

ψ(q) = {M(sf1), . . . ,M(sfn)}

where for every 0 ≤ i ≤ n, M(sfi
) is defined by:

M(sfi
) =

f̄i if sfi
= init or sfi

= S-f
fi otherwise

Intuitively, the M function encodes a component state sfi
into either the

presence or the absence of feature fi in configuration Φ. Specifically:

• if sfi
is the initial state (init) or the requested state (S-f), then feature

fi is marked as absent (f̄i);

• otherwise, M maps sfi
to fi being present in configuration Φ.

We abuse notation and say that a configuration Φ in the feature model is
reachable in the CBRTVM if ψ(Φ) is reachable in the LTS of the CBRTVM.

Proposition 4.4.1. Any state reachable in the CBRTVM corresponds to a
saturated partial-valid configuration.

Proof. We proceed by induction.
Base case: the empty configuration trivially respects all dependencies and,

by Assumption 4.1.1, can be completed to a valid configuration.
Induction hypothesis: if all configurations of size ≤ n reachable in the

CBRTVM are saturated partial-valid then that is also the case for configurations
of size n+ 1.

Induction step: Let Φ be a reachable configuration of size n+ 1. There
is a reachable configuration Φ′ ⊊ Φ and a transition Φ′ e−→ Φ with e and
interaction allowed by Eqs. (4.3–4.6). Clearly, |Φ′| ≤ n. Hence, by the
induction hypothesis, Φ′ is a saturated partial-valid configuration. Let C =
{f ∈ F | enc(nf ).activatef ∈ e}. By Proposition 4.3.1 and the fact that Φ′ ⊊ Φ,
C is an SCC of the dependency graph. By Eqs. (4.3–4.6), the dependencies of all
features in C are satisfied. Hence Φ is saturated. Furthermore, also by Eqs. (4.3–
4.6), the activation of C cannot violate any exclusion constraints. Hence Φ is
free from internal conflict and, by Assumption 4.1.1, it is partial-valid.
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Lemma 4.4.1. Let Φ ⊆ F be a saturated partial-valid configuration. Let C be
an SCC of the dependency graph. Then either C ⊆ Φ or C ⊆ F \ Φ.

Proof. Suppose that C ⊆ F is an SCC, such that both Φ ∩ C ̸= ∅ and
(F \ Φ) ∩ C ≠ ∅. Then there exists an edge (f, f ′) ∈ C, such that f ∈ Φ and
f ′ ̸∈ Φ, contradicting the assumption that Φ is saturated. Indeed, by Def. 4.1.4,
we have f ′ ∈ E(f) ⊆ Φ.

Proposition 4.4.2. Let Φ ⊂ Φ′ be two saturated partial-valid configurations.
Assume ψ(Φ) is the current state of the CBRTVM. Then the operation of
requesting the activation of all features in Φ′ \Φ is confluent and terminates in
the configuration Φ′.

Proof. Observe that requesting the activation of features is performed by
sending event notifications to spontaneous ports. Since components defined in
Section 4.3.2.1 do not have conflicts among transitions labelled by spontaneous
ports, such requests are fully independent.

Since Φ′ is saturated partial-valid, it respects all dependencies and is free
from internal conflict. By Lemma 4.4.1, there exist SCC C1, . . . , Ck, such that
Φ′ \ Φ = ⋃k

i=1 Ci. We continue the proof by induction on k.
Base case: k = 1, i.e., Φ′ \ Φ is an SCC. By Eqs. (4.3–4.6), the features in

Φ′ \ Φ can only be activated as one interaction. By observing the behaviour
of components defined in Section 4.3.2.1 it is clear that this interaction can
only be executed after the execution (in any order) of all spontaneous ports
corresponding to the requests of these features. Thus, there is only one execution
path possible and it leads to Φ′.

Induction hypothesis: If the statement of the proposition holds for all Φ
and Φ′ such that Φ′ \Φ is the union of k − 1 SCCs, then it also holds for those
with k SCCs.

Induction step: By Eqs. (4.3–4.6), the activation of SCCs must respect a
topological ordering of the DAG obtained by factoring the dependency graph
by its SCCs. W.l.g. assume that 1, . . . , k is a sub-sequence of one such ordering,
i.e., features from an SCC Ci depend only on those from SCCs Cj with j < i.
Then, for all l ∈ [1, k], the configuration Φ ∪ ⋃l

i=1 Cl is saturated partial-
valid. Applying the base case and the induction hypothesis to Φ ∪ C1 and Φ′

and noticing that we did not put any restrictions on the topological ordering
concludes the proof.

Corollary 4.4.1. For any reachable state in the CBRTVM, there exists a
reachable state that corresponds to a valid configuration.



4.4 Preserving Feature Model Semantics in CBRTVM 65

Proof. Let Φ be a reachable configuration. By Proposition 4.4.1, it is saturated
partial-valid. Hence, there exists a valid configuration Φ′ ⊇ Φ. Applying
Proposition 4.4.2 to Φ and Φ′ proves the corollary.

Corollary 4.4.2. Any saturated partial-valid configuration is reachable in the
CBRTVM.

Proof. Let Φ be a saturated partial-valid configuration. Applying Proposi-
tion 4.4.2 to ∅ and Φ shows that it is reachable.

Lemma 4.4.2. Any synchronized activation of a set of features can be reversed
by the corresponding synchronized deactivation of the same features.

Proof. The SCCs of GF M and its transpose are identical by definition. The
transposition of GF M is used because deactivating a feature requires all depen-
dent features to be inactive, which is the opposite of the activation process.
This symmetry enables the symmetric derivation of macros for deactivation
interactions, as shown in Eqs. 4.7–4.8 in Sect. 4.3.2.2.

Lemma 4.4.3. Let Φ and Φ′ be two saturated partial-valid configurations.
Then Φ ∩ Φ′ is a saturated partial-valid configuration.

Proof. Consider any feature f ∈ Φ ∩ Φ′. Since both Φ and Φ′ are saturated
partial-valid, we have E(f) ⊆ Φ and E(f) ⊆ ∩Φ′ by Def 4.1.4. Thus, E(f) ⊆
Φ∩Φ′, i.e., Φ∩Φ′ is saturated. Furthermore, since Φ and Φ′ do not violate any
exclusion constraints then Φ ∩ Φ′ does not violate any exclusion constraints.
Hence Φ ∩ Φ′ is free from internal conflict and, by Assumption 4.1.1, it is
partial-valid.

Proposition 4.4.3. Let Φ and Φ′ be two saturated partial-valid configurations.
Assume ψ(Φ) is the current state in the CBRTVM. Then the configuration
Φ′ can be reached by deactivating all and only those features in Φ \ Φ′, then
activating all and only those features in Φ′ \ Φ.

Proof. By Lemma 4.4.3, Φ∩Φ′ is a saturated partial-valid configuration. Hence,
by Prop. 4.4.2, Φ can be reached from Φ ∩ Φ′ by requesting the activation
of all features in Φ \ (Φ ∩ Φ′) = Φ \ Φ′. By Lemma 4.4.2, this implies that
Φ ∩ Φ′ can be reached from Φ by requesting the deactivation of all features in
Φ \ Φ′. Similarly to the above, Φ′ can be reached from Φ ∩ Φ′ by requesting
the activation of all features in Φ′ \ (Φ ∩ Φ′) = Φ′ \ Φ.
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Figure 4.9: Part of the CBRTVM generated for the feature model presented in
Fig. 4.5.

Based on all the theoretical results, the CBRTVM ensures safe reconfigura-
tion management for software systems. The CBRTVM provides the capability
to perform reconfigurations without the need to compute a path. The coor-
dination layer, which is built based on the dependency graph of the feature
model by Def. 4.1.3, ensures that the activation or deactivation of a feature
occurs in the correct order and only if it is feasible to execute. Additionally, if
the interaction of activation or deactivation of a feature is not possible from
the current configuration, it will not be executed thus it will be on hold until it
can be executed.

Example 4.4.1. Building on Example 4.3.1, let us consider the scenario where
we need to move the system from configuration
α1 = {Heroku_Application, Process_type, Dyno, Free, Region, US, Add_ons,
Messaging_and_queuing, Guru301}
to
α2 = {Heroku_Application, Process_type, Dyno, Free, Region, EU}
by changing the region from US to EU and deactivating the Guru301 service.

Fig. 4.9 illustrates the three components Guru301, EU, and US. These com-
ponents are in the Guru301, init, and US states, respectively. Two con-
nectors, C1 and C2, are represented. Connector C1 indicates that the port
deactivate_f can be executed only in synchronization with the not_selected
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port of the Guru301 component. Connector C2 indicates that the activation
of the activate port of the EU component requires synchronization with the
not_selected port of the US component due to the mutual exclusion constraint
between the US and the EU components. As we provide part of the CBRTVM,
we ignore the other endpoints of the connectors, and this is represented by the
dashed lines on the connectors.

Assume the three spontaneous events are triggered by activation of the EU ,
deactivation of US and deactivation of Guru301 from the α1 state. There are
six possible reconfiguration paths, as shown in Table 4.1, that can be taken to
move the system from configuration α1 to α2. The CBRTVM can receive the
reconfiguration request in any order, however, not all reconfiguration paths are
valid, as certain interactions can only occur in specific states.

Assume a deactivation request for the US region is received while the system
is in configuration α1. In this case, the US component will receive the spon-
taneous request and transition to the SR_f state. However, the deactivation
port (deactivate_f) of the US region cannot be executed immediately because
the deactivation requires synchronization with the not_selected port of the
Guru301 component, which is still active and in the Guru301 state. In this
state, the not_selected port is not enabled. Consequently, the deactivation
of the US region cannot proceed from the current configuration α1, and the
US component will remain in the SR_f state until the Guru301 component is
deactivated.

The only interaction possible from configuration α1 is the deactivation of
Guru301 feature, as none of the other features depend on it. Once Guru301
feature is deactivated, the US region feature can be deactivated since it requires
synchronization with the not_selected port of Guru301 component, which
is already deactivated (component Guru301 is in the init state where port
not_selected is enabled). Therefore, the interaction for deallocating resources
from the US region can be executed in synchronization with the not_selected
of the component Guru301. Finally, the activation of the EU feature can only be
executed from the state where the US region is not active since the EU feature is
mutually exclusive with other regions, and its activation should be synchronized
with the "not_selected" ports of other regions. Hence, the interaction for
activating EU can be executed only from a state where the US region is not
active.

Therefore, the order of interactions enforced by the generated CBRTVM is to
first deactivate Guru301, then deactivate US, and finally activate EU. Any other
order can take the system through a not-saturated partial valid intermediate
configuration.
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To conclude, notice that the CBRTVM is only generated once without
computing the set of valid configurations. In particular, this means that we
do not have to compute the reconfiguration plan. Furthermore, it drives the
reconfiguration process in a “lazy” manner, by postponing feature (de)activation
until it can be safely executed.

4.5 Conclusion
In this chapter, we presented an automated approach for enforcing by con-
struction the safe reconfiguration behaviour of software products through the
automatic derivation of executable, component-based run-time variability mod-
els (CBRTVMs) from feature models. The CBRTVMs, control the application
behaviour by handling reconfiguration requests and executing them so as to
ensure the saturated partial validity of all reachable configurations without
having to compute, nor validate them at runtime. Our approach ensures the
preservation of feature model semantics and constraint consistency in the gener-
ated models as established in Sect. 4.4. Thus, we answer the research question
RQ1: "How to enforce domain constraints during dynamic reconfiguration at
low cost?". Our approach generates CBRTVMs that enforce domain constraints
encoded in the feature model.

The term Component-Based Run-Time Variability Model (CBRTVM) high-
lights the following facts: 1) the model in question is executable and can be
used at run time to enforce the domain constraints, and 2) the set of valid
configurations is never computed explicitly but is derived from components
representing individual features.

The key threat to the validity of our work lies in Assumption 4.1.1. We
expect this assumption to hold for a large proportion of realistic feature
models. Efficiently verifying or enforcing this assumption in the general case is
challenging [84]. However, we can implement additional heuristics based on
the propagation of exclusion constraints to increase the proportion of feature
models that satisfy the assumption.



Chapter 5

Composing Run-time Variability
Models

Software evolution [42] is the continual development of system software to
extend its own functionality over time by integrating new functionalities not
originally modeled.

To enable modeling a system as it evolves, there must be a means to
integrate sub-models encapsulating new functionality into the original model.
To support such an evolution, component models are expected to be composable
in such a way as to be able to merge two separate models into one model that
encapsulates the modified configuration space.

In this chapter, we will delve into addressing research questions 2 and 3,
which we introduced in Chapter 1:

RQ2 How can we enable compositionality in our approach?

RQ3 How can we ensure that the compositional approach consistently enforces
domain constraints based on the semantics of the composition?

In Chapter 4, we presented an automated model transformation approach
called FeCo4Reco for enforcing safe reconfiguration of software products by
construction. The generated CBRTVMs are represented in the JavaBIP frame-
work [28]. We aim to tackle RQ2 and RQ3 by enabling compositionality in the
FeCo4Reco approach, allowing the composition of multiple CBRTVMs derived
from different feature models (FMs). The ability to compose CBRTVMs is
important, as it enables the construction of complex variability models from
smaller, reusable parts. However, to preserve the semantics and properties
of the original FMs during composition, it is important to use composition
operators with well-defined semantics. To this end, building upon the work
presented in Chapter 4, this chapter introduces a study of novel JavaBIP
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Figure 5.1: Overview of Feature and JavaBIP models composition

composition operators that enable our approach to be compositional while
preserving the safety of dynamic reconfiguration. These operators correspond
to the standard FM composition operators: union (∪), intersection (∩), and
strict intersection (∩̇).

By defining JavaBIP composition operators that mirror these FM operators,
we can compose the generated CBRTVMs based on the desired composition
semantics, be it union, intersection, or strict intersection. Figure 5.1 provides
an overview of our compositional approach. Our objective is to define, for each
FM composition operator ◦ ∈ {∪,∩, ∩̇}, a corresponding JavaBIP composition
operator ◦′, such that applying ◦′ to compose CM1 and CM2 yields a composed
model CM ′ whereof the behaviour is equivalent to that of CM .

5.1 Composition of Feature Models
In this chapter, we adopt a denotational logic-based methodology for the
composition of feature models, as outlined in [7]. This methodology encompasses
the following steps:

1. The input feature models FM1 and FM2 are encoded as propositional
formulae ϕF M1 and ϕF M2 respectively.

2. The composition operator is translated into a Boolean logic formula ϕc

representing the composed feature model FM .

3. The feature diagram is then synthesized from ϕc.
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We focus on the three composition operators inspired by the ones in [7] and
defined by the following Boolean formulae:

Intersection (∩): ϕ = ϕF M1 ∧ ϕF M2

Strict Intersection (∩̇): ϕ =
(
ϕF M1 ∧ not(F2 \ F1)

)
∧

(
ϕF M2 ∧ not(F1 \ F2)

)
Union (∪): ϕ = ϕF M1 ∨ ϕF M2

where the set of features of the composed feature model is F = F1 ∪ F2, and,
for a given set of features F ′ ⊆ F , we define not(F ′) def= ∧

f∈F ′ ¬f .
Thus, a configuration Φ ⊂ F1 ∪F2 is valid in FM1 ∩FM2 iff Φ∩Fi is valid

in FMi for both i = 1, 2. It is valid in FM1 ∩̇FM2, iff Φ is valid in FM1 and
FM2. Finally, Φ is valid in FM1 ∪FM2 if the constraints for each feature in Φ
are satisfied in either FM1 or FM2. Notice that [[FM1]] ∪ [[FM2]] ⊆ [[FM ]]
holds, but [[FM1]] ∪ [[FM2]] = [[FM ]] does not necessarily hold.

When synthesizing feature diagrams from Boolean formulas, it is important
to note that a single Boolean formula corresponds to multiple possible feature
model structures. Despite potential differences in dependency graphs, these
varying structures encode the same set of valid configurations. In our work, we
do not restrict the structure of the diagram for a given Boolean formula. Any
algorithm can be used for synthesizing feature models, as long as the diagram
is equivalent to the original formula.

5.2 Composition of CBRTVMs
This section provides a detailed presentation of CBRTVMs and of their compo-
sition. Our approach is structural. Let CM1 and CM2 be two CBRTVMs. To
compose them into CM ′ based on a composition operator ◦′, we take the union
of their component sets, and compose the sets of their coordination macros. This
section first describes the modification of components and macros to enhance
flexibility in the activation and deactivation of features w.r.t. FeCo4Reco [72].
Then, it explains how these macros are composed for each of the composition
operators presented in Section 5.1.

5.2.1 Macros for Composition
In the context of the FeCo4Reco model transformation, for each feature f ,
a corresponding component is generated, denoted as enc(nf) (see Fig. 4.4).
In this Chapter, we slightly alter the transition names for conciseness: we
use af to denote activatef , df for deactivatef , sf for selectedf , and nsf for
not_selectedf . Each state of the generated components represents either the
presence or the absence of the corresponding feature in the configuration.
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In the CBRTVM generated, the coordination macros strictly encode de-
pendencies among features. Indeed, the transformation computes the strongly
connected components (SCCs) of the dependency graph and, for each feature
f , defines the corresponding require and accept macros by putting

af Requires af1 , . . . , afm , sf ′
1
, . . . , sf ′

n
, nsf ′′

1
, . . . , nsf ′′

p

af Accepts af1 , . . . , afm , sf ′
1
, . . . , sf ′

n
, nsf ′′

1
, . . . , nsf ′′

p

where, f1, . . . , fm ∈ SCCf \ {f}, f ′
1, . . . , f

′
n ∈ E(f) \ SCCf , and f ′′

1 , . . . , f
′′
p ∈

χ(f).
To introduce greater flexibility in the (de)activation of features within the

model, we modify the original macros while preserving essential properties
proven in Chapter 4. Specifically, any reachable state in the generated JavaBIP
model corresponds to a saturated partial-valid configuration of the feature
model. Conversely, if there exists a valid configuration in the feature model,
it is guaranteed to be reachable in the JavaBIP model. The statements and
proofs of these results follow the proofs of the results presented in Chapter 4.

Definition 5.2.1. (Macros for Composition) The macros for composition are
defined by:

af Requires (af1 ; sf1), . . . , (afm ; sfm), (sf ′
1
; af ′

1
), . . . , (sf ′

n
; af ′

n
), nsf ′′

1
, . . . , nsf ′′

p

af Accepts af1 , sf1 , . . . , afm , sfm , sf ′
1
, af ′

1
, . . . , sf ′

n
, af ′

n
, nsf ′′

1
, . . . , nsf ′′

p
, ...

where the semicolon in parentheses denotes disjunction (logical OR), whereas
the comma denotes conjunction (logical AND).

Note that the dots in the Accept macros represent ports added after the
saturation of the Accept macros, which is important since Accept macros
are used to specify the list of all ports that are allowed to synchronize with
the given port, as presented in Section 2.4. The need for saturation arises
from the fact that the Require macros are transitive. Without saturation of
the Accept macros, some transitively required ports in the Require macros
may be excluded from the Accepts macros, leading to the restriction of those
interactions. More details about the saturation process of the Accept macros,
will be presented later in Section 5.2.3.

Example 5.2.1. Consider the dependency graph in Fig. 5.2. In the con-
text of SCC2 depending on SCC1, the modified macros for the activation
ports of the components corresponding to features in SCC2 are of the form:
aC Requires (aA; sA), (aB; sB) and aC Accepts aA, sA, aB, sB. It states that
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Figure 5.2: Example of a dependency graph

the ac port can be synchronized with both aA and aB ports (allowing SCC2 to
be activated together with SCC1), or with either sA or sB (allowing SCC2 to
be activated after SCC1).

Let GF M = (F,E) be the feature model dependency graph and let G′ =
(V ′, E ′) be the directed acyclic graph (DAG) obtained by factoring GF M by its
strongly connected components. The dependency relation ≺ on V ′ is defined
as s1 ≺ s2 if (s2, s1) ∈ E ′. We say that s2 depends on s1.

The above modifications of the macros allow (de)activation of SCCs within
the same transition as those they depend on. Definition 5.2.1 ensures that the
SCC activation still respects the dependency graph. Furthermore, the results
in Chapter 4 still hold.

5.2.2 Composing Requires Macros
As mentioned in the opening of Sect. 5.2, the composition of CBRTVMs is
structural: composition operators are defined on the sets of macros. Let us
consider two sets of Requires macros, denoted ρ1 and ρ2. A new set ρ of
Requires macros will be obtained in relation with operator ◦′ ∈ {∪,∩, ∩̇}.

Definition 5.2.2. (Composition Operators) Let ρ1 and ρ2 be two sets of
Requires macros. We define the following composition operators:

• Intersection (∩):

ρ1 ∩ ρ2
def= {x Requires L1 , L2 | (x Requires L1) ∈ ρ1 and (x Requires L2) ∈ ρ2} ∪
{(x Requires L) ∈ ρ1 |x ∈ P1 \ P2} ∪ {(x Requires L) ∈ ρ2 |x ∈ P2 \ P1}

• Strict Intersection (∩̇): ρ1 ∩̇ ρ2
def= ρ1 ∩ ρ2, where, for i ∈ 1, 2,

ρi
def= ρi ∪ {x Requires false |x ∈ P3−i \ Pi} .
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(A port that requires false will never be executed, as explained in Sec-
tion 2.4. )

• Union (∪):

ρ1 ∪ ρ2
def= {x Requires L1 ; L2 | (x Requires L1) ∈ ρ1 and (x Requires L2) ∈ ρ2} ∪
{x Requires true |x ∈ P1 \ P2} ∪ {x Requires true |x ∈ P2 \ P1}

(A port that has a “Requires true” can be executed as a singleton, as
explained in Section 2.4.)

5.2.3 Saturation Process for Accepts Macros
The composition of Accepts macros is independent of the composition operator
used. For two sets of macros α1 and α2, it is defined as the saturation of the
set:

{x Accepts L1 , L2 | (x Accepts L1) ∈ α1 and (x Accepts L2) ∈ α2}
∪ {x Accepts L1 |x ∈ P1 \ P2} ∪ {x Accepts L2 |x ∈ P2 \ P1} .

Notice that, without saturation, ports required for interaction may be
excluded from the Accepts macros. For instance, consider a scenario where
port x requires port y (i.e. x Requires y), and port y requires port z (i.e.
y Requires z). If the Accept macro for x only contains y (i.e. x Accepts y)
after composition, then port z will be excluded (cf. Sect 2.4). However, based
on the Requires macros, x transitively requires z since y Requires z. To
address this, saturation expands the right-hand side of each Accepts macro to
include all ports required for interaction. In the example, it would add z to
the Accepts macro for x, ensuring x accepts all necessary ports.

Let α = {a1, a2, ..., an} represent the set of Accepts macros, where each
macro is denoted as ai : xi Accepts Li. We perform a saturation on α, which
systematically iterates over each Accepts macro ai ∈ α, initializing the right-
hand side rhsi with Li. It then expands rhsi by conjoining additional ports
from other Accepts macros that can interact with ports currently in rhsi. This
iteration continues until rhsi stabilizes.

The resulting set α contains saturated Accepts macros, where the right-hand
side of each macro encompasses all ports across composed interactions. This
ensures the Accepts macros handle all relevant ports involved in potential
interactions.

5.2.4 Composition Operators on JavaBIP models
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Definition 5.2.3. (Composition) Let CM1 = (C1, ρ1, α1) and CM2 = (C2, ρ2, α2)
be JavaBIP models as defined in Sect. 2.4. Their composition by ◦′ ∈ {∪,∩, ∩̇}
is the JavaBIP model CM ′ = (C’, ρ′, α′) where:

• C’ = C1 ∪ C2 is the union of their components,

• ρ′ is the composed require macros, i.e. ρ′ = ρ1◦′ρ2 as defined in Sect 5.2.2,

• α′ is the saturated accept macros as defined in Sect 5.2.3.

Note that, when these composition operators are applied to CBRTVMs,
the resulting models can be optimised. In the process of synthesizing a feature
diagram from a Boolean formula in feature modelling [7], dead features can
be identified and removed as they cannot be part of any valid configuration
of FM . This goes beyond the scope of this chapter, it is worth noting that
the composed CBRTVM can be similarly optimised when a (sub)set of dead
features is known. When composing the JavaBIP models CM ′ = CM1 ◦′ CM2,
the component set is defined as the union C ′ = C1 ∪ C2 (see Sect. 5.2.4).
Consequently, C ′ may contain components corresponding to dead features that
may be excluded when synthesizing the composed feature model FM . To that
end, CM ′ can also be modified by removing all such components corresponding
to dead features. In addition, macros should be refined by removing ports
associated with components corresponding to dead features. Ports that are on
the left-hand side of a macro, e.g. pf Requires L1, should be removed. For
ports that appear on the right-hand side of a macro, e.g. pf ′ Requires L1 with
af ∈ L1, the list L1 can be replaced by false, since at least one of the ports
required to fire p′

f (the one corresponding to the dead feature) will never be
enabled. For accept macros, ports linked to dead features are simply removed.

5.3 A Bisimulation for Correctness and Com-
positionality Results

In the context of FMs, various structures can be synthesized from the same
Boolean formula, leading to differing saturated partial-valid configurations.
However, the set of valid configurations is the same. On their side, two
CBRTVMs generated from a FM have the same set of valid configurations
reachable from the initial configuration, but they may have different paths
and intermediate states to reach the valid configuration. To deal with such a
situation, we consider paths in the LTSs, rather than single transitions.

Bisimulation is a binary relation commonly used in Concurrency Theory (e.g.,
[120]) to establish the behavioural equivalence between two transition systems:
whenever one system can execute an action, the same action can be executed by
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the other from any equivalent state, and vice versa. Bisimilarity ensures that,
not only the states reachable within the two systems are equivalent but so are
the execution options at every moment. In this section, we propose the notion
of multi-step UP-bisimulation, which extends the concept of bisimulation by
allowing transitions to match over multiple steps.

The multi-step UP-bisimulation is then used to show that the composed
CBRTVMs preserve the semantics of the composed feature models (correct-
ness of the encoding), and the equivalence is the congruence for the defined
composition operators (compositionality of the encoding) on CBRTVMs.

Definition 5.3.1 (P-path). Let L = (Q,P,→), with → ⊆ Q× 2P ×Q, be an
LTS. Let P be a predicate on Q. A P-path in L is a sequence of transitions
q1

l1−→ q2
l2−→ . . .

lk−→ qk+1, such that both P(q1) and P(qk+1) hold. We write
q1

u=⇒
P

qk+1, with u = ⋃k
i=1 li.

Notice that Def. 5.3.1 does not exclude the possibility of P holding on the
intermediate states of a P-path.

Figure 5.3 Figure 5.4

Figure 5.5: Two feature models that have the same set of valid configurations.

Example 5.3.1. Consider the feature models shown in Figures 5.3 and 5.4.
These two feature models have the same set of valid configurations:

1. F1, F3

2. F1, F2, F3

However, they have different sets of saturated partial-valid configurations. This
is because the dependency graphs and the sets of strongly connected components
(SCCs) are not the same, as depicted in Figures 5.6 and 5.7. Trivially, in
Figure 5.7, F1 and F3 form an SCC, while in Figure 5.3, each feature forms an
SCC by itself. Even though the set of valid configurations is the same for the
two feature models, their different structures lead to different sets of saturated
partial-valid configurations.
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Figure 5.6 Figure 5.7

We now introduce the notion of the multi-step UP-bisimulation, which
allows us to compare behaviors of two LTSs (Labeled Transition Systems)
with respect to states that satisfy a given predicate. It tolerates violations
of interaction atomicity, meaning that a single transition in one LTS can be
matched by multiple transitions in the other LTS, as long as the resulting sets
of observable actions (those not part of the unobservable ports U) coincide.

Definition 5.3.2 (Multi-step UP-Bisimulation). Let Li = (Qi, Pi,→i), with
i = 1, 2 and →i ⊆ Qi × 2P ×Qi be two LTSs. Let P be a predicate on Q1 ∪Q2.
Let U ⊆ P1 ∪ P2 be a set of unobservable ports, such that P1 \ U = P2 \ U . A
relation R ⊆ Q1 ×Q2 is a multi-step UP-bisimulation if, for all (q1, q2) ∈ R,
hold the following two conditions:

• for any q1
u1=⇒
P

q′
1, there exists q2

u2=⇒
P

q′
2, such that (q′

1, q
′
2) ∈ R and

u1 \ U = u2 \ U ,

• and symmetrically for any q2
u2=⇒
P

q′
2 in L2.

Notice that, in the classical setting, when transition labels are singleton, i.e.
→ ⊆ Q ×

{
{p} | p ∈ P

}
× Q with P = P1 = P2, multi-step UP-bisimulation

reduces to the classical bisimulation by taking P = true and U = ∅.

Definition 5.3.3 (Multi-step UP-bisimilarity). Given two JavaBIP models
JB1 and JB2, a predicate P on their states and a set of unobservable ports U ,
we say that they are multi-step UP-bisimilar, denoted JB1 ≃UP JB2, if there
exists a multi-step UP-bisimilation relating the initial states of their semantic
LTSs.

Let FM1 and FM2 be two feature models, ◦ ∈ {∪,∩, ∩̇}, CM and CM ′ be
the CBRTVMs derived as in Fig. 5.1 with F and F ′ their respective sets of
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features. We are interested in comparing the configurations reached by the two
models. Thus, we want to observe what features are activated or deactivated
following given activation or deactivation requests.

Notice that, while F ⊆ F ′ = F1 ∪ F2 by construction, it is possible that
F ⊊ F ′, since dead features may be eliminated in FM1 ◦ FM2.

In this context, we define the set of unobservable ports to be (see Fig. 4.4)

U def= {selectedf , not_selectedf | f ∈ F ′} ∪ {S-f, SR-f | f ∈ F ′ \ F} .

Since the notion of a saturated partial-valid configuration is specific to any
given feature model, to establish equivalence of two CBRTVMs, we have to
limit our consideration to valid configurations only. Thus we take P to be
the predicate, such that P(q) evaluates to true exactly when ψ(q) is a valid
configuration of the composed feature model FM1 ◦ FM2 (c.f. Fig. 5.1).

To prove the correctness of the composition operators’ encodings, we have
to show that, for any FM1 and FM2, holds CM ≃UP CM ′.

The following lemmas and corollaries presented in this section are used
to prove the main results in this chapter, namely Proposition 5.3.1, for the
intersection, union, and strict intersection operators.

Lemma 5.3.1. Let ψ(q) be a configuration in FM and q u−→ q′ be a transition
in LCM corresponding to a spontaneous event, i.e. u = {S-f} or u = {SR-f}
for some feature f . Then ψ(q) = ψ(q′).

Proof. As detailed in the operational semantics of CM in Section 2.4, state q
in LCM contains a state from the enc(nf) component, denoted as sf , where
sf is the component’s current active state which can be init, S-f, SR-f, or f
as shown in Fig.4.4. By Def. 4.4.1, a spontaneous transition of label S-f in
component enc(nf ) is from state init to state S-f . Both states init and S-f are
mapped to the absence of feature f , denoted as f̄ , in configuration ψ(q). The
same applies for transition SR-f . Therefore, a spontaneous transition does not
modify the feature configuration. Then ψ(q′) = ψ(q).

Lemma 5.3.2. Let FM be the composed feature model from FM1 and FM2

using intersection operator such that ϕfm = ϕF M1 ∧ϕF M2. A valid configuration
Φ ∈ [[FM ]] iff Φ ∩ Fi ∈ [[FMi]] for i = 1,2.

Proof.

Φ |= ϕF M ⇒ Φ |= (ϕF M1 ∧ ϕF M2) (by definition of ϕF M)
⇒ Φ |= ϕF M1 ∧ Φ |= ϕF M2 (semantics of ∧)
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Applying the configuration to only the relevant features:

Φ ∩ F1 |= ϕF M1

Φ ∩ F2 |= ϕF M2

Similarly, the reverse direction can be shown using the semantics of the con-
junction operator.

Corollary 5.3.1. Let F1, F2 be the feature sets of FM1 and FM2 respectively.
Let FM be a feature model such that ϕF M = ϕF M1 ∧ ϕF M2. If Φ ∈ [[FM ]]
then Φ1 = F1 ∩ Φ and Φ2 = F2 ∩ Φ are valid in respectively FM1 and FM2,
and Φ = Φ1 ∪ Φ2.

Proof. By Lemma 5.3.2, given that Φ is a valid configuration in FM , it follows
that Φ ∩ Fi is a valid configuration in FMi for i = 1, 2. Building on this, the
corollary comes from:

Φ1 ∪ Φ2 = (F1 ∩ Φ) ∪ (F2 ∩ Φ) = (F1 ∪ F2) ∩ Φ = Φ

Lemma 5.3.3. Let FM be the composed feature model from FM1 and FM2

using intersection operator (◦ = ∩). For any valid configuration Φ′ in FM and
any feature f ∈ Φ′, it holds that SCCGF M1

(f) ∪ SCCGF M2
(f) ⊆ Φ′.

Proof. Let f ∈ Φ′. By Lemma 5.3.2, since Φ′ ∈ [[FM ]], it follows that Φ′∩F1 ∈
[[FM1]] and Φ′ ∩ F2 ∈ [[FM2]] where F1, F2 are the feature sets of FM1, FM2

respectively. In particular, SCCGF M1
(f) ⊆ Φ′ ∩F1 and SCCGF M2

(f) ⊆ Φ′ ∩F2.
It follows that SCCGF M1

(f) ⊆ Φ′ and SCCGF M2
(f) ⊆ Φ′. Taking the union on

both sides proves the claim that SCCGF M1
(f) ∪ SCCGF M2

(f) ⊆ Φ′.

Lemma 5.3.4. Let FM be the composed feature model from FM1 and FM2

using ◦ = ∩ operator. For any valid configuration Φ′ ∈ [[FM ]] and a feature
f ∈ Φ′, it holds that E(f) ⊆ Φ′ where E(f) = EGF M1

(f) ∪ EGF M2
(f).

Proof. Given ϕF M = ϕF M1 ∧ϕF M2 . Since Φ′ |= ϕF M , Φ′ satisfies the constraints
in both FM1 and FM2. This means for any f ∈ Φ′, all dependency relations for
f hold in both models. As E(f) consolidates all such dependencies across the
models, any feature f ′ ∈ E(f) must satisfy the constraints as well. Therefore,
if f ∈ Φ′, then E(f) ⊆ Φ′.

Lemma 5.3.5. Let FM be the composed feature model from FM1 and FM2

using intersection (◦ = ∩) operator. For any valid configuration Φ′ in FM and
any feature f ∈ Φ′, it holds that χGF M1

(f) ∪ χGF M2
(f) ̸⊂ Φ′.
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Proof. By Lemma 5.3.2, Φ′ is valid in FM , then Φ′ ∩ Fi is valid in FMi for
i = 1, 2. Since Φ′ ∩ Fi is valid in FMi for i = 1, 2, then χF Mi

(f) ∩ Φ′ = ∅ for
i = 1, 2. Thus, χGF M1

(f) ∪ χGF M2
(f) ̸⊂ Φ′ concludes the proof.

Lemma 5.3.6. Let FM be the composed feature model from FM1 and FM2

using union operator such that ϕfm = ϕF M1 ∨ ϕF M2. A valid configuration
Φ ∈ [[FM ]] if Φ ∩ F1 ∈ [[FM1]] or Φ ∩ F2 ∈ [[FM2]] or both.

Proof. Φ is valid configuration in [[FM ]], then Φ |= ϕF M . By semantics of
disjunction, this implies Φ |= ϕF M1 or Φ |= ϕF M2 . Applying Φ only to the
relevant feature sets F1 and F2:

Φ ∩ F1 |= ϕF M1 or Φ ∩ F2 |= ϕF M2

Therefore, Φ ∩ Fi is valid in FMi for i = 1 or i = 2 or both.

Lemma 5.3.7. Let FM be the composed feature model from FM1 and FM2

using the union (◦ = ∪) operator. For any valid configuration Φ′ in FM and any
feature f ∈ Φ′, it holds that SCCGF M1

(f) ∪ EGF M1
(f) ⊆ Φ′ or SCCGF M2

(f) ∪
EGF M1

(f) ⊆ Φ′ or both.

Proof. Let f ∈ Φ′. By Lemma 5.3.6, since Φ′ ∈ [[FM ]], it follows that
Φ′ ∩ F1 ∈ [[FM1]] or Φ′ ∩ F2 ∈ [[FM2]] where F1, F2 are the feature sets of
FM1, FM2 respectively. Without loss of generality, assume Φ′ ∩ F1 ∈ [[FM1]]].
In particular, this means SCCGF M1

(f) ⊆ Φ′ ∩ F1 and EGF M1
(f) ⊆ Φ′ ∩ F1.

Therefore, SCCGF M1
(f) ⊆ Φ′ and EGF M1

(f) ⊆ Φ′. By similar reasoning, if
Φ′ ∩ F2 ∈ [[FM2]], then SCCGF M2

(f) ⊆ Φ′ and EGF M2
(f) ⊆ Φ′. Thus, this

proves the claim that SCCGF M1
(f) ⊆ Φ′ or SCCGF M2

(f) ⊆ Φ′ or both.

Lemma 5.3.8. Let FM be the composed feature model from FM1 and FM2

using the union operator. For any valid configuration Φ′ in FM and any
feature f ∈ Φ′, it holds that χGF M1

(f) ̸⊂ Φ′ or χGF M2
(f) ̸⊂ Φ′, or χGF M1

(f) ∪
χGF M2

(f) ̸⊂ Φ′.

Proof. Let Φ′ be a valid configuration in FM and f ∈ Φ′. By Lemma 5.3.6,
either Φ′ ∩ F1 ∈ [[FM1]], in which case χGF M1

(f) ̸⊂ Φ′ since Φ′ ∩ F1 is valid
in FM1; or Φ′ ∩ F2 ∈ [[FM2]], in which case χGF M2

(f) ̸⊂ Φ′ since Φ′ ∩ F2 is
valid in FM2; or both, in which case χGF M1

(f) ∪ χGF M2
(f) ̸⊂ Φ′ since Φ′ ∩ F1

is valid in FM1 and Φ′ ∩ F2 is valid in FM2. Therefore, either χGF M1
(f) ̸⊂ Φ′,

χGF M2
(f) ̸⊂ Φ′, or χGF M1

(f) ∪ χGF M2
(f) ̸⊂ Φ′ holds.

Proposition 5.3.1. Let FM1 and FM2 be two feature models. Let L =
(Q,P,→) and L′ = (Q′, P ′,→) be, respectively, the semantic LTSs of the
CBRTVMs CM and CM ′ as shown in Figure 5.1. Then CM ≃UP CM ′ with
P and U be defined as above.
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5.3.1 Proof of Intersection Case

Proof. (Intersection Case) From LCM to L′
CM ′: Let q1

u=⇒ qn+1 be any multi-
step transition in LCM, with u = l1 . . . ln. Let q′

1 be the state in L′
CM ′ such

that (q1, q
′
1) ∈ R. Let Φ = ψ(q1) and Φ′ = ψ(qn+1). By Definition 5.3.1, Φ and

Φ′ ∈ [[FM ]]. Without loss of generality, intermediate states are assumed to
correspond to non-valid configurations; indeed, otherwise, q1

u=⇒ qn+1 can be
divided into shorter parts respecting this assumption.

Consider the following cases:
Case 1: Spontaneous interaction. Let u be an interaction corresponding to
the execution of a spontaneous event received in LCM : u can be either {S-f}
or {SR-f} (cf. Fig. 4.4). State q1 is a tuple of component states including one
of enc(nf ) component. Starting from q1 and according to u, enc(nf ) performs
the transition from init to S-f when u = {S-f}, or from f to SR-f when
u = {SR-f}.

As (q1, q
′
1) ∈ R, the component states in q′

1 in L′
CM ′ mirror those in q1. Thus,

enc(nf ) in q′
1 can execute the same interaction u, leading to q′

2. By Lemma 5.3.1,
both P(q2) and P(q′

2) hold, ensuring (q2, q
′
2) ∈ R satisfying conditions of a

multi-step UP-bisimulation.
Case 2: Interactions Involving Enforceable Ports. Consider u = l1 . . . ln
in the system LCM , where both l1 and ln correspond to an interaction involving
enforceable ports.

Let L′
CM ′ be over B that is the set of components that correspond to the

features in Φ′ \Φ. Based on the composed macros for the intersection operator
in Def. 5.2.2, firing the port af for any component b ∈ B requires firing:

af Requires (af ′
1
; sf ′

1
), . . . , (af ′

m
; sf ′

m
), | f ′

i ∈ SCCf = SCCGF M1
(f) ∪ SCCGF M2

(f) \ {f}
(5.1a)

(af ′′
1
; sf ′′

1
), . . . , (af ′′

n
; sf ′′

n
), | f ′′

i ∈ E(f) = EGF M1
(f) ∪ EGF M2

(f) \ SCCf

(5.1b)
nsf ′′′

1
, . . . , nsf ′′′

k
| f ′′′

i ∈ χ(f) = χF M1(f) ∪ χF M2(f)
(5.1c)

Since state qn is reached in LCM and u involves interactions with enforceable
ports, for any component b ∈ B the state becomes f . This implies that in LCM ,
port af is fired for every component b ∈ B. Consequently, af must first be
enabled, and to be enabled the component should either have already received
and executed a spontaneous activation event before the multi-step transition u,
or can be received and executed starting from q′

1, i.e., there is an interaction



82 Composing Run-time Variability Models

li among those of u, 1 < i < n, and li = {S-f} or li = {SR-f}. Thus, given
that the same components B are concerned in CM ′, it follows that CM ′ will
receive the same set of spontaneous events as in u.

W.l.g, let us assume that in L′
CM all spontaneous activation events are

received starting from q′
1. By Case 1, these spontaneous events can be executed

and:
q′

1
l1−→ q′

2 . . . q
′
m−1

lm−1−−−→ q′
m

Upon reaching state q′
m in L′

CM ′ , it is established that port af is enabled
for each component b in B. Now, we need to prove the existence of a transition
q′

m
lm−→ q′

m+1 in L′
CM , with lm = {af | f ∈ Φ′\Φ}. To substantiate this transition,

we must demonstrate two key aspects for every port af of a component b in
B: firstly, the right-hand side of the require macro for af , as specified in the
composed model CM ′, is enabled; and secondly, that the accept macro for af

accepts all the required ports.
Given that SCCGF M1

(f) ∪ SCCGF M2
(f) ⊆ Φ′ and E(f) = EGF M1

(f) ∪
EGF M2

(f) ⊆ Φ′, as supported by Lemma 5.3.3 and Lemma 5.3.4, we can
conclude that the ports a′

f for all components corresponding to features in
both SCCf and E(f) are enabled, thus satisfying conditions in Eq. 5.1a and
in Eq. 5.1b.

Furthermore, by Lemma 5.3.5, χGF M1
(f) ∪ χGF M2

(f) ̸⊂ Φ′, thus for all
components corresponding to features in χGF M1

(f) ∪ χGF M2
(f), port nsf ′ is

enabled, satisfying conditions in Eq. 5.1c.
Additionally, the saturation of accept macros guarantees that all ports

required by af are accepted for the interaction (cf. Sect. 5.2.3). Therefore,
this concludes the existence of a transition of label l′ = {af} ∪ {a′

f | f ′ ∈
SCCf∪E(f)}∪{nsf ′′′ | f ′′′ ∈ χ(f)}, where l′m = l′\{sf1 , . . . , sfn , nsf1 . . . , nsfn},
keeping only the observable ports. Consequently, we can assert that

q′
m

l′m−→ q′
m+1

Consequently, the existence of u′ = l′1 . . . l
′
m in L′

CM is established, where
n⋃

i=1
li in LCM is equal to

m⋃
i=1

l′i in L′
CM . Furthermore, the attainment of all

requested features in Φ′ within L′
CM and the equality

n⋃
i=1

li =
m⋃

i=1
l′i ensure that

P(qm+1) holds. This implies that the component states in qn+1 and qm+1 are
the same, thereby confirming that (qn+1, q

′
m+1) ∈ R.

The same reasoning can be applied to the deactivation. Indeed, any syn-
chronized activation of a set of features can be reversed by the corresponding
synchronized deactivation of the same features.
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From L′
CM to LCM : Let q1 be the state in LCM such that (q′

1, q1) ∈ R

and q′
1

u′
=⇒ q′

n be a multi-step transition in L′
CM ′ , where u′ = l′1 . . . l

′
n. Let

Φ′ = ψ(q′
n). Since P(q′

n) holds, then Φ′ ∈ [[FM ]]. Therefore, given that LCM is
generated from FM through the FeCo4Reco transformation process, as outlined
in [72], by Lemma 4.4.3, we deduce that state qm+1, where Φ′ = ψ(qm+1), can
be reached within LCM . Hence, there exists a multi-step transition u from q1,
where u = u′, and (q′

n, qm+1) ∈ R, and we are done.

5.3.2 Proof of Strict Intersection Case

Proof sketch. (Strict Intersection Case) The reasoning for strict intersection
follows that of the intersection case, with the primary distinction being the
exclusion of unique features. However, this is tackled through the composition’s
encoding, wherein the macros of both models incorporate (p Requires false)
for every port p found exclusively in one of the models (p ∈ P1 \ P2 ∪ P2 \ P1).
Intuitively, this means that ports that are exclusive to a model will never
participate in any interaction.

5.3.3 Proof of Union Case

Proof. (Union Case) The proof is similar to the intersection case up until
the composition of the required macros. For the union composition operator,
the require macros are composed as disjunctions instead of conjunctions (cf.
Def. 5.2.2) and extended with "p Requires true" for p ∈ P1 \ P2 ∪ P2 \ P1.
Specifically, firing the port af for any component b ∈ B requires firing:

af Requires (af ′
1
; sf ′

1
), . . . , (af ′

m
; sf ′

m
), | f ′

i ∈ SCCf = SCCGF M1
(f) \ {f}

(5.2a)
(af ′′

1
; sf ′′

1
), . . . , (af ′′

n
; sf ′′

n
), | f ′′

i ∈ EGF M1
(f) \ SCCf

(5.2b)
nsf ′′′

1
, . . . , nsf ′′′

k
| f ′′′

i ∈ χF M1(f)
(5.2c)
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or requires firing:

af Requires (af ′
1
; sf ′

1
), . . . , (af ′

m
; sf ′

m
), | f ′

i ∈ SCCf = SCCGF M2
(f) \ {f}

(5.3a)
(af ′′

1
; sf ′′

1
), . . . , (af ′′

n
; sf ′′

n
), | f ′′

i ∈ EGF M2
(f) \ SCCf

(5.3b)
nsf ′′′

1
, . . . , nsf ′′′

k
| f ′′′

i ∈ χF M2(f)
(5.3c)

The same reasoning for the spontaneous events can also be applied, thus,
w.l.g, let us assume that in L′

CM all spontaneous activation events are received
starting from q′

1, then these spontaneous events can be executed and:

q′
1

l1−→ q′
2 . . . q

′
m−1

lm−1−−−→ q′
m

Upon reaching state q′
m in L′

CM ′ , it is established that port af is enabled for
each component b in B. Now, we need to prove the existence of a transition
q′

m
lm−→ q′

m+1 in L′
CM , with lm = {af | f ∈ Φ′ \ Φ}. To substantiate this

transition, we must prove two key aspects for every port af of a component
b in B: firstly, the right-hand side of the require macro for af , as specified in
the composed model CM ′, is enabled; and secondly, the accept macro for af

accepts all the required ports.
By Lemma 5.3.7, one has SCCGF M1

(f) ⊆ Φ′ and EGF M1
(f) ⊆ Φ′, or

SCCGF M2
(f) ⊆ Φ′ and EGF M2

(f) ⊆ Φ′, or both, it follows that the ports a′
f

for all components corresponding to features in SCCGF M1
(f) ∪ EGF M1

(f) ,
SCCGF M2

(f)∪EGF M2
(f), or both, are enabled. Consequently, this satisfies the

conditions in either Eq. 5.2a and 5.2b, Eq. 5.3a and 5.3b, or both. Then, by
Lemma 5.3.8, either χF M1(f) ̸⊂ Φ′, χF M2(f) ̸⊂ Φ′, or χF M1(f)∪ χF M2(f) ̸⊂ Φ′.
Consequently, for all components corresponding to features in χ(f), the port
nsf ′ is enabled. This ensures compliance with the conditions specified in either
Eq. 5.2c, Eq. 5.3c, or both. Therefore, at least one of Eq. 5.2 or Eq. 5.3 is
satisfied.

Additionally, the saturation of accept macros guarantees that all ports
required by af are accepted for the interaction (cf. Sect. 5.2.3). Therefore, this
concludes the existence of a transition of label l′ = {af}∪{a′

f | f ′ ∈ SCCf ∪
E(f)} ∪ {nsf ′′′ | f ′′′ ∈ χ(f)}, where l′m = l′ \ {sf1 , . . . , sfn , nsf1 . . . , nsfn},
keeping only the observable ports from state q′

m, such that:

q′
m

l′m−→ q′
m+1
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Consequently, the existence of u′ = l′1 . . . l
′
m in L′

CM is established, where
n⋃

i=1
li in LCM is equal to

m⋃
i=1

l′i in L′
CM . Furthermore, the attainment of all

requested features in Φ′ within L′
CM and the equality

n⋃
i=1

li =
m⋃

i=1
l′i ensure that

P(qm+1) holds. This implies that the component states in qn+1 and qm+1 are
the same, thereby confirming (qn+1, q

′
m+1) ∈ R.

The same reasoning can be applied to the deactivation. Indeed, any syn-
chronized activation of a set of features can be reversed by the corresponding
synchronized deactivation of the same features.

From L′
CM to LCM : The proof follows the same reasoning as in the

intersection case.

5.3.4 Congruence of the UP-bisimulation
Multi-step UP-bisimulation is not a congruence on JavaBIP models in general
since it allows the breaking of interaction atomicity. However, it is a congruence
on the sub-algebra of models generated from CBRTVMs by the composition
operators defined in Section 5.2.

Proposition 5.3.2. Let CM1, CM2, and CM3 be three models composed from
CBRTVMs. Let P be a predicate on the states of CM1 and CM2 and U a set of
unobservable ports, such that CM1 ≃UP CM2. For any operator ◦′ ∈ {∪,∩, ∩̇},
holds CM1 ◦′ CM3 ≃U ′P ′ CM2 ◦′ CM3, with

• P ′(q) = true iff P(q12) = true and ψ(q3) is a valid configuration in CM3,
with q12 and q3 the projections of q on the union of state spaces of CM1

and CM2, and on the state space of CM3, respectively,

• U ′ def= U ∪ {selectedf , not_selectedf | f ∈ F3}, where F3 is the set of
features in CM3.

Sketch of the proof. First of all, notice that any P-path can be extended to a
longer P-path in the semantic LTS of the same CBRTVM by firing unobservable
not_selected ports after the firing of the corresponding (de)activate ports.

Consider a P ′-path π in CM1 ◦′ CM3. Let π1 and π3 be its projections
onto CM1 and CM3, respectively. The path π1 is a P-path and, by multi-step
UP-bisimilarity has an equivalent P-path π2 in CM2. Assume that π2 cannot
be synchronised with an extension of π3 and consider the first state where this
happens. That means that the firing of some port p in π2 or π3 is blocked by
a require macro modified by the composition operator (see Defn. 5.2.2), i.e.
either p Requires false (strict intersection), or p Requires L1, L2.
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The first case (p Requires false) can only occur when p ∈ (P1\P2)∪(P2\P1),
meaning that p is an enforceable port corresponding to a dead feature. However,
such a port cannot be fired in the first place.

Thus, all possible cases lead to contradictions, proving the proposition.

These new results with the multi-step UP-bisimulation used guarantee that
for a given composition operator, a reachable state in the composed CBRTVM
corresponds to a saturated partial-valid configuration in the composed feature
model.

5.4 Conclusion
In this chapter, we introduced and studied composition operators for CBRTVMs,
enabling automated construction of component-based systems in a modular
fashion. It provides re-usability by allowing CBRTVM models to be reused
across systems and instances through composition, flexibility by enabling
composing models according to specific user needs through various operators,
and adaptability by facilitating the incremental addition of functionalities.

In a broader software engineering perspective, we have automatically related
the composition of feature models—well-established variability models—with
the composition of component-based models. We have also provided new com-
position operators for the CBRTVMs, that preserve the FM semantics. These
contributions push FM variability and their composition, which are available
at the design and development stages, into safe run-time reconfiguration.

With the proposed encoded composition operators, we have answered RQ2
by enabling compositionality through the introduction of novel CBRTVM
composition operators that correspond to the well-studied FM composition
operators as presented in Section 5.2. Furthermore, in Section 5.3, we have ad-
dressed RQ3 by ensuring that the composed CBRTVMs preserve the semantics
of the composed feature models, ensuring the correctness of the encoding.

Finally, to prove the correctness and compositionality of our approach,
we have introduced a novel multi-step UP-bisimulation relation. While it is
not a congruence on JavaBIP models in general, we have shown that it is a
congruence on the sub-algebra of JavaBIP models generated by CBRTVMs.



Chapter 6

Practical and Experimental
Validation

To demonstrate the practical applicability and effectiveness of our approach,
we conducted several experiments. First, we implemented the FeCo4Reco
transformation process using the ATLAS Transformation Language (ATL) and
integrated the generated JavaBIP runtime CBRTVM with a cloud computing
system. We measured the runtime overhead of the CBRTVM and showed that
it is negligible.

Next, we validated that the CBRTVM enforces safe reconfigurations by
deploying a simple web application on the Heroku cloud. We showed through
two scenarios that the CBRTVM prevents unsafe reconfigurations. Finally, we
evaluated the composition operators - union, intersection, and strict intersection
- implemented in the macro composer. Using the Heroku and CloudWatch
feature models, we composed their CBRTVMs and demonstrated through reach-
ability analysis that the composed CBRTVM behaves as expected theoretically
for the three operators.

6.1 Implementation of FeCo4Reco Transforma-
tion Process

We have implemented the model transformation process of FeCo4Reco using
the ATLAS Transformation Language (ATL) [81]. ATL allows specifying rules
for transforming a source model conforming to a source metamodel into a target
model conforming to a target metamodel.

In our implementation, the source models are feature models in XML format
conforming to the feature model metamodel [116] (Figure 6.1). The target
models are component-based models conforming to the JavaBIP metamodel [94]
(Figure 6.2).
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The ATL transformation rules specify how entities in the feature model
(e.g., features, constraints) are mapped to components, ports, and coordination
macros in the JavaBIP model. The output of the ATL transformation is an
XML file representing the JavaBIP architectural model.

This XML file is then parsed using the DOM API in Java to generate the
JavaBIP runtime executable including:

• Java classes representing the BIP components and their ports

• Glue code implementing the coordination between components

The source code of our implementation is available on Zenodo [2] for
reproducibility.

Figure 6.1: Feature model metamodel.

Figure 6.3 shows the FeCo4Reco architecture that enables stages 3 (Sect.4.3).
The CBRTVM consists of BIP Specs and the coordination glue. Each BIP
Spec is run by a dedicated Executor (forming a JavaBIP module), which
implements the FSM semantics and notifies the JavaBIP Engine about the
enabled enforceable transitions. The engine uses the coordination glue to
decide which components should take which transitions and notifies them
accordingly. Component transitions that represent actual reconfiguration
actions issue the corresponding HTTP requests through the feature APIs.
Finally, reconfiguration requests are injected into the system in the form of
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Figure 6.2: JavaBIP metamodel.

spontaneous event notifications (cf. Chapter 2, Sect. 2.4). This can be done by
different means depending on the requirements of the Cloud computing system.
For this work, we have designed a dashboard application with two buttons
(Activate and Deactivate) for each feature as shown in Fig. 6.4.

6.2 Heruko Deployer Overview
The Heroku cloud deployer project was Simon’s project that enables deployment
of Java servlet applications on the Heroku cloud platform. It utilizes the Heroku
CLI to provision resources and manage the deployment process. Heroku CLI is
a tool for interacting with the Heroku platform programmatically. It provides
a set of commands that enable developers to configure and manage Heroku
resources and deploy applications directly from the command line.

We have extended this project by integrating the HerokuDeployer compo-
nent, as illustrated in Figure 6.6, into the CBRTVM. This integration allows
for the automatic deployment of applications to the Heroku cloud, specifically
targeting the Java Virtual Machine (JVM) region in the US or EU with the
free dyno resource configuration. Furthermore, we have implemented a user
interface within the CBRTVM that facilitates the activation or deactivation
of Heroku add-ons to the deployed application. Through this interface, the
Guru301 add-on can be requested to be provisioned to the application.

The HerokuDeployer component as shown in Figure 6.5 initiates its op-
eration in the init state. Subsequent to this initial phase, the configuration
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Figure 6.3: Integration of the JavaBIP CBRTVM with a Cloud Computing
System.

Figure 6.4: An interface for users to trigger requests.

is set to utilize a free dyno through the execution of the command heroku
dyno:type=free. Following this configuration, the container is designated
to the EU region by the command heroku config:set HEROKU_REGION=eu.
The final step in the configuration process involves the selection of the JVM
buildpack, accomplished with heroku buildpacks:set heroku/java. Each
of these transitions is facilitated by API calls specifically designed to allocate
the necessary resources.

Once the configuration of the resources is set up, the deployment of the
locally built WAR file to the Heroku container is achieved through the use of
the command:

heroku war:deploy /path/to/your/app.war --app your-app-name

This sequence of operations allows the deployment process within the Heroku
environment.
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Figure 6.5: Heroku deployer component.

6.2.1 Performance Evaluation

On the overhead measures To evaluate the performance overhead introduced
by our approach, we conducted experiments by executing the generated JavaBIP
runtime and comparing it to direct reconfiguration for feature models of varying
sizes. The feature models were randomly generated with different numbers of
features: 100, 200, and 300 features.

For each feature model size, we generated 20 random feature models and
applied our FeCo4Reco transformation to produce the corresponding JavaBIP
runtime. We then measured the time and memory overhead incurred during
the reconfiguration process, which involves transitioning the system from one
valid configuration α1 to another valid configuration α2. These configurations
were selected randomly.

As depicted in Figure 6.7, the coordination logic introduced by our approach
incurs a small constant overhead in terms of both time (measured in milliseconds)
and memory (measured in megabytes). Notably, this overhead was observed to
be negligible compared to the typical resource requirements of cloud applications,
demonstrating the practical applicability of our approach in real-world scenarios.

6.2.2 Safe Reconfiguraiton

On safe reconfiguration To illustrate that the reconfigurations are performed
safely we deployed a simple web application onto the Heroku cloud with the
CBRTVM generated from the Heroku cloud FM (Fig. 4.1). The CBRTVM
is running on a local server using Tomcat 9. It intercepts (re)-configuration
requests via APIs using HTTP request methods. The CBRTVM acts on the
received requests to control migrating the system along a safe path to the
desired configuration. A simple configuration for the web application is dyno
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Figure 6.6: The overview of Heroku Deployer integrated into CBRTVM.

free (free container), region (EU), and build-pack (Java jvm). Consider two
reconfiguration scenarios in relation to Example 4.3.1:

1. Adding add-on Guru301 service to the application hosted in the US region

2. Adding add-on Guru301 service to the application hosted in the EU region

Scenario 1: In this case, the Guru301 service is successfully added to the web
application. Indeed, the web application is hosted in the us region. Thus, the
CBRTVM transition for activating Guru301 is triggered synchronously with
the selection of the US region. The final configuration is shown in Fig. 6.8.
Scenario 2: In this case, the Guru301 service is not added to the web applica-
tion. Upon receiving the request, the CBRTVM postponed the activation of
Guru301 service until the application region becomes us. The final configuration
is shown in Fig. 6.9.

Furthermore, Figures 6.8 and 6.9 show the final configurations for two
scenarios described in Sect. 6 obtained with the generated CBRTVM.
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Figure 6.7: Model overhead (average values for the generated FMs).

Figure 6.8: Using the generated
CBRTVM to request the Guru301 add-
on to the us region knowing that
Guru301 requires us: success.

Figure 6.9: Using the generated
CBRTVM to request the Guru301 add-
on to the eu region knowing that
Guru301 requires us: no add-ons.

This experiment demonstrates the effectiveness of the CBRTVM in ensuring
safe reconfigurations of cloud-based applications. By intercepting and coor-
dinating reconfiguration requests, the CBRTVM guarantees that the system
transitions along a safe path to the desired configuration, adhering to the
constraints specified in the feature model. The two scenarios illustrate the
CBRTVM’s ability to handle dependencies between components, such as the
requirement for the Guru301 add-on to be added to the application only when
the resources of the application are allocated in the US region.
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Table 6.1: Feature inclusion in configurations Φ1, Φ2, and Φ3
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Φ1 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ Invalid Invalid Valid
Φ2 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ Valid Invalid Valid
Φ3 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ Valid Valid Valid

6.3 Composition Operators Experimental Val-
idation

In this section, we present an experimental evaluation of the composition
operators developed for enabling compositionality in the FeCo4Reco approach.
We use the Heroku Cloud platform and a new CloudWatch monitoring service to
illustrate and validate the three composition operators: union, intersection, and
strict intersection. The evaluation is carried out using the FeCo4Reco model
transformation to derive executable Component-Based Run-Time Variability
Models (CBRTVMs) from feature models.

6.3.1 Running Example

Heroku Cloud is a platform-as-a-service provider, that offers a range of API-
controlled services such as Dyno types, add-ons, and Regions [1]. Add-ons
are supplementary functionalities encompassing services such as databases,
monitoring, and messaging. We use a feature model representing a sub-set of
Heroku services shown in Fig. 6.10.

Suppose a new monitoring service, CloudWatch, is implemented and pro-
vided by Heroku. CloudWatch is an add-on service designed to monitor the
performance of the computing units within the system. Its key functionality in-
cludes conducting comprehensive metric analyses, specifically focusing on CPU
and memory usage metrics. This new service can be modelled in a separate
feature model as presented in Fig. 6.11.

To incorporate this service, the Heroku FM and the CloudWatch FM must
be composed into one model that includes these new functionalities.
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Figure 6.10: Simplified Heroku Cloud feature model.

Figure 6.11: CloudWatch FM.

6.3.2 Experimental Setup and Evaluation

For evaluation purposes, we use the CloudWatch feature model as in Fig. 6.11,
extended with all mandatory features from the Heroku Cloud FM alongside
the first option within these mandatory features, excluding Dyno, to which
Production_tier is specifically appended. This setup allows us to better
illustrate and experimentally validate the three composition operators studied
in this Chapter 5. Using the FeCo4Reco model transformation [72], feature
models (FMs) are taken as input and transformed into CBRTVMs.

They are executable and can be used at run time to enforce the variability
constraints. As explained in Chapter 5, Section 5.2, the set of valid configura-
tions is never computed explicitly but is derived from components representing
individual features. Thus, CBRTVMs include JavaBIP component specifica-
tions along with synchronisation macros for coordination. We have developed a
Java-based composer dealing with the macros that support three composition
operators: union, intersection, and strict intersection. The component specifi-
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cations sets of CBRTVMs to compose and a resulting macro file for a chosen
composition operator are then packaged to create a composed CBRTVM.

Table 6.1 shows the configurations Φ1, Φ2, and Φ3, and their validity
in the composed FM across three distinct operators. We carried out our
experiment by starting from an empty initial configuration and initiating
spontaneous activation requests to the composed CBRTVM for all the features
in configuration Φ1 in random order. We repeated this process 50 times to
observe the reached configurations for each case. Figure 6.12 sums up the
reachability outcomes across the operators used for the composition.

Figure 6.12: Observed configurations.

As anticipated, the CBRTVM model aligned with theoretical results across
all cases, transitioning to valid configurations while preventing invalid ones
from being reached. Specifically, in the intersection case depicted in Fig. 6.12,
Φ1 was never reached due to the exclusion constraint between CloudWatch

and BasicMonitor. On the contrary, both Φ2 or Φ3 are reached depending
on the activation sequence of BasicMonitor and CloudWatch, explaining the
outcomes in Fig. 6.12. In the strict intersection scenario, Φ3 was the only
valid configuration and was consistently reached, as Φ1 and Φ2 were never
attained since they are not valid (cf. Table 6.1). Finally, in the union case, all
configurations are reachable from the initial configuration, making Φ1 attainable
upon activating all features within it, as shown in Table 6.1. Φ2 and Φ3 in the
union case are valid configurations however they are never reached (zero on
the plot) since the activation of all features in Φ1 is requested, and one has
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Φ2 ⊂ Φ1 and Φ3 ⊂ Φ1. However, if the activation of all features in only Φ2 or
Φ3 were requested instead, then those configurations would be reached.

This outcome serves as a practical validation of the behavior of the encoded
operators for the CBRTVMs.

6.4 Conclusion
The FeCo4Reco transformation process is implemented using the ATLAS Trans-
formation Language (ATL), enabling the generation of executable CBRTVM
from the input feature model. The performance evaluation results demonstrate
that the overhead introduced by the CBRTVM is negligible in terms of both
time and memory, making our approach viable for practical application in
real-world systems.

Regarding the enforcement of domain constraints during the reconfiguration
process, our theoretical and practical validation confirms that the generated
CBRTVMs effectively preserve the feature model constraints during system
reconfigurations. The CBRTVM ensures that the system transitions along safe
paths, adhering to the specified constraints and handling dependencies between
features correctly.

Furthermore, our approach exhibits compositional properties, as shown by
the practical evaluation of the composition operators implemented in the macros
composer. Reachability analysis on the composed CBRTVMs demonstrates
behavior that aligns with the theoretical results for each operator, allowing
valid configurations to be reached while preventing invalid ones.





Chapter 7

Conclusion and Perspective

In this chapter, we summarize our thesis dissertation by discussing the challenges
and goals addressed, and we outline our contributions. Then, we discuss our
short-term and long-term perspectives related to the work presented in this
dissertation.

7.1 Summary of the Dissertation
Modern software systems are increasingly distributed and controllable via APIs.
They leverage a variety of software services, particularly with the widespread
adoption of cloud computing. Cloud computing represents a promising paradigm
for realizing the vision of utility computing, where developers can access
services on-demand based on their requirements. These resources encompass
computational and memory resources, virtual machines, application servers,
databases, etc. System administrators thus take advantage of the flexibility of
this provisioning model and rely on cloud environments to host their applications.
However, managing reconfiguration is not a straightforward task, highlighting
the need to address our first research question (RQ1): How to enforce domain
constraints during dynamic reconfiguration at low cost? Approaches presented in
the state-of-the-art approaches focus either on generating a target configuration
without detailing the reconfiguration plan needed to reach it from the current
configuration or using formal models which are complex to build. Consequently,
system administrators require an approach to allow reconfiguration of the
application while only enforcing reconfiguration in safe transitions.

Furthermore, software systems often evolve over time with the addition of
new components or services. These new elements can expand the configuration
space of the system. Thus, there is a need for our approach to be compositional
to support system evolution and accommodate the integration of new services
and models into the existing CBRTVM. This aligns with the research questions
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we aimed to address, specifically RQ2: How can we enable compositionality
in our approach? and RQ3: How can we ensure that the compositional ap-
proach consistently enforces domain constraints based on the semantics of the
composition?

In this dissertation, we presented an automated approach for enforcing by
construction the safe reconfiguration behaviour of software products through
the automatic derivation of executable, component-based run-time variability
models from feature models. The component-based run-time variability models,
control the application behaviour by handling reconfiguration requests and
executing them in such a way as to ensure the saturated partial validity of
all reachable configurations without having to compute, nor validate them at
run-time. Our approach ensures the preservation of feature model semantics
and constraint consistency in the generated models as established in Chapter 4,
Sect. 4.4. Additionally, the feasibility and effectiveness of our approach are
demonstrated through an evaluation of the overhead induced by the CBRTVM
on applications containing up to 300 features. The experimental results show
the interest of our approach for handling reconfiguration requests with low
overhead over the application. Therefore, our approach provides a solution to
RQ1.

In addition, we introduce composition operators for CBRTVMs, enabling
automated construction of component-based systems. It provides reusability
by allowing CBRTVM models to be reused across systems and instances
through composition, flexibility by enabling models to be composed according
to specific user needs through various operators, and adaptability by facilitating
the incremental addition of functionalities. To prove the correctness and
compositionality properties, we propose a novel multi-step UP-bisimulation
equivalence and use it to show that the component-based run-time variability
models preserve the semantics of the composed feature models. By introducing
composition operators for CBRTVMs and establishing the multi-step UP-
bisimulation equivalence, we address the research questions RQ2 and RQ3.

7.2 Perspectives

Although the work presented in this dissertation covers the need for reconfigu-
ration and evolution of software systems deployed in complex environments,
there is still work that can be done to improve our research. In this section,
we thus discuss some short-term and long-term perspectives that should be
considered in the continuation of this work.
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7.2.1 Short-term Perspectives
A key threat to the validity of our approach lies in Assumption 4.1.1, which
states that all considered feature models are such that any configuration free
from internal conflict is partial-valid. Although we expect this assumption to
hold for a large proportion of realistic feature models, efficiently verifying or
enforcing it in the general case is challenging [84]. To extend our approach’s
applicability to a broader range of feature models, we plan to develop stronger
heuristics for enforcing this assumption. One potential strategy involves upfront
propagation of exclude constraints in the feature model hierarchy before com-
ponent generation. This would prevent reaching intermediate configurations
that, although conflict-free, cannot be extended to valid configurations due to
exclude constraints at lower levels in the hierarchy. The propagation could be
achieved by traversing the feature model upwards, collecting exclude constraints
at each level, and adding these propagated constraints to the parent nodes. H

Moreover, we intend to generalize our approach to handle constraints among
features formulated as arbitrary Boolean formulas in addition to the feature
model, rather than being limited to require and exclude constraints. Han-
dling such additional constraints is challenging as it requires efficient encoding
and reasoning about their semantics alongside the feature model within the
CBRTVM formalism. One potential solution is to first represent the additional
constraints as a dual Horn formula. The dual Horn representation of these ad-
ditional constraints can then be encoded into the glue macros of the CBRTVM
formalism. This allows for efficient reasoning over the combined feature model
and additional Boolean constraints within our approach. Furthermore, we
aim to incorporate temporal constraints over features [130]. For instance, a
temporal constraint could specify that once a high-performance database plan
is selected, the system cannot transition to a lower-performance plan during
its lifetime. However, extending our approach to support temporal constraints
poses significant challenges. It requires capturing the temporal semantics within
the formalism used for feature modeling and encoding them into the CBRTVM.

Finally, we look forward to incorporating AI capabilities that enable dy-
namic, context-aware reconfigurations of the system based on detected changes
in the operating environment. By leveraging AI tools, the system could con-
tinuously monitor and interpret contextual factors, triggering autonomous
reconfigurations.

7.2.2 Long-term Perspectives
To further enhance the automation and applicability of our approach, we need
to investigate cloud ontologies and API integration. Currently, in the generated
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CBRTVMs, the API calls required for feature activation and deactivation are
manually added for each transition. Thus, one long-term perspective is to
explore ways to automatically associate API calls with features and integrate
them into the transformation process from feature models to CBRTVMs.
This would involve analyzing cloud ontologies and service descriptions to map
feature activations and deactivations to the corresponding API calls required
for provisioning or de-provisioning the associated cloud resources and services.

In addition, to streamline the user experience, we aim to provide intelligent
default value assignments for feature group selection by extending the feature
model with requirements specifications mapped to an ontology such as cloud
ontology. Leveraging this ontological knowledge representation, we can employ
engines to automatically derive suitable default feature values adhering to
specified constraints and preferences extracted from the requirements. While
constructing accurate ontologies from natural language and developing efficient
reasoning algorithms for potentially large ontologies introduces challenges, this
approach simplifies configuration through automated decision-making aligned
with requirements. This reduces manual user effort.

Furthermore, since the JavaBIP engine depends on binary decision diagrams
(BDDs) to inform components of its intended states each cycle, we also want
to conduct a rigorous analysis of the space complexity of the BDDs used in our
methodology. BDDs provide a compact representation of Boolean functions,
enabling efficient evaluation and manipulation of the feature constraints. How-
ever, while BDDs are more compact than truth tables, their size can still grow
exponentially in the number of Boolean variables for certain function repre-
sentations. Given that feature models can express constraints over hundreds
or thousands of features, the BDD representations used in our approach may
become a source of space complexity issues. A rigorous analysis of the space
complexity is important for understanding the scalability limits and identifying
potential optimizations or alternative representations.

Finally, we will explore a more generalized composition approach that
goes beyond the predefined operators currently presented. By allowing user-
defined composition, we intend to provide greater flexibility in constructing
CBRTVMs.
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