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Résumé

Aujourd’hui, le partage des données et du contenu numérique est essentiel dans diverses applications,
notamment dans les domaines de la santé, de l’éducation et de l’agriculture. Les réseaux câblés traditionnels
et les réseaux sans fil sont les deux principaux modes de communication, ces derniers présentant davantage
de difficultés en raison de l’absence de chemin physique guidé. Le routage opportuniste apparaît comme
une solution prometteuse dans les régions dépourvues d’infrastructures de communication, en particulier
dans les pays les moins avancés. Dans cette thèse, nous proposons une solution alternative aux approches
basées sur l’infrastructure pour fournir des données indépendamment de toute infrastructure existante.
Cette solution repose sur des dispositifs de communication et de stockage peu coûteux qui peuvent intégrer
différentes technologies de communication, ce qui permet de créer un système global de partage de données
préservant la vie privée et basé sur la mobilité naturelle des foules. Pour ce faire, nous analysons les schémas
de mobilité de la foule afin d’attribuer une probabilité de livraison à un message en fonction de son schéma
de mobilité. Tout d’abord, nous avons généré l’ensemble de données PILOT, une collection de données
préservant la confidentialité des technologies de communication sans fil. L’ensemble de données se compose
de quatre types d’informations collectées conjointement dans différents contextes de mobilité. Il comprend
trois technologies de communication sans fil : les réponses des sondes WiFi, les balises BLE (Bluetooth
Low Energy) et les paquets LoRa (Long Range Radio), ainsi que des informations supplémentaires sur
l’accélération, le roulis et le tangage, toutes collectées simultanément. L’ensemble des données a été collecté
pendant environ 90 heures, avec une taille de 200 Mo, en utilisant les dispositifs FiPy de Pycom. Nous avons
fourni les clés permettant de reproduire cette collecte de données et partagé les ensembles de données déjà
collectés sur GitHub. Après avoir généré l’ensemble de données, nous avons traité les traces collectées de
WiFi et de BLE pour générer un modèle de classification capable d’estimer la situation réelle d’un appareil. Le
premier modèle créé, appelé modèle B, vise à identifier si un appareil est stationnaire ou mobile. Par la suite,
un modèle complémentaire, le modèle M, a été créé pour déterminer une situation plus précise de l’appareil
dans la vie réelle, comme à la maison, au bureau, dans un bus, un train, etc. Enfin, nous avons exploité
l’ensemble des données collectées et les modèles d’apprentissage automatique entraînés pour concevoir un
protocole de routage en établissant des probabilités de livraison conditionnées par le contexte déterminé de
l’appareil. Nous testons et validons notre approche en utilisant le simulateur ONE, qui est conçu pour un
environnement de réseau opportuniste.



Abstract

Today, sharing data and digital content is essential across various applications, particularly in health,
education, and agriculture. Traditional wired networks and wireless networks are the two main modes of
communication, with the latter presenting more challenges due to the absence of a guided physical path.
Opportunistic routing emerges as a promising solution in regions lacking communication infrastructure,
especially in Least Developed Countries.

In this thesis, we propose an alternative solution to infrastructure-based approaches for delivering data
independently of any existing operated infrastructure. This solution relies on low-cost communication and
storage devices that can embed different communication technologies, resulting in a global privacy-preserving
data-sharing system based on natural crowd mobility. To achieve this, we analyze crowd mobility patterns to
assign a delivery probability for a message based on its mobility pattern. First, we generated the PILOT dataset,
a privacy-preserving data collection of wireless communication technologies. The dataset consists of four
types of jointly collected information in different mobility contexts. It includes three wireless communication
technologies: WiFi probe responses, BLE (Bluetooth Low Energy) beacons, and LoRa (Long Range Radio)
packets, as well as additional information on acceleration, roll, and pitch, all collected simultaneously. The
dataset was collected over approximately 90 hours, with a size of 200 MB, using FiPy devices from Pycom.
We provided the keys to reproduce such data collection and shared the datasets already collected on GitHub.
After generating the dataset, we processed the collected traces of WiFi and BLE to generate a classification
model that can estimate the real-life situation of a device. The first created model, called the B-model, aims to
identify whether a device is stationary or mobile. Subsequently, a complementary model, the M-model, was
created to determine a more precise real-life situation of the device, such as being at home, in the office, on a
bus, train, etc. Finally, we exploited the collected dataset and the trained machine learning models to design
a routing protocol by setting delivery probabilities conditioned by the determined context of the device. We
are testing and validating our approach using the ONE simulator, which is designed for an opportunistic
network environment.
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Figure 1.1: Infrastructure based network

Figure 1.2: Ad hoc network

Introduction 1
1.1 Context and Motivation

In today’s interconnected world, the sharing of data and digital content
has become a fundamental aspect of nearly every application. Whether it
involves business operations, educational resources, social media interac-
tions, or scientific research (in particular, to support health, education,
and agriculture), the ability to seamlessly exchange information and
multimedia is critical. So, as a network is built for the data flow, broadly
there are two main modes of the communication system, the traditional
wired networks and the wireless networks. While traditional networks
function on end-to-end wired communication, wireless networks become
more and more challenging since the transfer medium is not guided
by a physical path of wiring, and different possibilities arise to decide
the path of a message. Thus for the wireless medium, there exists the
Infrastructure mode (Figure 1.1), where the nodes communicate through
an access point. But there still exist some remote or isolated regions, es-
pecially in some Least Developing Countries, where the communication
infrastructure does not exist whereas this is where it could bring the most
[1]. Even when it exists, it is prone to failure caused by a power failure,
traffic overload, a disaster destroying the physical infrastructure or a
cyber-attack. There is thus a crucial need to develop new innovative con-
cepts to potentially complement powered and operated infrastructures
but independently from them, to reduce the stress on communication
infrastructures and deliver data even to isolated areas. Here, the other
mode of communication appears, which is the Ad Hoc mode, where the
nodes communicate directly with each other due to the absence of infras-
tructure (Figure 1.2). In our research, we are interested in addressing these
challenges by exploring innovative solutions that improve the resilience
and efficiency of data transmission in Delay Tolerant Networks (DTN).
By addressing the challenges in such a network, we aim to contribute to
the development of more robust and secure communication strategies
for remote and challenging environments.

1.2 Delay Tolerant Networks

The development of DTNs has been driven by the need to overcome com-
munication barriers in situations where traditional network assumptions
do not apply. Examples of such scenarios include deep space commu-
nication, disaster recovery, and rural areas that are remote and hard to
reach. In a delay-tolerant network, the nodes do not know the topology
initially until they discover it. If a new node comes into the network, it
should declare its presence and listens to broadcasts from neighboring
nodes. Every node present within the network studies the neighbour’s
node’s behaviour and how to reach them.

DTNs are designed to function effectively in situations where traditional
networks fail due to limited connectivity, extended delays, and recurrent
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disruptions. They are characterized by their ability to store and forward
data, adapt to changing network conditions, and maintain communication
even in the face of disruptions. They are typically decentralized, self-
organizing and fault tolerant. Here are the key characteristics and features
of DTNs that are also considered as challenges in such networks:

▶ Network Connectivity: DTNs often operate in environments with
limited or no network connectivity, such as in disaster-stricken
areas, remote regions, or interplanetary space.

▶ End-to-End Communication: In DTNs, data packets can be stored
and forwarded by intermediate nodes before reaching their desti-
nation. This results in a time-consuming process, as packets may
be queued and stored in nodes’ buffers for extended periods.

▶ Energy Efficiency: Devices in DTNs, such as smartphones or sen-
sors, often have limited battery life. Ensuring that these devices
can communicate without draining their batteries is a significant
challenge. Energy efficiency is crucial for the sustainability and
scalability of DTNs.

▶ Security and Trust: DTNs rely on trust relationships between nodes
to ensure the integrity of data transmitted across the network. In
such networks, nodes may forward packets without verifying their
authenticity, making them vulnerable to malicious attacks or data
corruption. Developing robust security measures and building
trust among nodes is essential for the reliable operation of DTNs.

▶ Routing Protocols: DTNs require specific routing protocols to
manage the storage and transfer of data packets across the network.
The selection of routing protocols can significantly impact the
overall performance of the network.

▶ Bandwidth constraints: Many factors are affecting wireless com-
munication such as multiple access, interference conditions, noise
and signal fading.

In summary, the difficulties encountered in a Delay Tolerant Network
(DTN) highlight the need for advanced techniques to ensure efficient and
secure data management and transmission. DTNs often operate under
severe resource constraints, including limited bandwidth, storage capac-
ity and power, requiring careful resource management. The intermittent
connectivity in DTNs requires the development of robust data storage
and transmission mechanisms to cope with frequent interruptions. In
addition, the significant latency inherent in these networks requires
effective buffering and scheduling methods to manage delays in data
delivery. In addition, protecting user identities and sensitive information
in dynamic and potentially untrusted environments creates an addi-
tional layer of complexity which arises the importance of anonymity
and privacy. Overcoming these challenges is critical to optimising the
performance and reliability of DTNs.

1.2.1 Routing Protocols in DTN

In any type of communication, we need routing protocols to establish
the connection between nodes by the selection of routes on which
data packets are to be transmitted. The traditional routing protocols
in wireless network performs best path routing that pre-selects one or
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more optimized fixed routes before the actual transmission starts (This
strategy simply applies the main operations and principles inherited from
routing solutions in wired networks). The traditional wireless routing
protocols are not efficient in dynamic wireless environment variation,
since they trigger excessive link-level re-transmissions and waste of
network resources[2]. From this situation, a challenging question arises:
How to disseminate data to the users with the absence of infrastructure? To this
end, DTN routing protocols were designed to tackle such challenges by
using store-and-forward techniques. In this approach, data packets are
temporarily stored at intermediate nodes until a dependable path to the
final destination becomes accessible. These protocols take account of the
dynamic nature of the network when determining the best routes for
data packets to transit from their source to their destination. In this case,
the message will start an unknown Journey to reach the destination.

The advancement of routing protocols in DTNs represents a persistent
effort to balance the trade-offs between delivery probability, latency, and
resource utilization. From the early days of flooding-based routing like
Epidemic routing [3] and probabilistic methods like PRoPHET protocol
[4] to more sophisticated techniques that employ social dynamics and
probabilistic models. Each development has played a role in making
DTNs a feasible solution for communication in challenging and spo-
radically connected environments. As research continues to advance,
new developments in DTN routing protocols are anticipated to further
improve their efficiency, dependability, and scalability, allowing for their
application in a broader range of situations.

Thus, several researchers have made the effort to study human mobility
to determine people’s fine-grained activities like using GPS positioning
[5], but GPS-based mobility characterization raises many issues such as
spotty coverage and battery consumption [6]. Other attempts and tools
have been developed to predict global mobility [7] in general or only the
next step [8]. Some studies [9] aimed to characterize the mobility of people
based on data traffic, but only for a particular subset of people (students
in higher education) and over very limited areas. Recently, some studies
investigated the use of human mobility but mainly in the COVID-19
context to anticipate contamination [10]. Such approaches are different
in the sense that they mainly aim to trace contacts between devices
and not necessarily their mobility. Other approaches used mobility
models to evaluate the forwarding protocols, while Context-Aware and
Adaptive Routing appeared, these protocols consider various contextual
information, such as node mobility patterns, energy levels, and current
network conditions. By adapting to the current context, these protocols
aim to optimize routing decisions dynamically.

Very promising are those approaches that exploit information on the
context the users are surrounded by, like the other users they met, the
places they visit, etc [11]. But these solutions still assume that people will
be equipped with laptops and energy supply, which is not always the
case, and data transit through an external operator, a source of potential
personal data leaks, as well such approaches requires a large history
and memory storage, that is why it is important to take the decision for
routing a message from a global context-aware perspective, taking into
advantage the crowd mobility of devices while being privacy-friendly
and leveraging the various wireless technologies in a network.
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Figure 1.3: Transition between real-life context
and network model

1.3 Thesis Objective and Methodology

The aim is to build a distributed low cost large scale privacy-friendly
and mobility-aware delay tolerant data delivery network based on multi-
technology rather than relying on full Internet connectivity between
expensive powerful personal laptops or mobile phones. Our aim is
to design a novel approach for routing protocols in Delay Tolerant
Networks that relies on the natural crowded based mobility small data-
storage communicating devices that can embed different communication
technologies offering both some short range technologies with high
throughput (such as WiFi, BlueTooth) and long-range technologies with
low energy consumption (such as LoRa). These devices will embed a
battery and this energy needs to be used with parsimony. Data stored
on the device can be written and accessed through a USB, Bluetooth or
WiFi connection with a PC or a smart phone. Data will travel between
devices in a seamless manner through wireless connections, leveraging
the natural mobility of population (and device holders).

1.3.1 Importance of Mobility Models in Routing

Mobility models play a crucial role in the performance of routing proto-
cols, particularly in DTNs and ad hoc networks, where node movement
significantly impacts network dynamics. Mobility models simulate the
movement patterns of nodes, providing insights into network behavior
and helping to develop more effective routing strategies.

Understanding and modeling humans and device mobility have funda-
mental importance in mobile computing, with implications ranging from
network design and location-aware technologies to urban infrastructure
planning [12]. So inferring mobility states such as being stationary, walk-
ing, or driving is critical for several applications. The fact that these days
users carry several devices such as smartphones, laptops, and smart-
watches equipped with radio communication technologies with each
device offering a different set of services resulting in different usage and
mobility, provides new opportunities and means for studying human
mobility.

1.3.2 Leveraging Natural Mobility

Based on what we mentioned as a main objective, our approach will
rely on the knowledge that could be extracted from natural crowd
mobility to translate each ’real-life’ situation into a network model. As
’real-life’ situation, latter referred as context, we refer to the mobility
and environment of a device: static, low mobility (e.g. pedestrian), high
mobility (e.g. car, bus), at home, in a public place, in an urban or rural
environment, etc. We define as a network pattern the number, density,
and stability of the wireless links that a device can observe at a given
time for each wireless technology.

But the question is, how to determine the context of a device through
the observation of the surrounding network? In this section, we motivate
the concept behind studying mobility context through radio beacons,
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Figure 1.4: Illustration of different network observations

and how it is possible to leverage wireless links to determine a network
context.

A wireless connection between two devices can be established if they are
close enough to communicate. The maximum distance required between
them to establish a contact depends in particular on the environment and
the communication technology. So we believe the number of direct links a
single device can establish at a given time and the rate at which these links
break and appear are strong indicators of the context in which a device
evolves (static vs. mobile, urban vs. rural environment, isolated vs. social,
transport publication vs. individual locomotion, velocity, etc.). Figure 1.4
illustrates two different perspectives in a single scenario. Connections are
observed from a device held by a pedestrian (Fig. 1.4a) or from a device
traveling on a bus (Fig. 1.4b). When in a bus, several stable short range
communications can be established with other bus passengers. They are
completed by a set of longer range intermittent communications that
can be sporadically established with devices exterior to the bus, such as
pedestrians or cars. In contrast, when a pedestrian is holding the position,
there are more or less stable short-range communications and few brief
longer-range communications. Thus, from a network perspective we can
translate the mobility and the surrounding environments of a device into
a network pattern, i.e. when a user walks in an urban area, on average,
what and how many connections are they supposed to have and at what
rate are they changing. The same question arises when a user is in a bus,
a cab, biking, etc. and in various scenarios. To achieve this, we first need
to observe the variations of different wireless links in different scenarios.
This requires collecting dataset from each real-life context. The idea is to
translate the real-life situation into a network model, as later from the
network model we will be able to guess the real-life situation of a device
(Figure 1.3).

1.3.3 Motivation behind mobility context

Figure 1.5 summarizes the global overview of our objective and how the
different challenges arise. When data has to be sent to a given destination
(Starting point on Figure 1.5), the holding device scans its network
environment (Step 1) to determine in what ’real life situation’ it is (Step
2). This allows it to estimate a delivery probability for itself, but also for
its neighbors (Step 3). Then, given different delivery probabilities in the
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Figure 1.5: Full overview

device’s environment, it will decide to carry the message or forward it,
taking care of mobility-enabled path diversity, and so until either the
data is delivered to its destination (Step 4 - Ending point) or it continues
processing the same steps from Step 1.

Accordingly, three outstanding challenges have been identified and
will be addressed, each challenge consisting in answering a part of the
fundamental underlying question for designing the routing protocol, i.e.
when, to whom and how to send the data. These challenges are:

▶ Challenge C1: model different network views generated from natu-
ral user mobility (Figure 1.3),

▶ Challenge C2: understand and identify them to determine the
real-life situation of a device,

▶ Challenge C3: design the routing protocol to decide whether to
send a data or carry it based on a probability derived from the
mobility of a device.

We examine various wireless technologies and data collection methods
and discuss how this data can be analyzed to gain insights into crowd
behavior.

1.4 Contributions and Thesis Organization

1.4.1 Contributions

In order to address the identified challenges and achieve the overall
objective, the work of the thesis project will be divided into 4 main
contributions as follows:

▶ Contribution 1: In the first contribution, we collected PILOT dataset
to get the data we needed for our analysis

▶ Contribution 2: In the second contribution, we analyzed the dataset
to address Challenge 1.

▶ Contribution 3: In the third contribution, we designed a machine
learning model to address Challenge 2
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▶ Contribution 4: Finally in the last contribution, we exploit the
understanding of the mobility type to design a routing protocol
and this is how we tackled the last challenge.

1.4.2 Thesis Organization

The thesis is organised into six chapters. As we first introduced the
general motivation and objective behind this work, the rest of the thesis
is organized as follows:

▶ In Chapter 2 we present a comprehensive and in-depth review of
the current state of the art in routing protocols for Delay Tolerant
Networks (DTNs).

▶ In Chapter 3 we introduce the first and the second contributions.
In this chapter we explain the reason behind collecting our own
dataset and illustrate all the steps needed for generating it.

▶ In Chapter 4 we present the third contribution that exploits the
dataset to build a machine learning model to determine the real-life
situation of the devices.

▶ In Chapter 5 we present the last contribution which is the design
of the routing protocol, where the decision of routing is based on
the mobility of a device.

▶ In Chapter 6 we summarise the contributions of this work, outlining
possible current research directions and perspectives.
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data reduction technique in WVSN for smart agriculture’. In: 2022 18th
International Conference on Wireless and Mobile Computing, Networking and
Communications (WiMob). IEEE. 2022



8 1 Introduction

Jana Koteich, Christian Salim, and Nathalie Mitton. ‘Data reduction and
frame rate adaptation in wvsn’. In: 2021 17th International Conference on
Wireless and Mobile Computing, Networking and Communications (WiMob).
IEEE. 2021

National Conferences

Jana Koteich and Nathalie Mitton. ‘Radio Beacon Base Context Identi-
fication’. In: CoRes 2024: 9èmes Rencontres Francophones sur la Conception
de Protocoles, l’Évaluation de Performance et l’Expérimentation des Réseaux
de Communication. Saint-Briac-sur-Mer, France, May 2024. url: https:
//hal.science/hal-04554003

Jana Koteich and Nathalie Mitton. ‘PILOT Dataset: A Collection of Multi-
Communication Technologies in Different Mobility Contexts’. In: CoRes
2023-8th Francophone Meeting on Protocol Design, Performance Evaluation
and Communication Network Experimentation. 2023

https://hal.science/hal-04554003
https://hal.science/hal-04554003


State of the Art 2
Delay-tolerant networks (DTNs) are characterized by intermittent con-
nectivity, frequent disconnections, and high latency. In DTNs, routing
frequently employs node mobility to help deliver messages through a
store-carry-forward method. This section offers a comprehensive sum-
mary of the most advanced routing protocols in DTNs that utilize node
mobility. They are classified according to their underlying approaches,
which are then evaluated using various mobility models.

To generate a comprehensive state of the art, we structure the information
chronologically, focusing on the evolution of routing approaches, the
importance of human mobility and the rationale for studying node
mobility in routing protocol design.

2.1 Routing Protocols in DTN

Routing in DTN drew great attention within the last decades, thanks
to its numerous advantages over traditional routing. It can be applied
to all kinds of wireless multihop networks, such as ad hoc, mesh, and
sensor networks, as long as omni-directional antennas are used [2]. The
approaches appeared in the literature are mainly classified into five major
categories: Geographic, Link State Aware, Probabilistic, Optimization-
based and Cross Layer Opportunistic Routing.

2.1.1 Geographic-based Routing Protocols

Geographic based routing protocols in DTN leverage the location infor-
mation to make forwarding decisions. It is a useful approach in scenarios
where nodes have access to their geographic positions. For example, the
authors in [20] proposed a novel geographic routing protocol designed
for Mobile Ad-hoc Networks (MANETs) operating in delay-tolerant sit-
uations. The protocol is designed to use one-hop information only to
make routing decisions, reducing overhead and complexity. This protocol
employs a utility function that is responsible for evaluating the potential
next hops, and such a function likely considers factors such as geographic
position and other relevant metrics to determine the best forwarding
option. An improved approach has been proposed and presented in
[21]. The authors presented a novel approach to geographic routing in
opportunistic ad-hoc networks (OppNets) where end-to-end connectivity
is infeasible due to intermittent connections and node mobility. The
proposed protocol utilizes both one-hop and two-hop neighbor infor-
mation, which includes location data and movement directions to make
the routing decision. In [22], Zorzi et al proposed a geographic routing
approach called GeRaF which focuses on the multi hop performance of
such a solution, in terms of average number of hops to reach a destination
as a function of the distance and of the average number of available
neighbors. They evaluated the performance of this protocol in terms of
the average number of hops to reach a destination.
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Geographic-based routing protocols in DTN offer several advantages.
They are scalable and well-suited for high node mobility patterns, as
they do not require route discovery and management [23]. These proto-
cols can make efficient forwarding decisions using location information,
which is particularly useful in scenarios where nodes have access to their
geographic positions [24]. However, these approaches also have some
weaknesses. They typically rely on GPS or other positioning services,
which may not always be available or accurate, especially in environ-
ments like tunnels where satellite signals are absent [23]. Additionally,
while protocols using only one-hop information (like the one in [20])
reduce overhead and complexity, they may miss potentially better rout-
ing opportunities that could be identified with more comprehensive
network knowledge [25]. On the other hand, protocols using two-hop
information (like in [21]) may provide better routing decisions but at
the cost of increased overhead and complexity. Furthermore, geographic
routing protocols in DTN environments must deal with the challenges of
intermittent connectivity and potential long delays. While they can use
store-carry-forward mechanisms to handle these issues, this approach
can lead to increased end-to-end delay and resource consumption on
intermediate nodes [26].

2.1.2 Link-State Aware Routing Protocol

On the other hand, Link-State Aware routing protocols focus on the
quality and characteristics of the links between the different nodes to
make the best decision, aiming to improve the reliability and efficiency
of the data transmission in critical environments where the connectivity
is intermittent and unpredictable.

Several researchers have proposed Link-State Aware routing protocols
for DTNs. For instance, in [27], He et al. introduced the Link State aware
Hierarchical Road routing (LSHR) protocol for 3D scenarios in Vehicular
Ad-hoc Networks (VANETs). This protocol selects the next intersection
based on distance and road connectivity, prioritizing neighbors with the
largest two-hop transmission range as forwarders. Another example is
the LSGO (Link State aware Geographic Opportunistic) routing protocol
for VANETs, proposed by Zhu et al., which combines geographic location
and link state information for forwarder selection. In the context of
hybrid DTNs, Mayer and Waldhorst explored routing protocols that
incorporate link-state information to improve performance in networks
with both DTN and non-DTN characteristics [28]. Their work highlights
the potential of using link-state routing protocols in conjunction with
DTN-specific approaches to enhance routing efficiency.

Link-State Aware Routing Protocols in DTNs offer improved reliability
and performance by considering link quality for informed decision-
making. They enhance adaptability to changing network conditions
and can achieve higher throughput and lower packet dropping rates in
dynamic environments. However, these protocols face challenges such as
increased overhead for collecting and maintaining link state information,
higher complexity in algorithms, and potential scalability issues in large
networks. They also heavily depend on the accuracy and timeliness
of link state information, which can be difficult to maintain in highly
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dynamic DTN scenarios. Additionally, frequent changes in link states
could lead to routing instability if not managed properly.

2.1.3 Cross Layer Opportunistic Routing Protocol

Cross Layer Opportunistic Routing adopts the interaction and coordina-
tion between different layers of the network stack to enhance the data or
message delivery where the end-to-end communication is unreliable or
intermittent. Authors in [29] combined both the Link-State Aware and the
Cross-Layer routing approaches and proposed a new routing protocol
called ExOR, Extremely Opportunistic Routing. A new uni-cast routing
technique for multi-hop wireless networks. It exploits the multiple trans-
mission opportunities that the broadcast nature of the wireless medium
creates. Jing Zuo et al [30] examined how cross-layer optimization across
different network layers can be used to improve the energy efficiency of
ad-hoc networks.

Cross Layer Opportunistic Routing offers several advantages. It improves
reliability by leveraging metrics from multiple layers, enhancing data
transmission in unreliable environments [31]. These protocols can sig-
nificantly improve energy efficiency, which is crucial for networks with
limited resources like Wireless Sensor Networks [32]. By combining
information from different layers, they can make more informed routing
decisions, leading to better utilization of network resources and optimal
forwarder selection. However, these protocols also have some weaknesses.
The integration of multiple layers increases the complexity of the routing
algorithm, potentially leading to higher computational requirements
and implementation challenges. There’s often increased overhead due
to the collection and processing of information from multiple layers,
which may affect overall network performance, especially in high-traffic
scenarios. Scalability can be an issue as the network grows, making it
difficult to manage cross-layer interactions and maintain necessary state
information. Additionally, the performance of these protocols heavily
relies on the accuracy of the information gathered from different layers,
and inaccurate or outdated information can lead to suboptimal routing
decisions [33].

2.1.4 Probabilistic Routing Protocols

As the name suggests, in probabilistic routing protocols, a node makes
routing decisions based on the probability of encountering the destina-
tion or the intermediate nodes that are more likely to meet the destination.
This probability is often derived from historical encounter data. Each
node maintains a probability estimate of delivering messages to each
destination which is updated dynamically based on encounters and
exchanges with other nodes. An innovative routing protocol designed
specifically for the opportunistic network is given in [34]. The authors
proposed a probabilistic routing model that leverages the meeting prob-
abilities of nodes to route the data packets to the destination effectively.
The models presented adapt to network’s changing conditions by consid-
ering factors such as the last encounter time between nodes and utilising
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acknowledgement tables to manage the network load and prevent con-
gestion. This protocol showed the ability to enhance the probability of
message delivery while keeping overhead and latency within acceptable
limits. In [3], the authors proposed Epidemic routing protocol, which
is an early sparse probabilistic routing protocol proposed for DTN. It
assumes that each node has unlimited storage space and bandwidth.
Therefore, every node can store all the messages transmitted during
"contact" phase. This uses the concept of database replication. Each node
maintains a list of messages in the database called summary vector. This
epidemic strategy is practically possible in case of a very sparse network
and small sized message.

PROPHET (Probabilistic Routing Protocol using History of
Encounters and Transitivity)

A part of the probabilistic routing protocol, PROPHET [4, 35] is a sophis-
ticated routing protocol. It is designed to address the challenges imposed
by intermittent connectivity and long delay paths, through leveraging
a combination of historical encounter data and probabilistic decision
making to facilitate effective data forwarding. The PROPHET operates
on the principle that a node mobility patterns and historical interactions
can be adopted to predict the likelihood of successful message delivery.
For this purpose, each node maintains a record of its encounters with
other nodes, tracks how frequently and for how long these encounters
occur. This historical data is used to calculate the probability that a given
node will eventually come into contact with a particular destination node.
PROPHET employs the concept of transitivity, where the probability of
successful delivery to a destination is inferred from intermediate nodes.
If a node frequently encounters another node that, in turn, frequently
encounters the destination node, PROPHET infers that there is a higher
likelihood of successful delivery through these intermediary nodes. This
adaptive mechanism allows PROPHET to make informed routing deci-
sions even in the absence of continuous network connectivity, improving
the chances of message delivery in challenging environments. By continu-
ously updating encounter histories and leveraging probabilistic estimates,
PROPHET offers a dynamic and efficient routing solution tailored for
the unpredictable nature of delay-tolerant networks.

Probabilistic routing protocols, such as PROPHET, offer several ad-
vantages in DTNs. They can adapt to dynamic network conditions by
leveraging historical encounter data, which improves the probability of
successful message delivery. These protocols are particularly effective
in environments with intermittent connectivity, as they do not rely on
continuous end-to-end paths. Additionally, they can manage network
load and prevent congestion by utilizing acknowledgment tables and
probabilistic decision-making. However, probabilistic routing protocols
also have some weaknesses. They often require significant storage and
computational resources to maintain and update encounter histories,
which can be challenging in resource-constrained environments. The re-
liance on historical data means that their performance can degrade if the
mobility patterns of nodes change unpredictably. Furthermore, protocols
like Epidemic routing assume unlimited storage and bandwidth, which
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is impractical in many real-world scenarios. This can lead to excessive
overhead and resource consumption, particularly in dense networks.

2.1.5 Optimization-based Routing Protocols

On the other hand, Optimization-based routing protocols are protocols
that aim to enhance the data delivery process through the application of
mathematical and computational optimization techniques to determine
the best route for message forwarding. Such protocols consider various
network metrics and constraints to optimize routing decisions, often
balancing trade-offs between delivery probability, latency and resource
consumption. For instance, the author in [36] evaluated a method that
utilizes optimization algorithms to enhance the routing in DTNs. Another
optimization approach is given in [37] by which the authors discussed
the optimization in terms of energy consumption in DTNs through the
adoption of machine learning techniques to maintain a long lifespan
for the network. [34] a combined approach is proposed through the
integration of Cross-Layer and Optimization approaches. The authors
presented a cross-layer optimization approach through the integration of
network, transport and application layer functionalities, for IoT enabled
opportunistic networks. The approach emphasizes the development of
delay-tolerant routing algorithms and message ferrying strategies to
ensure timely delivery of critical data.

Epidemic Routing

The epidemic routing protocol [35, 38] is known as a highly robust
routing protocol designed for DTNs, where traditional routing strategies
might fail due to the intermittent connectivity and high latency typical of
these networks. This protocol is inspired by the spread of epidemics in
biological systems, it operates on a principle similar to the propagation
of a disease through a population. Each node in the network acts like an
infectious agent, continuously seeking out other nodes to exchange data.
Once two nodes are in contact, they exchange all the messages they have
making sure that each message reaches as many nodes as possible as
given in Figure 2.1. Such approach maximizes the likelihood of message
delivery even in highly unpredictable network conditions. Although
this routing protocol guarantees the eventual delivery of messages, it
does so at the cost of significant resource consumption, from bandwidth
and storage perspective due to the redundancy of message copies that
multiply in number throughout the network. The redundancy can lead
to inefficiencies and increased overhead especially when dealing with
a limited resources network. Despite these drawbacks, the Epidemic
protocol is valued for its simplicity and effectiveness in scenarios where
maintaining connectivity is challenging, ensuring that messages have a
higher probability of reaching their intended destinations over time [39].
Various studies evaluated the epidemic protocol. For example, [40] the
authors provided a comprehensive analysis of different epidemic routing
strategies including P-Q epidemic, epidemic with Time-To-Live (TTL)
and epidemic with Encounter Count (EC). In [41] the authors proposed
an enhanced version of the epidemic protocol for DTNs with the aim
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Figure 2.1: Epidemic Routing [38].

Figure 2.2: Spray and Wait Routing [35].

to improve the efficiency and reliability of the basic epidemic routing
approach.

Spray and Wait

It comes as an enhancement of the Epidemic approach, where the core
idea behind the Spray and Wait routing protocol is to balance the effi-
ciency of resource utilization with the effectiveness of message delivery
[35]. It operates in two distinct phases: the spray phase and the wait one
as shown in Figure 2.2. During the spray phase, the source node initiates
the message delivery process by spraying a fixed number of message
copies referred to as the spray limit, to a set number of nodes within the
network. These nodes are chosen based on their likelihood of improving
connectivity and advancing the message closer to its destination. Each
node that receives a copy of the message can further spray additional
copies to other node, spreading the message across the network. The
aim is to increase the likelihood of encountering the destination node
while conserving network resources and avoiding excessive redundancy.
When the first phase is completed, the protocol moves towards the wait
phase. During this phase, the nodes that hold message copies enter a
period of waiting and monitoring. Each node maintains its copy and
continues to attempt direct delivery to the destination node whenever
it encounters it. The key feature of this phase that it allows the nodes
to optimize their transmission efforts based on their current network
conditions, such as contact opportunities and node mobility, thereby
enhancing the chances of successful delivery without further spraying.
The Spray and Wait protocol effectively addresses the challenges of DTNs
by combining a strategic initial distribution of messages with a flexible,
opportunistic delivery mechanism. This approach helps in managing
network resources efficiently, reducing the overhead associated with
message forwarding, and improving the likelihood of successful message
delivery even in highly dynamic and unpredictable network environ-
ments [42]. As mentioned before, this protocol was an improvement
of the epidemic one. Spyropoulos et al proposed this Spray and Wait
protocol and it was first introduced in [43]. Through this study, the au-
thors improved the performance of Epidemic Routing by controlling the
number of generated copies of a message in the network. This is achieved
by assigning a constant number of logical tickets to each message, and
thus they reduced the routing overhead caused by redundant message
copies transmission but achieved a lower packet delivery ratio.

MAxProp

The MaxProp routing protocol [35, 44] is designed for DTN networks
based on forwarding and on the other hand on mechanisms that op-
timize two routing metrics: the message delivery rate and the average
latency or delivery delay. In other words, the main aim of this routing
protocol is to improve the delivery rate of messages while minimizing
latency and resource consumption which are significant challenges in
DTN environments. This is done through the integration of message
prioritization and scheduling mechanisms. When a node encounters
another node, MaxProp prioritizes the messages to be transmitted based
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Table 2.1: Comparison of Routing Protocols [45].

Routing Protocol Latency Energy
Consumption

Bandwidth
Efficiency

Storage
Requirements

Reliability Scalability Additional
Features

Epidemic High due to the
uncontrolled
nature of
flooding the
network with
message copies.

High energy
consumption
because each
node transmits
multiple copies
of each message.

Low bandwidth
efficiency due to
the large
number of
redundant
message copies
which may lead
to network
congestion.

High since
nodes need to
buffer multiple
copies of each
message.

High since
multiple copies
increase the
chances of
message
delivery.

Low due to
exponential
growth in
message copies
as network size
increases.

Simple
implementation,
suitable for
high-mobility
scenarios but not
resource
efficient.

ProPHET Moderate
latency, it
depends on
encounter rates
and mobility
patterns.

Moderate
energy
consumption, it
reduces the
number of
transmissions
and uses
probabilistic
decisions to
minimize
unnecessary
message
forwarding.

Moderate
through the
minimization of
redundant
transmissions. It
uses historical
encounter data
to make
informed
forwarding
decisions.

Moderate as
nodes need to
store encounter
history and
message
probabilities.

Moderate
reliability by
leveraging
historical
encounter data
to improve
delivery
chances.

Moderate, it
depends on
encounter
predictability
and node
encounters
stability.

Ideal for
environments
where node
encounters
follow
predictable
patterns, such as
daily commutes
or routine
movements.

Spray and Wait Moderate
latency, it
balances
between
immediate
delivery and
waiting for
contact
opportunities.

Moderate due to
controlled
dissemination of
message copies

Moderate by
restricting the
spread of
message copies.

Moderate with
nodes only
storing a limited
number of
message copies.

Moderate, it
balances
spreading
enough copies
for reliable
delivery and
minimizing
resource use.

Moderate
compared to
epidemic
protocol.

Suitable for
networks where
nodes have
moderate
mobility and
contact
opportunities
are somewhat
predictable.

MaxProp Low latency due
to prioritized
message
scheduling and
forwarding.

High energy
consumption
due to complex
algorithms for
prioritizing and
scheduling
messages. Nodes
frequently
compute and
update
priorities.

Moderate by
prioritizing
messages and
reducing
unnecessary
transmissions.

High due to the
need for large
buffers to store
prioritized
messages.

High since
messages are
prioritized
based on
delivery
likelihood and
deadline.

Moderate
scalability,
effective in
network with
varying sizes
and densities.

Effective in
scenarios that
require timely
delivery of
critical data such
as emergency
response or
vehicular
networks.

on the likelihood of successful delivery. This likelihood is This likelihood
is calculated using historical data about encounters and the estimated
delivery probabilities. Messages with higher probabilities of delivery are
given higher priority, ensuring that they are transmitted first. One of the
key features of MaxProp is its use of a hop count and acknowledgments
to manage message priorities. Since they are more likely to arrive at
their destination quickly, messages that have traveled through fewer
hops are given priority over those that have traveled through several
nodes.Additionally, MaxProp uses acknowledgments to track which mes-
sages have been successfully delivered, thereby preventing unnecessary
retransmissions and reducing network congestion.

A brief comparison between the described optimization-based and
probability-based routing protocols in DTN networks is given in Ta-
ble 2.1.

2.1.6 Context-aware Routing Protocols

To overcome these limitations, recent work in the literature exploits the
advantages of context-awareness to sense the physical environment of the
devices and adapt their behavior for forwarding the message accordingly.
To this end, in [46] the authors proposed a new routing protocol named
Habit, a novel multi-layered approach to content dissemination in DTN
that enables relevant content to reach interested nodes while minimising
the load on uninterested intermediaries. The main parameter used
to achieve the forwarding strategy is the users’ co-location, which is
logged and processed in order to learn regularity in human movement
(physical layer). Second, the social network of users, which is dynamically
propagated during periods of co-location (application layer). Finally, these
two layers are combined to compute routes that content should follow, in
order to have high probability of reaching interested node. While in [6]



16 2 State of the Art

the authors presents a routing protocol named interest based prediction
routing protocol (InP), which is based on the self-interest and second-
interest information to predict the future meet opportunities. Each mobile
node records and maintains self-interest for itself and second interest
according to contact times in a time window and successful delivery
record, and an ID that represents the sensitive strength of the interest.
Based on this information, InP selects the higher meet probability to the
destination device as forwarder in order to improve the efficiency. The
simulation shows that Inp obtains the higher efficiency than Epidemic
and PROPHET in higher delivery ratio, lower overhead and closer average
latency.

Based on the importance of context-aware forwarding protocols, different
mobility models should be investigated to help design protocols with
less communication overhead and used resources. Traces generated by
human mobility models can be used in the simulations of wireless ad
hoc networks [47]. Very recently, some studies investigates the use of
human mobility but mainly in the COVID-19 context in order to antici-
pate contamination [48]. The literature has widely investigated mobility
models but rather to measure their impact on network performances
and not to leverage their characteristics to improve the performances
[49]. Thus in our objective, the generated mobility model will take a part
in the decision of forwarding the message rather than only evaluation.
With time we will investigate more in the literature regarding mobility
models.

2.2 Leveraging Radio Technology

Some techniques in the literature have used radio frequency (RF) tech-
nologies for different use cases. This approach is important to validate
the uniqueness of our application which is leveraging the presence of
multiple communication technologies and assigning estimation prob-
abilities based on the collected traces from the scanned network. In
[50], Krieg et al, proposed SmartPhone, a system for real-time parking
information that relies on two major functionalities to deliver on its
promise: 1) Transportation mode detection, and 2) Location matching.
SmartPark enables the automatic detection of a user vacating a parking
space by leveraging the smartphone’s sensors and the ubiquitous Wi-Fi
and cellular infrastructure. Through 2 of sensor readings, the Accelerom-
eter and Gyroscope, they detected the transportation mode. Then they
introduces the Location matching. SmartPark creates a location profile
by leveraging the ubiquitous Wi-Fi and cellular infrastructure. This is
achieved by mainly taking into account the proportion of APs in common
between two location profiles and comparing the RSSI values of the
two respective profiles. While in [51], the authors aim to build a mobile
phone application that can detect the evacuation of parking spaces, while
minimizing the impact on the user’s mobile device. Parksense Leverages
the ubiquitous Wi-Fi beacons in urban areas for sensing unparking events.
It uses a novel approach based on the rate of change of Wi-Fi beacons to
sense if the user has started driving. The authors motivates the use of
Wi-Fi scanning (Wireless based sensing) by comparing it with GPS based
location and Network based location and shows how these two approaches
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consume more power than wifi scanning and observing beacon rate of
change. In [52], Frieson et al, discuss a complete data collection system
deployed at the university of Manitoba that utilizes a variety of wireless
networking technologies and devices to collection inferred traffic data at
an intersection along a major thoroughfare in an urban setting. A wireless
sensor network (XBee module, GSM module and Bluetooth module)
of slave probes was designed and implemented with the objective to
collect Bluetooth device information for this purpose. The aim is to collect
statistical representation of traffic density and flow by scavenging data
from consumer devices using Bluetooth communications. In [53], Vu et
al, introduces a new frame work that collects location information and ad
hoc contacts of humans at a university. The Bluetooth mac address is used
to infer contact information and Wi-Fi mac addresses are used to infer
physical location of the phone. Then they evaluated the performance
of the hybrid epidemic data dissemination protocol on their collected
dataset.

Leveraging RF technologies offers several strengths. These technologies
enable low power consumption and efficient use of existing infrastructure,
making them suitable for a wide range of applications. RF technologies
can provide real-time data collection and analysis, enhancing the accu-
racy and timeliness of information. Furthermore, they facilitate seamless
integration with various communication systems, such as Wi-Fi, Blue-
tooth, and cellular networks, allowing for versatile and scalable solutions.
The ability to utilize multiple communication technologies also enables
robust and resilient systems that can adapt to different environments
and conditions.

2.3 Human Mobility in DTN Routing Protocols

Several approaches have studied human mobility patterns to improve
routing in Delay Tolerant Networks (DTNs). These studies leverage the
predictable aspects of human movement to enhance message delivery
efficiency. Here are some key approaches:

2.3.1 Machine learning-based approaches

Recent work has explored using machine learning techniques to pre-
dict human mobility patterns and optimize routing decisions. These
approaches leverage ML techniques to predict node behavior, optimize
routing decisions, and improve overall network performance. Here are
some key insights and references from recent research: In [54], the authors
design an intelligent DTN routing system based on machine learning
techniques. The system aims to classify and predict the best routing
paths by leveraging historical data and node behavior patterns. But this
approach requires memory storage to manage historical data and model
parameters. In [55], the paper discusses using machine learning classi-
fiers to predict the most suitable neighbor nodes for message delivery
in DTNs. The approach involves analyzing network traffic statistics and
historical delivery information to make informed routing decisions.
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In conclusion, machine learning-based approaches offer significant poten-
tial to improve DTN routing protocols. By leveraging predictive analytics
and adaptive algorithms, these approaches can enhance delivery ratios,
reduce latency, and optimize resource usage in challenging network envi-
ronments. However, there are also some weaknesses associated with these
approaches. Machine learning models require substantial computational
resources and memory storage to manage and process historical data
and model parameters.Thus, while machine learning techniques offer
promising improvements for DTN routing, further research is needed
to address these challenges and enhance the applicability of ML-based
approaches in diverse and resource-constrained DTN scenarios.

2.3.2 Analyzing Human Mobility

The analysis of human mobility is not new and has been widely exploited
to optimize infrastructure deployment, especially for mobile telephony,
mainly 5G [56] or edge computing. The literature has widely studied
human mobility and investigated mobility models, which is a step to
measure their impact on network performance [57]. To this end, recogni-
tion of physical mobility states and activities has been studied because
they provide useful information for investigating in human mobility [6].
Several studies in the literature used GPS positioning to infer physical
activities. In [58] and [59], the authors uses GPS data with external
knowledge about bus routes and bus stops to infer and predict a user’s
transportation mode such as walking, driving or taking a bus by applying
Bayes filters and Rao-Blackwellised particle. Although such algorithms
perform well, they use computationally expensive models, thus it would
be preferable to have simpler models that infer mobility states. Moreover,
GPS data sampling is power-consuming. In [50], Krieg et al. proposed a
transportation mode detection that helps in real-time parking, as through
only 2 of sensor readings Accelerometer and Gyroscope, their system
can decide whether a user is using one of the following transportation
modes: walking, bicycle, bus, car, subway, motorbike, train, tram, air-
plane. Though this approach is applicable but it couldn’t classify the
real status of a device when it is static. Other approaches leveraged the
information from LoRa, BLE and WiFi wireless links but rather for indoor
and outdoor localization systems such as in [60], [61], and [62]. Thus
our work is different in the sense that we adopt and exploit WiFi and
BLE jointly to determine the status of the device in its real-life situation.
To the best of our knowledge this is considered as a new approach for
analyzing network context.

Other research work has explored the landscape of opportunistic com-
munication and Device-to-Device (D2D) networks, emphasizing human-
aware strategies. In [63], Waqas et al provide a comprehensive survey of
mobility-aware D2D communications, while in [64] Costa et al. introduce
TOOTS, a human-aware approach leveraging social and spatial factors for
enhanced content delivery. Nunes et al. [65] combine spatial and social
awareness in D2D opportunistic routing, and in [66], Thilakarathna et al.
focus on friend-to-friend content dissemination in mobile environments.
These studies highlight the potential of human-aware, socially-informed
strategies in improving opportunistic and D2D communications. The
main advantages of these approaches include improved content delivery
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performance, more efficient routing, and better utilization of existing
social structures. However, they also face challenges such as increased
computational complexity, potential privacy concerns related to using
social information, varying effectiveness depending on network environ-
ments, and difficulties in accurately predicting user mobility patterns.
Despite these challenges, the overall trend suggests that incorporating
human behavior and social factors into network designs can lead to
significant improvements in opportunistic communication systems.

2.4 Summary

The evolution of DTN routing protocols demonstrates a clear trend toward
incorporating a more sophisticated understanding of network dynamics,
particularly the mobility of nodes. This progression underscores the
essential role of examining human mobility patterns and node movement
when designing effective DTN routing protocols. By focusing on mobility-
focused approaches, researchers can develop more efficient, context-
aware, and resource-optimized routing strategies for challenging DTN
environments.

Reviewing the current state-of-the-art in delay-tolerant network (DTN)
routing protocols, it is clear that the incorporation of node mobility studies
has made a significant impact in the development of these protocols.
The foundation for more advanced methodologies was established by
early attempts, which were typified by probabilistic methods and basic
flooding mechanisms. But the emphasis on social-based and context-
aware routing that is present now emphasizes how important it is to
understand node and human mobility. Routing decisions can be improved
by predicatively leveraging trends and behaviours found in node mobility
studies. Delivery success rates can be raised, overhead can be decreased,
and resources may be allocated more effectively when node encounters
and movements are anticipated.

Our approach distinguishes itself by bringing a new perspective to this
ongoing evolution. By focusing on a deeper understanding of mobility
patterns, our methodology aims to refine and extend current practices.
We intend to develop a routing protocol that not only incorporates
existing mobility insights but also innovates in the way these patterns
are analyzed and applied. This novel approach promises to improve
the efficiency, reliability and overall performance of routing in DTNs,
offering a fresh and impactful contribution to the field.
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PILOT Dataset 3
In this chapter, we introduce the PILOT dataset. First, we explain the
reason behind collecting our own dataset, then illustrate all the steps
needed for generating it. The dataset is composed of four joint information
from wireless communication technologies and sensors. PILOT dataset
provides a new generation of collected data that we believe will help
provide keys to study human mobility or other applications.

3.1 Background and Motivation

These days, the rapidly evolving information technology and the devel-
opment of wireless and mobile networks have promoted a new wave of
information and industrial tide [67]. Several promising applications such
as smartphone tracking, traffic monitoring, crowd dynamics monitoring,
and other scientific research are based on the gathering and analysis
of measurement data. This increases the urge to create new forms of
datasets that provide a new perspective to analyze data and present new
measurements. The collected datasets are mainly characterized by the
Model and Parameters recorded. Each type of dataset can serve a new form
of analysis, which is why there are always newly collected datasets with
different characteristics. Thus, based on the requirements of our project,
we need to validate the hypothesis illustrated in Section 1.3 to deter-
mine the real life situation of a device through wireless communication
traces.

Our initial investigation focused on identifying existing datasets relevant
to our research question. We conducted a thorough review of the literature
and explored publicly available online repositories to check whether a
publicly published dataset would serve to our contribution. However,
we identified a lack of a collective dataset that includes several traces
of wireless communication technologies recorded at the same time in
different mobility contexts. Given the absence of a suitable existing
dataset, we opted to collect our own data specifically tailored to our
research objectives.

3.1.1 Online Datasets and literature review

Before generating our own dataset, we looked into the literature to check
online datatsets if they can serve for our usecase. Thus, in this part, we
provide two literature reviews, one dedicated to the different generated
datasets for wireless communication traces in the literature and some
presenting methodologies and tools for collecting them to highlight the
uniqueness of our approach. The other subsection provides different use
cases that used wireless traces in their research work to demonstrate the
importance and use cases of such datasets.

Datasets: During the last decade, several research studies have been
conducted to collect data efficiently from wireless networks and Internet
of Things (IoT) devices for analysis [68]. In [52], Friesen et. al. present a
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complete data collection system developed at the University of Manitoba
that uses a variety of wireless networking technologies and devices to
collect inferred traffic data. They used XBee, GSM and Bluetooth modules
for designing and implementing a slave probe network with the objective
of collecting Bluetooth device information. In [53], Vu et. al. introduce a
new framework that collects location information and ad hoc contacts of
humans at the University of Illinois campus. The Bluetooth MAC address
is used to infer contact information and Wi-Fi MAC addresses are used
to infer physical location of the phone. In [69], a data collection campaign
and a dataset of BLE beacons for detecting and analysing human social
interactions is is collected in a High School. CRAWDAD [70] dataset, is
a repository of wireless network datasets, including datasets for WiFi,
Bluetooth, and cellular networks collected at Dartmouth. UJIIndoorLoc
[71], is a dataset that includes WiFi signal strength measurements and
location information for a multi-story building, which can be used for
indoor positioning research. Although useful, these approaches are
limited to contact tracing applications in a single environment or for
indoor positioning systems.

In [72], the authors designed a system architecture to collect data from
the IoT environment relying on BLE technology only and smartphones.
Cecchinel et. al. [73] proposed an architecture to support the big data
collected from IoT. This architecture is restricted to data generated from
sensors like sonar and temperature sensors and is presented from a soft-
ware perspective only. While [74] generated different types of network
traffic data with the FIT IoT-LAB testbed, their work includes a single
technology (IEEE 802.15.4) and focuses on the delay and throughput of
links under different message sizes and frequencies. Another technology
under study is 5G. The authors of [75] produce 5G datasets that can be
used to study malicious attacks in 5G traffic and their characteristics.
In [76], the authors proposed a new paradigm for generating 5G datasets
for ISAC high precision positioning, named Multilevel-FSM. In [77] the
dataset is designed for multimodal machine learning research in wire-
less communication. It consists of various scenarios where multimodal
sensing and communication data samples are collected. Although it is
a large-scale rich dataset, we still offer more diversity. To the best of
our knowledge, no previous work has collected a labeled dataset from
multi-communication wireless technologies and sensors at the same time
in different mobility contexts, as we propose with a new form of collected
parameters in different mobility scenarios.

Dataset Usecases: Several approaches have leveraged from WiFi beacons
or probe-response to characterize people’s flow. As in [78], the author
collected WiFi probe requests transmitted by people’s smartphones,
then used this data to characterize people’s flows through a machine
learning approach. While in [79], Gebru et. al. presented two possible
methodologies for people counting and mobility detection based both on
off-the-shelf hardware and commercial devices to scan the WiFi spectrum
for probe requests in an urban environment, then by applying a ML-based
scheme, they show how the data collected can be used to characterize
people’s flows. This approach is amenable to being deployed at the edge
of the network. But as a further notice, Bluetooth has been exploited for
some applications like traffic monitoring. As mentioned earlier, in [52],
the authors exploited the collected data from Bluetooth devices to collect
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statistical representation of traffic density and flow. While in [80], Kulkarni
et. al., deployed road-side Bluetooth scanners for traffic data collection
and from Bluetooth information they have extracted traffic parameters for
road traffic management. So, as we can see wireless communication has
been pervasive in our daily lives. As such, collecting and analysing data
from the wireless environment is an important approach for several use
cases like traffic monitoring, characterizing people’s flows which would
help in studying human mobility, and for other services like positioning
systems and others.

3.1.2 Purpose of the chapter

As illustrated in Section 3.1.1, in the rapidly evolving field of wireless
communication and sensor technology, the collection and analysis of di-
verse data types is critical to advance our understanding and capabilities.
This chapter details the comprehensive data collection methodologies
employed in our research, focusing on a diverse array of data types,
including WiFi prob-responses, Bluetooth Low Energy (BLE) advertise-
ments, LoRa packets, and sensor-based measurements of acceleration,
roll and pitch. This dataset meticulously collected to explore the ability to
guess the real-life situation of a device through the variation of observed
wireless links. In this chapter, we introduce a new approach to collect
a dataset, characterized by mainly two novel approaches for collecting
data, at the level of Model type and Parameters recorded, as follows:

▶ Collecting different types of data from sensors and wireless commu-
nication technologies at a time: WiFi probe response, BLE beacons,
LoRa packets, and from the sensors: Acceleration, Roll, and Pitch
information in a seamless and anonymous manner, involves using
micro-controllers to gather data in real-time.

▶ Data are collected in different mobility scenarios and are classified
mainly into two categories: Static vs Mobile.

We will outline the systematic approach taken in gathering and preparing
the dataset that forms the backbone of this research. This chapter aims
to:

▶ Ensure Replicability: Provide a detailed account of the methods
and technologies used, enabling other researchers to replicate or
build upon this work.

▶ Methodology: Justify the choices made during the data collection
process, from the selection of data types to the configuration of
collection parameters, illustrating how these decisions align with
our research objectives.

▶ Challenges: Explain the challenges and limitations of the used
setup on a hardware and software level.

3.2 Experimental Design

Based on the objective of the thesis, the goal is to identify the real-
life situation through wireless traces; thus, the aim is to collect the
possible information from the surrounding environment taking into
consideration the limitations of the hardware devices used to collect the
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[81]: https://docs.pycom.io/datasheets/
development/fipy/

data set. For this reason, in this section we define the collected data and
its functionalities.

To collect the dataset, we are mainly interested in obtaining wireless
signal traces over short and long ranges. So, before introducing the
scanning setup, we will first explain the different strategies for scanning,
then detail the hardware used for collecting the data and the various
wireless communication functionalities collected within the dataset. For
the dataset intended for public release, we did not have limitations
regarding the collected data. Our objective was to gather extensive data
across various technologies.

PILOT dataset provides a group of collected packets from three different
wireless communication technologies: WiFi, BLE and LoRa, and as
additional useful information, the dataset includes the acceleration, roll,
pitch and the battery voltage. These traces have been jointly collected
all together in several mobility contexts using FiPy 3.1 microcontrollers
from pycom [81]. The duration of each scanned dataset is between 10 min
and 3 hours, and each recorded log file is labeled by its specific mobility
scenario of scanning with a description of the conditions of scanning.
The dataset is uploaded to Github* as a collection of text files and CSV
files.

3.2.1 Active and Passive Scanning

Active and passive scanning are two methods used to discover wireless
networks (WiFi) and devices (Bluetooth), knowing that LoRa does not
have the scanning option. Thus in this section, we will explain briefly
the scanning properties for WiFi and Bluetooth. As active scanning, the
device actively sends probe requests on all available channels. Access
points (APs) respond with probe responses containing information about
the network (SSID, supported rates, security features, etc.). This technique
guarantees a faster discovery of networks since it does not wait for beacon
frames. Same for Bluetooth, as the device actively sends inquiry requests
to identify nearby Bluetooth devices, and nearby devices respond with
their device addresses and, sometimes, additional information. While for
passive scanning, in WiFi, the device passively listens for beacon frames
that are periodically broadcast by APs and contain information about the
network. Same for Bluetooth, the device listens for advertisement packets
sent by Bluetooth devices. As a summary, active scanning involves
actively sending requests and waiting for responses, leading to faster
discovery but higher power consumption and increased network traffic.
While passive scanning involves listening for broadcast signals, resulting
in lower power consumption and minimal network interference but
slower discovery. Since in our case, our aim was just to obtain the dataset
rather than to build an optimized setup for scanning, we applied active
scanning for WiFi and passive scanning for BLE (more details in Section
3.2.3.)

* https://github.com/Janakoteich/PILOT-Dataset-Collection-of-Multi-communication-
Technologies

https://docs.pycom.io/datasheets/development/fipy/ 
https://docs.pycom.io/datasheets/development/fipy/ 
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[81]: https://docs.pycom.io/datasheets/
development/fipy/

[82]: https://docs.pycom.io/datasheets/
expansionboards/pytrack2/

[83]: https://docs.pycom.io/datasheets/
expansionboards/pysense2/

Figure 3.1: FiPy microcontroller from Pycom

Figure 3.2: Final setup for scanning

Figure 3.3: A simple design for encapsulating the
whole setup

3.2.2 Data Collection Devices

The experimental setup described in this section is the basis for the
collected data and the formation of the desired dataset. The aim is to
scan the different wireless communication activities in the range of the
scanning device. To do so, we used Pycom FiPy devices [81] since they
support the three wireless communication technologies: WiFi, Bluetooth,
and LoRa. FiPy also provides SigFox and LTE-CAT M1/NB1, but these
are not included in our scanning process as they require a subscription
to an operator. Focusing on WiFi, BLE and LoRa for the time being is
sufficient for our main objective, eliminating the need for additional
effort and investment to obtain LTE information.

The FiPy (Figure 3.1 is connected to a Pytrack [82] (Figure 3.5) or Pysense
[83] (Figure 3.4) expansion board that includes Accelerometer and an SD
card module. The FiPy development boards include an onboard WiFi and
Bluetooth antenna, and for LoRa, an external antenna is connected.

Since one FiPy supports several technologies at the same time, we first
implemented the code to collect information for the three technologies
on a single microcontroller. However, we observed a significant delay in
receiving BLE beacons and WiFi probe response when one device was
scanning and listening to all packets. So, to avoid the delay caused by
interruption methods, the scanning process is distributed on four devices
for more precision. To get the actual time, the FiPy is connected to an
access point (AP), to be able to connect to the Network Time Protocol
(NTP) server that will help to synchronize the real-time clock (RTC) and
get the current timestamp. The collected data by each device is saved
on a secure digital (SD) card. So, the implementation runs on four FiPy
devices, each dedicated to collecting a separate type of data as follows:

▶ Node W (𝑁𝑊 ): Scans for WiFi APs every 2s.
▶ Node B (𝑁𝐵): Scans for Bluetooth devices every 1s.
▶ Node L (𝑁𝐿): Listens for LoRa packets on different frequencies

almost every 2s.
▶ Node X (𝑁𝑋 ): Gets the acceleration, roll, pitch, and battery volt-

age/percentage.

Figure 3.2 shows the final setup for collecting the data, where the FiPys
are connected to the power supply through a hub. However, to make the
scanning process easier and more practical to hold the devices with the
power supply in different places, the setup is designed in a box to be
easily carried everywhere, as shown in Figure 3.3.

3.2.3 Configuration

The configuration of each wireless technology is as follows:

WiFi Node (𝑁𝑊 ) WiFi: WiFi is a widely used wireless networking
technology that enables devices to connect to the internet or communicate
with each other over a local area network (LAN). It operates on the 2.4
GHz and 5 GHz frequency bands, offering high bandwidth capabilities,
which makes it ideal for applications requiring fast data transfer. Key
features of WiFi include:

https://docs.pycom.io/datasheets/development/fipy/ 
https://docs.pycom.io/datasheets/development/fipy/ 
https://docs.pycom.io/datasheets/expansionboards/pytrack2/ 
https://docs.pycom.io/datasheets/expansionboards/pytrack2/ 
https://docs.pycom.io/datasheets/expansionboards/pysense2/ 
https://docs.pycom.io/datasheets/expansionboards/pysense2/ 
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Figure 3.4: External shield - Pysense

Figure 3.5: External shield - Pytrack

[84]: https://lora-alliance.org/

▶ High Data Rates: WiFi supports high-speed data transmission,
suitable for streaming video, downloading large files, and online
gaming.

▶ Range: Typically covers a range of up to 100 meters indoors and
300 meters outdoors, depending on the environment and obstacles.

▶ Connectivity: Allows multiple devices to connect simultaneously
to a network, facilitating extensive device interaction and internet
access.

The WiFi node is configured to start active scanning, as the device radio
transmits a probe request and listens for a probe response from an AP
or active devices such as phones or laptops. The FiPy device supports
802.11b/g/n so the radio scanning is in the 2.4-GHz to 2.4835-GHz
spectrum. Upon detecting a probe response, scanners log several pieces
of information related to that probe, as it indicates the following named
tuples: (SSID, BSSID, sec, channel, RSSI). The saved log mainly includes
1) the timestamp related to the probe request detection, 2) the service
set identifier (SSID) which is the name of the AP, 3) the basic service set
identifier (BSSID) which is the MAC address of the AP, 4) the sec that
stands for security, 5) the channel number, which is in the range of 1 to
11, and 6) the received signal strength (RSSI). The value of sec attribute
defines the type of security where each value means the following: ’0’
is open, ’1’ is WEP, ’2’ is WPA-PSK, ’3’ is WPA2-PSK, and ’4’ is for
WPA/WPA2-PSK. Figure 3.7d shows a sample of the saved logs of the
received WiFi packets.

Bluetooth Node (𝑁𝐵) The BLE node is configured for passive scanning
to receive the advertising packets (PDUs) that are retrieved every second.
First, we created a Bluetooth object, then started performing a scan
listening for BLE devices sending advertisements. The following named
tuple with the advertisement data is received during scanning: (𝑚𝑎𝑐,
𝑎𝑑𝑑𝑟_𝑡𝑦𝑝𝑒, 𝑎𝑑𝑣_𝑡𝑦𝑝𝑒, 𝑟𝑠𝑠𝑖, 𝑑𝑎𝑡𝑎), where data contains the complete
31 bytes of the advertisement message. Then this data is parsed to
get the following information: 𝑎𝑑𝑣_ 𝑓 𝑙𝑎𝑔, 𝑠𝑐𝑎𝑛_𝑡𝑥_𝑝𝑤𝑟, 𝑐𝑜𝑛𝑛_𝑡𝑥_𝑝𝑤𝑟,
𝑡𝑥_𝑟𝑎𝑛𝑔𝑒 and 𝑎𝑑𝑣_𝑡𝑥_𝑝𝑤𝑟. So as with WiFi, the log is first saved with a
timestamp since the advertisement is received, with the MAC address
of the sender and the RSSI. Other information is retrieved like the
advertising flag, where for some beacons it is unknown. Same for the
𝑛𝑎𝑚𝑒, in most of the received beacons the name of the device is unknown.
Then we have the other information like scanning transmission power,
connection transmission power, transmission range, and advertising
transmission power. Figure 3.7b shows a sample of the saved logs for
BLE beacons.

LoRa Node (𝑁𝐿) The LoRa Alliance developed by Semtech [84] allows
long-range, low-power and low-throughput communications. It operates
on the 433-, 868- or 915-MHz ISM bands, depending on the region in
which it is deployed. So in our location, EU868 is supported. There are no
beacons in LoRa, so we cannot scan to detect gateways as passive detection
of a public LoRAWAN gateway is unreliable. Thus, we aimed to detect
LoRa traffic by listening on different channels. The microcontroller will be
listening to different frequencies and switch between them every second.
When changing frequencies, the display will show what frequency it is
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Figure 3.6: Data collection process diagram

monitoring and the number of valid packets that have been previously
seen on that frequency. In this way, we can receive some LoRa packets
that are operating on the following frequencies: 863000000, 864000000,
865000000, 866000000, 867000000, 868000000, 869000000, 864862500,
865062500, 865402500, 865602500, 865985000, 866200000, 866400000,
866600000. These frequencies are defined randomly in the configuration
of the FiPy. As we increase the number of frequencies to listen on, the
delay will increase for switching between selected frequencies, and as
a consequence, the chance of receiving packets will decrease. So, if by
chance we received data while listening on a specific frequency, the data
will be saved in the file with mainly the following information: The
timestamp, the spreading factor, the data itself (which will be masked
for privacy issues), the frequency, RSSI, the signal-to-noise ratio (SNR),
and other information as shown in the log sample in Figure 3.7c.
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(a) Log file of acceleration data

(b) Log file of BLE data

(c) Log file of LoRa data

(d) Log file of WiFi data

Figure 3.7: Examples of the log files of the collected dataset for each technology
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Figure 3.8: Map of the collected data places

[85]: https://ec.europa.eu/info/law/law-
topic/data-protection/reform/

3.3 Dataset Collection Methodology

3.3.1 Study Area and Different Scenarios

The dataset is collected in different scenarios, with different variations.
Using the final setup (Figure 3.2) described in Section 3.2, the devices
are connected to the power supply to start collecting data. Each log is
saved with a real timestamp in a text file on the SD card. The goal is to
observe and record the variations of wireless technologies in different
mobility contexts, which are mainly categorized into two: Static and
Mobile scenarios. For Static we defined the following cases: Home, Office,
Restaurant, Bus station, University and Meetings, and for Mobile we have
the following scenarios: Pedestrian, car, bus, metro and trains. We took
into consideration the different conditions of each scenario, as we have
rural areas (autoroute), urban areas like cities, and less crowded places
like villages. Some of the scenarios that fall under the category of having
several conditions are illustrated below.

Train: Knowing that there are several types of trains, the data is collected
in almost all different types that exist, like fast trains that travel between
provinces more likely between countrysides (eg., TGV in France), or
slower trains that travel between cities (like TER and Intercités in France),
or those that travel between areas in a big city (eg., RER in France).

Bus: Mainly there are two kinds of buses. 1) Those that travel inside cities
(urban areas) with a specific trajectory and fixed interruptions on bus
stops every specified short time, and 2) buses that travel between cities
(rural areas) for a long time and distance (the Autocar).

Car and Pedestrian: For Cars or pedestrians, there are mainly two
conditions, being in an urban or rural place.

Home: There are several types of homes, such as ordinary apartments in
rural areas, studio apartments in urban areas, collocations, platforms in
a crowded city, a platform in a village, separate homes in rural areas, a
Hotel, etc.

Meetings: In this category, we defined the static scenarios where people
meet for professional activities such as conferences, workshops, seminars,
etc.

Office: The office can be in a building surrounded by other companies
and buildings. The office scenario can be categorized into a rural office
and an urban office.

Figure 3.8 shows a map of the main train lines in France. The highlighted
orange routes show the train lines where the data was collected. The
cities marked with a green circle represent the main locations of the data
collected in the other scenarios (bus, home, hotel, university, etc.).

3.3.2 Privacy Preserving Technique

According to the General Data Protection Regulation (GDPR) [85], the
MAC address and the device name are considered as personal data, so
to ensure the published dataset is privacy-preserving, we pseudonymize
the device names which is a foundational technique to mitigate data

https://ec.europa.eu/info/law/law-topic/data-protection/reform/ 
https://ec.europa.eu/info/law/law-topic/data-protection/reform/ 
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[86]: https : / / www . rfc - editor . org / rfc /
rfc3874.txt

Figure 3.9: WiFi data from an office

Figure 3.10: WiFi data from a bus

Figure 3.11: WiFi data from a car

protection risks. This is achieved by replacing the actual name of each
unique MAC address with any random symbol and the MAC address is
hashed using SHA-224 [86].

3.3.3 Dataset Description

One of the main characteristics of the dataset is that it is labeled. This
is achieved by noting the places and the time of scanning; then the
data is retrieved from the four devices and saved in a file with a label
based on the scanning conditions that were noted. In the first step,
we get four text files (wifi.txt, ble.txt, Lora.txt, acc.txt), then each text
file is transferred to a comma-separated values (CSV) file. The data is
classified and uploaded on GitHub. Tables 3.1 and 3.2 briefly describe
the organization of the dataset for mobile and static collected scenarios
respectively. For each scenario, we have sub-folders named by the prefix
of the name of this scenario, and each of them includes the scanned data.
The table describes each scanned folder by its category, the collected
information, the approximate scanning interval with the duration, and
finally the description of the scanning scenario.

https://www.rfc-editor.org/rfc/rfc3874.txt 
https://www.rfc-editor.org/rfc/rfc3874.txt 
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Table 3.1: Records from Mobile Scenarios

Mobility Mobile
Scenarios Label WiFi BlE LoRa Acceleration From To Duration Description

B1 ✓ ✓ ✓ ✓ 12:20:00 12:55:00 35min Autocar between city and village - crowded
B2 ✓ ✓ ✓ ✓ 13:42:00 14:25:00 43min Autocar between village and city - crowded
B3 ✓ ✓ ✗ ✓ 17:07:04 17:56:00 49min Bus in a city
B4 ✓ ✓ ✗ ✓ 14:23:00 15:00:00 37min Bus in a city

Bus B5 ✓ ✗ ✓ ✓ 20:06:00 20:38:00 32min Bus in a city - very crowded
B6 ✓ ✓ ✓ ✓ 09:13:00 09:22:00 9min Bus in a city
B7 ✓ ✓ ✗ ✓ 18:45:00 18:58:00 13min Bus in a city
B8 ✓ ✓ ✓ ✓ 17:01:00 17:12:00 11min Bus in the city - crowded
C1 ✓ ✓ ✓ ✓ 17:26:00 18:03:00 37min Auto-Route - rural area

Car C2 ✓ ✓ ✗ ✓ 13:21:00 14:04:00 43min Auto-Route then between houses in villages
C3 ✓ ✓ ✗ ✓ 09:06:00 09:24:00 18min Auto-Route then between houses in villages
M1 ✓ ✓ ✓ ✗ 21:04:00 21:35:00 31min Short metro in a city
M2 ✓ ✓ ✗ ✓ 11:00:00 11:22:00 22min Short metro in a city

Metro M3 ✓ ✓ ✓ ✓ 21:23:00 21:33:00 10min Long metro in a city
M4 ✓ ✗ ✓ ✓ 13:32:00 13:48:00 16min Long metro in a city
M5 ✓ ✗ ✓ ✓ 16:39:00 16:52:00 13min Short metro in a city
M6 ✓ ✓ ✓ ✗ 15:07:00 15:20:00 13min Short metro in a city
T1 ✓ ✓ ✓ ✓ 16:21:00 18:17:00 1hr, 56min Intercités - crowded
T2 ✓ ✓ ✓ ✓ 08:04:00 08:30:00 26min RER - crowded
T3 ✓ ✓ ✓ ✗ 20:17:00 21:02:00 45min TER between two cities
T4 ✓ ✓ ✓ ✓ 09:35:00 10:23:00 48min TER between two cities
T5 ✓ ✓ ✗ ✓ 11:46:00 12:37:00 51min TER between two cities
T6 ✓ ✓ ✓ ✓ 10:15:00 13:12:00 2hr, 57min TGV

Train T7 ✓ ✓ ✓ ✓ 11:47:00 12:57:00 1hr, 10min TGV
T8 ✓ ✓ ✓ ✓ 15:17:00 16:18:00 1hr, 1min TGV
T9 ✓ ✓ ✗ ✓ 07:30:00 08:51:00 1hr, 21min TGV
T10 ✓ ✓ ✓ ✓ 21:49:00 23:05:00 1hr, 16min TGV
T11 ✓ ✓ ✓ ✓ 14:06:00 14:45:00 39min TGV
T12 ✓ ✓ ✓ ✓ 14:53:00 15:26:00 33min TGV
T13 ✓ ✓ ✓ ✓ 18:27:00 19:07:00 40min TGV
T14 ✓ ✗ ✓ ✓ 17:15:00 18:05:00 50min TGV
T15 ✓ ✗ ✓ ✗ 19:14:00 19:56:00 42min TER between two cities
T16 ✓ ✗ ✓ ✓ 18:47:00 19:43:00 56min TGV
P1 ✓ ✓ ✓ ✓ 09:23:00 09:34:00 11min University Campus
P2 ✓ ✓ ✗ ✓ 18:58:00 19:07:00 9min Crowded city
P3 ✓ ✓ ✓ ✗ 19:56:00 21:00:00 1hour, 4min Downtown - crowded
P4 ✓ ✓ ✓ ✓ 12:55:00 13:08:00 13min Rural area - Countryside

Pedestrian P5 ✓ ✓ ✓ ✓ 13:03:00 13:13:00 10min Rural area - Countryside
P6 ✓ ✓ ✓ ✗ 10:27:00 12:06:00 1hr, 39min Mall in a city
P7 ✓ ✓ ✓ ✓ 21:41:00 22:16:00 35min Rural area - next to an auto-route
P8 ✓ ✓ ✗ ✓ 15:00:00 16:17:00 1hr, 17min Mall in a city
P9 ✓ ✓ ✓ ✗ 17:12:00 17:28:00 16min No Information
P10 ✓ ✓ ✓ ✗ 07:57:00 08:04:00 7min University campus
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Table 3.2: Records from Static Scenarios

Static Static
Scenarios Label WiFi BlE LoRa Acceleration From To Duration Description

H1 ✓ ✓ ✓ ✓ 01:14:00 02:36:00 1hr, 22min Student residence
H2 ✓ ✓ ✓ ✗ 12:31:00 13:33:00 1hr, 2min Studio in a crowded city
H3 ✓ ✓ ✓ ✓ 08:08:00 08:43:00 35min Apartment in a building - village
H4 ✓ ✓ ✓ ✓ 08:38:00 10:42:00 2hr, 4min Apartment in a building - village

Home H5 ✓ ✓ ✓ ✓ 10:06:00 11:37:00 1hr, 31min Student residence in a city
H6 ✓ ✓ ✓ ✓ 19:08:00 19:35:00 27min Hotel in a crowded city
H7 ✓ ✓ ✓ ✓ 06:08:00 07:05:00 57min Hotel in a crowded city - urban area
H8 ✓ ✓ ✓ ✓ 10:50:00 12:13:00 1hr, 23min Hotel in a village - rural area
H9 ✓ ✓ ✓ ✓ 08:17:00 08:42:00 25min Hotel in a village - rural area
H10 ✓ ✗ ✓ ✓ 10:38:00 12:16:00 1hr, 38min Apartment in a building - village

University U1 ✓ ✓ ✓ ✗ 09:14:00 11:12:00 1hr, 58min University campus
O1 ✓ ✓ ✓ ✓ 09:54:00 11:00:00 1hr, 6min Office in a rural area
O2 ✓ ✓ ✓ ✓ 16:55:00 18:07:00 1hr, 12min Office in a rural area
O3 ✓ ✗ ✓ ✓ 17:38:00 19:16:00 1hr, 38min Office in a rural area

Office O4 ✓ ✗ ✓ ✓ 09:38:00 10:35:00 57min Office in a rural area
O5 ✓ ✗ ✓ ✓ 16:31:00 17:54:00 1hr, 23min Office in a rural area
O6 ✓ ✗ ✓ ✓ 10:12:00 11:18:00 1hr, 6min Office in a rural area
O7 ✓ ✗ ✓ ✓ 16:17:00 16:47:00 30min Office in a rural area
O8 ✓ ✓ ✓ ✗ 17:02:00 18:13:00 1hr, 11min Office in an urban area
BS1 ✓ ✓ ✓ ✓ 13:13:00 13:42:00 29min No Information

Bus_station BS2 ✓ ✓ ✗ ✓ 14:16:00 14:23:00 7min No Information
BS3 ✓ ✓ ✓ ✓ 16:47:00 17:00:00 13min In a city, not crowded
C1 ✓ ✓ ✓ ✓ 10:37:00 11:04:00 27min Conference at rural area
C2 ✓ ✓ ✓ ✓ 10:01:00 11:04:00 1hr, 3min Conference at a university campus

Conference C3 ✓ ✓ ✓ ✓ 16:04:00 17:07:00 1hr, 3min Conference at a university campus
C4 ✓ ✓ ✓ ✓ 08:58:00 10:14:00 1hr, 16min Conference at a university campus
C5 ✓ ✓ ✓ ✓ 13:58:00 14:04:00 6min Conference at a rural area in a village
C6 ✓ ✓ ✓ ✓ 09:09:00 10:12:00 1hr, 3min Conference at a rural area in a village

Restaurant R1 ✓ ✓ ✓ ✓ 10:49:00 12:02:00 1hr, 13min Restaurant in the city, not crowded.
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Figure 3.12: WiFi data from a train

[87]: Taehwa Choi, Yohan Chon, and Hojung Cha.
‘Energy-efficient WiFi scanning for localization’.
In: Pervasive and Mobile Computing 37 (2017). doi:
https://doi.org/10.1016/j.pmcj.2016.07.

005

Figure 3.13: Results from node L (dwell time
120ms)

Figure 3.14: Results from node S (dwell time
20ms)

3.4 Dataset Insights

In this section, some primary observations of the collected data are
presented. Figures 3.14, 3.10 represent the received frames from each
access point over time, with the corresponding RSSI. In Figure 3.14, which
shows the WiFi data collected from an office, we can observe the reception
of the probe response frames throughout the scanning time. Knowing
that the scanner is fixed would indicate that the access points detected
by the scanner are also fixed. While in Figure 3.10 which is related to
the data collected from a bus in an urban area, the frames appear only
for a very short duration, this is because we are losing connection to the
access point due to the mobility of the bus. From these observations,
we can verify whether each scenario has its unique pattern of received
probe response frames which would confirm our intuition as described
in Section 1.3. What is more interesting is that several datasets for the
same scenario, show the same behavior of received frames. Such results
could be important for the building of new knowledge and bringing a
new perspective to the analysis of human mobility.

As a further analysis, normally we should keep receiving a probe response
frame from an AP as long as the AP is in the range of the node that is
sending the probe request, but based on Figure 3.9, we observed the
absence of the frames for some time-slots even when the access point is
near to the scanner and static. To investigate this issue, we had to check
the configuration for scanning. Based on the code implemented, the
dwell time is set to 20 ms, as this field is used to control how long the scan
dwells on each channel. So, the node listens for 20 ms on each channel
for frames and then switches to the other. To see the impact of dwell time
on scanning quality, we performed a simple experiment (Figure 3.15) as
described below. First we selected two nodes as follows:

▶ Node S: Configured with 20𝑚𝑠 dwell time on each channel.
▶ Node L: Configured with 120𝑚𝑠 dwell time on each channel.

Both nodes are located next to each other, and started scanning at the
same time with the same conditions for 15 minutes. Figures 3.14 and 3.13
show the results of the data collected from Node S and Node L respectively.
From the figures we have the following observations:

▶ Node S discovered 15 access points, while Node L discovered 19
access points.

▶ Node L received more beacons than Node S from the access point
B12.

These observations show the impact of the dwell time on the number of
received probe response frames. From these results we can deduce that
to detect more access points and receive more probe response frames,
it is suggested to increase the dwell time on a channel to increase the
chance of discovering more access points. This observation is supported
by the work done in [87] with further analysis.

https://doi.org/https://doi.org/10.1016/j.pmcj.2016.07.005
https://doi.org/https://doi.org/10.1016/j.pmcj.2016.07.005
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Figure 3.15: Dwell time experimental setup

Figure 3.16: Gap due to hardware disconnection

3.5 Challenges and Open Issues

3.5.1 Hardware Level

Based on our experience, the primary challenges in collecting the dataset
are hardware related. During scanning, the FiPy device can occasionally
disconnect or reboot, resulting in gaps in the collected data. Figure 3.16
shows an example of a dataset where the FiPy is disconnected for awhile
then continued scanning. Another main challenge is time synchronization.
The FiPy lacks an internal Real-Time Clock (RTC) module for time
synchronization, necessitating a connection to an NTP server via WiFi.
However, this method is not always feasible due to radio coverage
limitations or connection instability. Lastly, the SD card can sometimes
become corrupted, leading to loss of data.

3.5.2 Software Level

Besides the hardware challenges, there is another open issue to be
investigated to improve the quality of scanning which concerns LoRa.
There are no beacons in LoRa, so we cannot scan to detect gateways as
passive detection of a public LoRAWAN gateway is unreliable. A FiPy
device can only listen on one channel and DataRates (DR) at a time; thus,
we can only listen to a specific channel/data rate combination and see
if by chance someone else uses the same. So, we can deduce that the
radio can only monitor one frequency at a time, and we must receive
an entire LoRa packet while listening to parse it, but the more time we
spend on one channel, the more we might be missing from others. So, in
our approach, we are still limited by the selected frequencies mentioned
in Section 3.2 for listening to LoRa packets, while the goal is to capture as
many as possible packets and discover the presence of LoRa base stations.
Finally, knowing that the methodology for scanning and getting all four
joined pieces of information at the same time was challenging, further
investigations could be held to optimize the scanning setup while still
getting the same quality of the output dataset.

3.6 Conclusion and Integration with Thesis

In this Chapter, we have explained the purpose behind collecting PILOT
dataset that includes four joint collected pieces of information from
multi-communication wireless technologies and sensors. The overall
collected data till now spans about 90 hours in total in different mobility
scenarios collected using a Micropython enabled microcontroller called
FiPy device. The traces are collected in different mobility scenarios mainly
categorized as Static and Mobile scenarios. The dataset is a collection of
WiFi probe-responses, BLE beacons, LoRa packets, and additional sensor
information such as acceleration, roll, and pitch. The methodology to
reproduce the dataset is illustrated, with annotations to the collected data
provided on GitHub. After collecting the desired dataset, we can now
investigate in the data collected to see whether it is possible to exhibit
mobility related patterns and so determine the real-life situation of a
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device based on the wireless dynamics observed in its range. Further
details are explained in the next chapter.





Machine Learning Approach 4
In this chapter, we shift our focus from data collection to application,
specifically through the development of a machine learning model. We
will detail how we use the dataset described in Chapter 3 to construct a
model that validates our initial hypothesis: that it is possible to accurately
infer the real-life situation of a device based on wireless traces alone.
By integrating various machine learning techniques and methodologies,
we will demonstrate the potential of our dataset to not only support,
but also improve our understanding of device behaviour in different
environments.

4.1 Objective and Problem Definition

In this chapter we explain the steps to investigate in the collected wireless
traces to study whether we can identify specific patterns that would allow
us to determine the real-life situation of a device as explained in Section
1.3. First we visualized the data to observe and select the important
features to build a machine learning model designed to classify mobility
contexts using WiFi and Bluetooth Low Energy (BLE) packets. The model
aims to achieve high accuracy in distinguishing between stationary and
mobile states and further identifying the specific context (or ’real-life’
situation) of mobile states.

The primary objective is to design a machine learning model capable
of accurately classifying the mobility context of a device based on data
collected from WiFi and Bluetooth Low Energy (BLE) beacons. The model
aims to perform two main tasks:

▶ Binary Classification (B-model): Determine whether the device is
stationary or mobile.

▶ Multiclass Classification (M-model): Identify the specific context
of the device (e.g., Home, Office, Bus, Train) when it is mobile or
static.

4.2 Model Design

In this section, we delve into the details of the models. First, we provide
an in-depth overview of the dataset, highlighting its structure and the
specific data points used for the analysis. Subsequently, we explore the
feature selection process, where we identify and refine the variables
that are most critical to achieve accurate model performance. Lastly, we
outline the architecture of our machine learning model and discuss the
reasoning behind the selection of specific algorithms.
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Figure 4.1: Dataset distribution

4.2.1 Data Description

We use the dataset collected and described in Chapter 3. The distribution
of the dataset is shown in Figure 4.1. This distribution represents the
number of input samples of each label ready for training. After checking
the scanned information of each technology, we found that the following
parameters are essential to exhibit pattern to design a machine learning-
based approach able to determine the device’s real-life situation:

▶ MAC address, which provides insights into the density of the
observed networks.

▶ Signal strength (RSSI), which can indicate the mobility of devices
or access points; this will be explained in detail in the upcoming
section.

▶ Timestamp, as it is crucial for determining the duration that a
specific network remains within the scanner’s range.

4.2.2 Feature Selection

Features are derived from the detected WiFi APs and BLE packets,
focusing on:

▶ Contact duration with the scanner.
▶ Received Signal Strength Indication (RSSI).
▶ Number of unique MAC addresses detected.

Data Pre-processing and Feature Engineering

As illustrated in Chapter 3.2, the datasets are saved as csv files. Since
each scenario (label) has two separately scanned files (WiFi and BLE)
that share the same time-stamp, both files are combined to facilitate
the analysis and observation of both datasets at the same time. Now,
for each scenario, we have one file that includes the data from WiFi
and BLE at a certain time-slot. Each dataset is in the form of an 𝑛 x 3
matrix, where 𝑛 > 0 is a variable number that equals to the number
of received probe-responses and advertisements from all detected APs



4.2 Model Design 39

during scanning time 𝑡. But feeding data into a model must be a column
matrix and not an 𝑛 x 𝑚 matrix. So, we need to transform the matrix 𝑛

x 3 into a 1 x ( 𝑓 + 1) where 𝑓 is the number of selected features of both
WiFi and BLE (to be defined in the next section) plus at the end the label.
Thus, in this case, each dataset will be represented by a single row. To
transform the shape of the dataset from 2D to 1D, the dataset undergoes
two main phases:

▶ 𝜙1: Get the main statistics for each AP, thus as a result we will get an
𝑚 x 𝑓1 matrix, where 𝑚 is the number of unique AP that appeared
during scanning, and 𝑓1 is the number of extracted features (defined
in section 4.2.4). So, the dataset still has the 2D form at this phase.

▶ 𝜙2: Transform each 2D dataset from 𝜙2 to a 1D vector (explained
in section 4.2.5).

4.2.3 WiFi and BLE Selected Features

During scanning, the device frequently receives beacons from APs that
are in its communication range. If the scanner moves away from the AP,
after some time the connection between the two devices is lost, and the
scanner stops receiving beacons from that AP, and vice versa if the AP is
mobile and the scanner is fixed. This behavior is therefore considered an
important metric for identifying the mobility of a device (as explained in
Chapter 3).

From these observations, we can see how each scenario has its unique
pattern of received beacons and the importance of the contact duration
between the scanning device and surrounding APs in differentiating
between different scenarios. Thus, as a result, the time-stamp, the RSSI
and MAC address will be selected for feature engineering, since they are
the main attributes to give insights for the collected datasets.

4.2.4 Feature Extraction: Phase 1

In this section, data processing and feature extraction are illustrated in
details. As mentioned in Section 4.2.3, contact duration will be calculated
for each AP, with the mean and standard deviation of the RSSI. As a
result, we will end up with two dataframes that represent the statistics
of the data collected for each wireless technology.

1. Contact Duration: Let 𝑀 be the set of all unique MAC addresses
appeared during Time 𝑡 of scanning. The contact duration is calculated
as follows:

𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛(𝑚) = 𝑡𝑖 − 𝑡0 , ∀𝑚 ∈ 𝑀 (4.1)

Where 𝑖 is the last beacon appeared during the scanning.

2. Signal Strength (RSSI) Mean and Standard Deviation: The RSSI
value tends to fluctuate even if the device is fixed because of external
factors influencing radio waves (interference, diffraction, etc. ), or when a
Wi-Fi receiver is moving, the signal strengths it observes are noisier than
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when it is not moving. For this reason, for each AP, the average mean of
the values recorded over time is calculated as follows:

�̄�𝑥(𝑚) =
1
𝑛

𝑛∑
𝑖=1

𝑥𝑖(𝑚), ∀𝑚 ∈ 𝑀 (4.2)

where 𝑥(𝑚) represents the RSSI from the MAC address m, 𝑥𝑖 is the 𝑖 − 𝑡ℎ

RSSI value in the sample, 𝑛 is the total number of appearances of the
beacon from the AP of the same MAC address during the scanning time,
and 𝑥𝑖 is the 𝑖 − 𝑡ℎ RSSI value in the sample. Then the standard deviation
is calculated (eq. 4.3) to see how dispersed the data is in relation to the
mean as this could indicate if the device is moving.

𝛿𝑥(𝑚) =

√∑𝑛
𝑖=1(𝑥𝑖 − �̄�𝑥(𝑚))2

𝑛 − 1
(4.3)

4.2.5 Feature Extraction: Phase 2

Now as a result we have two data-frames that summarise the main
information for each AP. Still we need to transform both 2D files to a 1D
vector. This is the second phase (𝜙2) to obtain the important information
from the dataframe for our model. Table 4.1 shows the number of AP
that appeared in different scenarios. We can see how the number of
APs differs from one context to another as well as the average contact
duration (Δ𝑡) with the scanner. Knowing that the contact duration is an
important metric for differentiating between scenarios, as mentioned in
Section 4.2.3, then the dataframes will be transformed to a 1D vector by
displaying the access point (AP) statistics based on their contact duration
(Δ𝑡). The features are mainly categorized into three main conditions:
Long Δ𝑡 , medium Δ𝑡 , and short Δ𝑡 according to the following criteria:
First, get the percentage of contact duration as follows:

%Δ𝑡(𝑚) = Δ𝑡(𝑚)
𝑡

× 100 ∀𝑚 ∈ 𝑀 (4.4)

1. 𝐿: Set of APs that have Δ𝑡 > 70% of the total time 𝑡.
2. 𝑀: Set of APs for which 30% < Δ𝑡 < 70%.
3. 𝑆: Set of APs that have a Δ𝑡 < 30% of the total time 𝑡.

Then for each Set (L, M, S), the mean and standard deviation of the RSSI
of the access points that belong to each set is calculated.

As a result, we end up with a vector (𝑉𝑖) that includes 24 features (12
features extracted from WiFi and 12 extracted from BLE), plus the label
of the scanned scenario 𝑖. The same process is done for all the datasets
that are collected in different scenarios, thus we end up with a dataframe
of 𝑉𝑛 input vectors, where 𝑛 is the total number of datasets (see Figure
4.2).
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Table 4.1: Records from dataset analysis

Number of Wifi MAC Wifi Δ𝑡 Number of BLE MAC BLE Δ𝑡

Office 19 9min, 16sec 27 4min, 27sec
Bus 185 17sec 43 2min, 32sec
Car 6 4min 6 3min, 56sec

Train 3 6min, 9sec 68 3min, 13sec

Figure 4.2: Data collection process diagram

4.2.6 Model Architecture

The global architecture consists of two models:

1. B-model (Binary Model):

▶ Input: Aggregated statistics from WiFi and BLE scans.
▶ Algorithm: Decision-tree-based ensemble methods (LGBM-

Classifier and XGBClassifier).
▶ Output: Binary label (stationary or mobile).

2. M-model (Multiclass Model):

▶ Input: Features from WiFi and BLE scans, including the output
from the B-model.

▶ Algorithm: Decision-tree-based ensemble methods (LGBM-
Classifier and XGBClassifier).

▶ Output: Multiclass label (e.g., Home, Office, Bus, Train).

In this section, the model architecture is illustrated. As explained in
Section 1.3, the aim is to extract knowledge from natural crowd mobility
through radio beacons, by translating each "real-life" situation into a
network model. The real-life situation refers to the context of a network,
which is the mobility kind of the environment of a device. Thus, first we
simplified the use case by classifying the context into two main categories:
Static and Mobile.

The static scenario refers to any fixed scenario such as home, office,
restaurant, library, etc. For further explanation, device A that is considered
as static could be a fixed sensor located somewhere, or a device held by a
person in an office, though the person could be moving in their office
sometimes, but still will be considered as stationary since their status
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is still in the office (as no frequent movement over time is happening).
On the other hand, mobile scenarios are assigned to devices that are
in a moving context, like bus, car, train, pedestrian, etc. Similarly, if a
device is in a bus, it will be considered mobile, since our reference is the
global context of the scenario which is the bus, and not the individual
reference with other devices in the bus. To this end, to achieve the main
goal which is understanding mobility from which we can determine the
real-life situation of a device (e.g. being in a bus, or train, or pedestrian,
or at home, etc.), two models are defined. First, since the input data are
labeled, our models will undergo supervised learning approaches. We
started with the binary model called B-model that can determine the
general situation of the device, which could be static or mobile. The
output of this model helped to improve the performance of the second
main model which is called M-model, by reducing its complexity, that
stands for multi-class classification model, which aims to determine ten
different status of a device that are: Train, Home, Office, Conference, Bus,
Car, Metro, Pedestrian, Restaurant, and University. The output of the
B-model will be one of the input features of the M-model.

4.3 Models Training and Evaluation

4.3.1 Training Process or Model training

The training process involves:

1. Collecting and preprocessing the data to ensure quality and con-
sistency.

2. Extracting relevant features and transforming them into a suitable
format for training.

3. Training the B-model to distinguish between stationary and mobile
states.

4. Using the B-model’s output as an additional feature for training
the M-model to classify specific contexts.
Two models were developed:

▶ B-model: This model determines whether a device is station-
ary or mobile.

▶ M-model: This model further classifies the device’s precise
context, such as home, office, bus, train, etc.

4.3.2 Evaluation Metrics

In this section, we give a brief analysis of the models’ performance to
select the best one for the mentioned use case. Typically various metrics
will be reported that assess how well the model is able to make predictions
on new, unseen data. The choice of the metrics depends on the type of
the problem, so for both models B-model and M-model the following
metrics will be evaluated: Accuracy, Balanced accuracy, and F1 score.
Finally (AUC-ROC), an additional metric will be added for evaluating
B-model, that stands for area under the receiver operating characteristic curve,
it is a commonly used metric to evaluate the performance of binary
classification models.
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In general, F1 score, precision, and recall are metrics used in binary
classification to evaluate the performance of a machine learning model
where the Precision metric measures how often the model is correct when
it predicts a positive sample. The formula for precision is:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

(𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠) (4.5)

While the Recall metric measures how often the model correctly identifies
a positive sample out of all the positive samples in the data. The formula
for recall is:

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

(𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠) (4.6)

But the F1 score is the harmonic mean of precision and recall. It combines
both metrics to provide a single score that represents the model’s overall
performance. The formula for F1 score is:

𝐹1𝑆𝑐𝑜𝑟𝑒 =
2 ∗ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙) (4.7)

Since Precision and Recall do not always provide a complete picture of a
model’s performance, and the F1 score balances the trade-off between
precision and recall, as it provides a single score that summarizes both,
then it will be used for the evaluation. Balanced accuracy in binary and
multiclass classification problems is a metric to deal with imbalanced
datasets. It is defined as the average of recall obtained in each class.

4.3.3 Models Evaluation

As described in Section 4.2.1, the dataset is labeled and collected over
one year in different scenarios. The size of the dataset is 44,4 MB. The
distribution of the datasets is unbalanced. To this end, with the available
dataset for the moment, classical machine leaning algorithms will be
suitable for our case since the dataset is small, and since it is a labeled
dataset, supervised learning techniques will be applied to meet the final
goal for constructing a classification model to guess the categorical label.
In this section, several simulations are performed to evaluate our model
to select the one with the best performance. Knowing that each dataset
is scanned with a different time duration, first we divide all datasets to
equal time spans. To achieve so, we define a period, and all datasets are
divided by this period to finally have datasets with equal time duration.
But to determine the best value of the period that will best perform on
training the models, we will first define several period values and test the
models on each of them to select the best period for each model. To this
end, four periods are defined, P1: 5 min, P2: 3 min, P3: 2 min, P4: 1 min.
Then we have selected 7 main classification algorithms that are: Boosting
Decision Tree, KNN, Voting Classification, Gradient Boosting, Decision
Tree, Neural Network, SVM, Naive Bayes, Random Forest Classifier, and
Logistic Regression to be trained on the different selected periods, then
compared the performance of each one.
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4.3.4 B-Model: Binary Classification

The aim of this model is to determine whether the device is in a static
or mobile context as defined in Section 4.1. First, we will train the seven
selected models that are defined in Section 4.3.3 on the different defined
periods. For each model, the accuracy after cross validation is calculated.
Here is a description of the distribution of the datasets for each specified
period:

▶ (P1: 5 min): 921 input vectors
▶ (P2: 3 min): 1576 input vectors
▶ (P3: 2 min): 2375 input vectors
▶ (P4: 1 min): 4764 input vectors

The distribution of datasets is as follows: 33.9% train, 17% Home, 10%
office, 9% conference, 7.5% bus, 7.3% pedestrian, 7.3% university, 3.5%
restaurant, 1.6% metro, and 2% car. The percentage may slightly change
from one period to another. So, each model is trained on the different
defined periods. To ensure that the models are robust and can generalize
well, the dataset was split into 70% for training and 30% for testing. Given
that the dataset is unbalanced, with varying proportions across different
categories, the Stratify parameter was used in the splitting function. This
ensures that each subset (train and test) maintains the same distribution
of classes as the original dataset. This approach helps to prevent the
model from being biased towards the more frequent classes and ensures
a fair evaluation of its performance across all categories.

Figure 4.3 represents a clear comparison between the accuracy of different
models. We can see that a period of one minute gave a higher accuracy
in almost all selected models, while five minutes has the lowest accuracy.
Thus a period of one minute will be selected to divide the datasets into
equal fragments for training B-model.

After determining the best period for training the models, now 27
classification models are selected for training. From the 27 models, we
have selected the most known models to compare, as table 4.4 displays
11 models, each with its calculated evaluation metrics. We can see that
the LGBMClassifier and XGBClassifier gave an accuracy of 99%, and
knowing that the trained dataset is not balanced, the Balanced Accuracy is
calculated as it also gives a 99% accuracy, and same for F1 score. As a
result, in our case, the boosting Ensemble method (LGBMClassifier and
XGBClassifier) improved model performance since we have unbalanced
datasets, as they assign higher weights to misclassified examples in the
minority class.

To justify the importance of using information from both WiFi and BLE
jointly for such a model, we repeated the training using only WiFi data,
then only BLE, and compared the results with the models trained on
both technologies jointly. Figure 4.4 displays the accuracy value (from
cross validation) for each trained model for the three scenarios. The green
curve represents the values from models that are trained with only BLE
input data, and the red curve for WiFi input data only, thus we can see
that WiFi information gives better accuracy than BLE input data in almost
all trained models. The violet curve represents WiFi and BLE trained
data jointly, and the results show a higher accuracy from such data, thus



4.3 Models Training and Evaluation 45

Table 4.2: M-model binary classification period comparison

Model 1 min 2 min 3 min 5 min
LGBMClassifier 0.92 0.93 0.91 0.92
XGBClassifier 0.91 0.93 0.90 0.92

RandomForestClassifier 0.91 0.93 0.90 0.93
BaggingClassifier 0.89 0.91 0.88 0.90

SVC 0.89 0.90 0.88 0.86
AdaBoostClassifier 0.50 0.51 0.51 0.51

DecisionTreeClassifier 0.85 0.87 0.85 0.83
KNeighborsClassifier 0.84 0.83 0.83 0.80

LogisticRegression 0.85 0.87 0.87 0.84
RidgeClassifier 0.74 0.75 0.74 0.75

LinearDiscriminantAnalysis 0.19 0.12 0.17 0.25

we can conclude that both WiFi and BLE jointly gives better accuracy for
estimating the output.

4.3.5 M-model: Multi-class Classification

Now, the aim of this model is to determine a specified context of the
network. We have tested 26 different machine learning classifiers to train
the multiclass model. Knowing that M-model has a different objective
from B-model model, we need to repeat the same process for selecting the
best period for classifying as in B-model. Table 4.2 shows the accuracy of
11 trained models on different period values. These models are selected
from the 26 trained models as the most known models and with the
highest accuracy among the others. We can see that a period of two
minutes and five minutes give a better accuracy in almost all tested
algorithms. Thus, (P3 = 2 min) will be selected as the period to train
the models. We can see that the highest accuracy is equal to 93% from
the LGBMclassifier and XGBclassifier and RandomForestClassifier as an
example. To improve even more the accuracy, we added the results of B-
model as an input feature to M-model to see how could the static/mobile
information enhance the performance of the models. Table 4.5 shows
the results of the same 11 models but with input of the B-model. We
can see that the accuracy increased by 0.01 (or 1%) in almost all models,
thus this indicates the importance of the information from B-model to
give a better accuracy in determining the real-life situation of the device
from M-model. After determining the best period for the classification
which is two minutes, and improving the accuracy by the input values
from B-model, the first three models that have higher accuracy that
are: The LGBMClassifier, XGBClassifier, and RandomForestClassifier are
selected. We will test our chosen models again by getting the accuracy
after cross validation and calculating the Time consumed for training
and prediction.

As shown in Table 4.3, XGBClassifier has a higher accuracy among the
other selected models after cross-validation, with the shortest prediction
time, and then it will be selected for hyper parameter tuning. After
hyper parameter tuning, the accuracy remained the same, therefore, the
XGBoost classifier has the best accuracy with approximation to 94%.
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Figure 4.3: Period comparison for B-model

Figure 4.4: Accuracy comparison for three different input datasets
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Table 4.3: Comparison between best three models

Model Accuracy Training Time Pediction Time
XGBClassifier 93.62% 0.868 0.00436

LGBMClassifier 92.95% 0.907 0.00706
RandomForestClassifier 93.38% 0.433 0.01808

Table 4.4: B-model models evaluation and comparison

Model Accuracy Balanced F1 Score
LGBMClassifier 0.99 0.99 0.99
XGBClassifier 0.99 0.99 0.99

RandomForestClassifier 0.98 0.98 0.98
BaggingClassifier 0.98 0.98 0.98

SVC 0.97 0.97 0.97
AdaBoostClassifier 0.97 0.97 0.97

DecisionTreeClassifier 0.95 0.95 0.95
KNeighborsClassifier 0.94 0.94 0.94

LogisticRegression 0.93 0.93 0.93
RidgeClassifierCV 0.92 0.92 0.92

LinearDiscriminantAnalysis 0.92 0.92 0.92

Model Performance Analysis

Model performance evaluation is crucial to understand not only the
overall accuracy but also the behavior of the model across different
classes, particularly in multiclass classification tasks. To this end, we
present both a confusion matrix (Figure 4.5) and a class-wise accuracy
table (Table 4.6) to highlight the strengths and weaknesses of the M-
model. In both the confusion matrix and the class-wise accuracy table,
each number (0 to 9) represents a specific class, corresponding to different
environments in the dataset. For example, Class 0 represents "Home,"
Class 1 is "Office," and so on, as detailed in the class-wise accuracy table.
The same numerical labels are used in the confusion matrix, where each
row corresponds to the actual class and each column to the predicted class.
This ensures a consistent reference for interpreting both the confusion
matrix and the class-wise performance.

The confusion matrix provides a detailed view of actual versus predicted
classifications. High diagonal values indicate strong performance in cor-
rectly predicting certain classes, such as "Home" (118 correct predictions)
and "Train" (233 correct predictions). However, misclassifications become
evident for classes like "Metro," where only 10 instances were correctly
classified, with several others misclassified as "Bus" or "Train." This is
reflected in the class-wise accuracy table, where "Metro" has a notably
low accuracy of 28.57%, in contrast to other classes like "Home" (99.16%)
and "Train" (96.68%).

Despite the lower accuracy for certain classes like "Metro" and "Bus," the
overall model accuracy remains high at 94%. This is due to the dominance
of correctly classified instances in larger classes, such as "Home," "Train,"
and "Office," which contribute significantly to the overall performance.
Therefore, while the model performs well in general, attention is needed
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Table 4.5: M-model with B-model input feature

Model Accuracy Balanced F1 Score
XGBClassifier 0.94 0.86 0.93

LGBMClassifier 0.93 0.86 0.93
RandomForestClassifier 0.94 0.85 0.93

BaggingClassifier 0.92 0.86 0.92
LogisticRegression 0.88 0.74 0.86

SVC 0.90 0.75 0.88
DecisionTreeClassifier 0.88 0.80 0.87
KNeighborsClassifier 0.85 0.69 0.84

RidgeClassifierCV 0.77 0.51 0.72
AdaBoostClassifier 0.51 0.20 0.36

Table 4.6: Class-wise accuracy

Class Accuracy
0 Home 99.16%
1 Office 97.14%
2 Conference 95.24%
3 Bus 78.57%
4 Metro 28.57%
5 Train 96.68%
6 Pedestrian 94.23%
7 University 96.08%
8 Restaurant 72.00%
9 Car 71.43%

to improve its performance in more challenging classes like "Metro" to
ensure balanced and robust results across all environments. This could
be achieved by enriching the datasets for Metro and Bus or adding a new
feature for training the model, like acceleration.
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Figure 4.5: Confusion Matrix

4.4 Conclusion and Discussion

In this Chapter, we have proposed a novel approach for inferring human
mobility by determining a device’s status within its network context
through wireless communication technologies, namely WiFi and BLE,
working in conjunction. Firstly, we trained a model to ascertain whether
a device is in a mobile or static network context. Subsequently, a com-
plementary model was trained, providing a more precise classification
of the device’s real-life situation. These models were trained using real
datasets collected over one year, for 90 hours, across various scenarios
and conditions. In our initial approach, we achieved 94% accuracy in
classifying among 10 scenarios using a lightweight classical machine
learning algorithm (XGBClassifier). More analysis will be done in this
work like getting the accuracy for each model, investigating in the feature
selection and finally checking the fairness of the model.

To this end, we have validated the hypothesis of the capability of de-
termining the devices’ real-life situation through the observations of
wireless traces in the range of a device. This also shows the added value
of using jointly several kinds of information, and to get better accuracy
we will investigate later how to also leverage LoRa and acceleration data.
We will carry more analysis for the routing. This method will assist the
routing protocol that will be based on the mobility of the devices to
take a decision for forwarding a message that is illustrated in the next
chapter.
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In this chapter, we present ’BatonRelay’ a privacy-aware and mobility-
aware routing protocol. This protocol is based on the mobility of nodes
in a network. After investigating the possibility of inferring the mobility
context of a device from the observation of wireless technologies in
its range (in Chapter 4.1), we will study the concept of leveraging the
context or mobility of a token to make the decision for routing. This
will help to analyse the impact of the mobility context and how it is
taken into account on the performance of routing protocols in DTN. The
encounter probability to carry or forward the message is based on a
mobility level assigned to each token. First, we implement ’BatonRelay’
and then present a valuable analysis of the results, and finally compare to
the most known DTN protocols presented in the literature, and discuss
the limitations and ongoing work to improve ’BatonRelay’. The main
goal is to implement a robust simple routing protocol that will base the
forwarding decision in real-time without extensive computations or huge
storage history to encounter a forwarding probability and based on the
knowledge of mobility patterns in a privacy-preserving approach.

5.1 BatonRelay Routing Protocol

This routing protocol prioritises connections with higher mobility values
for message forwarding. The logic ensures that messages are sent to
nodes with higher mobility, which are likely to carry the message further
and faster. If no suitable connections are found, the message is carried by
the current host until a better connection is available. We believe such a
structured approach would allow efficient message dissemination in a
DTN, where the network topology is dynamic and the connectivity is
intermittent. Thus, to prove this claim, we will first explain the algorithm
and the behaviour of the protocol. Figure 5.1 illustrates the scenario for
forwarding a message in 2 consecutive time-slots. First, each device will
determine its local context through a machine learning model by scanning
its network environment as illustrated in 4.1, then share this information
with its neighboring devices. In Figure 5.1a, device A which is static, wants
to send a message to the destination B. From the knowledge of device’s
A context, a delivery probability (f to be defined later) is computed
to decide whether to forward the message or carry it. Then device A
estimates whether it needs to send two copies of the message to devices
b and c because they have a higher mobility than itself. Then crowds
move and wireless connections dynamically appear and disappear. In
Figure 5.1b, device b, which has carried the message, will repeat the same
process of forwarding the message to the devices with higher mobility,
thus it will exclude device h since it has the same mobility context as
itself and thus there is no added value to forward the message for such
device. This process will be repeated on each device that is holding a
copy of the message until the message reaches its destination.
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(a) Scenario at time 0

(b) Scenario at time 1

Figure 5.1: Illustration of Baton-relay protocol

5.1.1 Design Principles

To design the routing protocol, we need as a first approach to investigate
how the mobility of a node affects the routing protocol at different levels
(delivery probability, buffer time, etc.). To this end, we implemented the
first approach for the DTN routing protocol that is based on a threshold
assigned based on the mobility type of a node.

First, let’s assume we have a group of nodes:

▶ Nodes and Messages:

• Let 𝑁 = {𝑛1 , 𝑛2 , . . . , 𝑛𝑘} be the set of nodes in the network.
• Let 𝑀 be the message to be delivered from a source node 𝑛𝑠

to a destination node 𝑛𝑑.

Now, we will assign a mobility level 𝜇] for each mobility type as
follow:

𝜇 : 𝑁 → ℝ

where 𝜇(𝑛𝑖) represents the mobility level of node 𝑛𝑖 .
And each node 𝑛𝑖 has a threshold 𝑇𝑖 associated to its mobility level,
i.e., 𝑇𝑖 = 𝑓 (𝜇(𝑛𝑖)), where we define the identity function 𝑓 defined
as 𝑓 (𝑥) = 𝑥 as a first step for simplicity. When node 𝑛𝑖 encounters
node 𝑛 𝑗 , they exchange their mobility levels 𝜇(𝑛𝑖) and 𝜇(𝑛 𝑗).
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Algorithm Description

First we start with initialization, where the source node 𝑛𝑠 initiates
the process with the message 𝑀 and its mobility level 𝜇(𝑛𝑠). Upon
encountering a new node 𝑛 𝑗 , the current node 𝑛𝑖 will share its mobility
level 𝜇(𝑛𝑖)with 𝑛 𝑗 and receive 𝜇(𝑛 𝑗), and then compare with its threshold
𝑇𝑖 . If 𝜇(𝑛 𝑗) > 𝑇𝑖 , then node 𝑛𝑖 forwards the message 𝑀 to node 𝑛 𝑗 ,
otherwise, node 𝑛𝑖 retains the message 𝑀 and continues to carry it. The
process continues until the message 𝑀 reaches the destination node 𝑛𝑑

or TTL expires.

The recursive process at node 𝑛𝑖 could be described as follows:

while 𝑛𝑖 ↛ 𝑛𝑑 or 𝑇𝑇𝐿 = 0 do

for each encounter (𝑛 𝑗) :

if 𝜇(𝑛 𝑗) > 𝑇𝑖

then forward(𝑀, 𝑛 𝑗);
based on 𝑇𝑖 :
carry(𝑀, 𝑛𝑖) or remove(𝑀, 𝑛𝑖)

else carry(𝑀, 𝑛𝑖)

So, BatonRelay relies on the concept of node mobility as a metric to
improve message forwarding in a delay tolerant network. By assigning
mobility levels to nodes based on their mobility types, the algorithm
ensures that messages are forwarded to nodes with higher mobility, which
we believe could have a higher chance of encountering the destination
or other high-mobility nodes. Algorithm 1 explains the behavior of the
routing protocol.

Algorithm 1 BatonRelay, run on node 𝑛𝑖 holding a message M to destina-
tion 𝑛𝑑

1: Input: M, 𝜇(𝑛𝑖)
2: for each encountered 𝑛 𝑗 do
3: // Step 2: Share mobility levels between 𝑛𝑖 and 𝑛 𝑗

4: receive 𝜇(𝑛 𝑗)
5: send 𝜇(𝑛𝑖)
6: // Step 3: Check if node_j’s mobility level is greater than node_i’s

threshold
7: if 𝜇(𝑛 𝑗) > 𝑇𝑖 then
8: // Step 4: Forward the message M from 𝑛𝑖 to 𝑛 𝑗

9: forwardMessage(𝑛𝑖 , 𝑛 𝑗)
10: // Decide if 𝑛𝑖 will carry or remove the message based on the

threshold 𝑇𝑖
11: carry(M,𝑛𝑖) or remove(M, 𝑛𝑖)
12: end if
13: end for

5.2 Simulation Setup

In this section, we provide an overview of the environment (ONE simula-
tor) that is used to implement the BatonRelay and other approaches from
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the literature: Prophet, Spray & Wait, and Prophet protocols. Next, we
define the settings for the simulation and the metrics for evaluation.

5.2.1 Tools and Scenario Description

In our evaluation of the proposed routing protocol, we used the Oppor-
tunistic Network Environment (ONE) Simulator [88]. ONE is a Java-based
simulation tool designed for evaluating delay-tolerant networking pro-
tocols. It provides a platform for simulating various network scenarios
and mobility models, enabling comprehensive performance analysis of
routing protocols. The selection of the ONE Simulator is based on its
strong DTN simulation capabilities, and availability of many integrated
mobility models and network configurations. It is especially helpful for
evaluating the mobility-based routing protocol because of its ability to
display network performance data and node movements.

5.2.2 Parameters

Table 5.1 summarizes the general configuration of the simulation used to
evaluate and analyze the performance of the routing protocols. However,
Table 5.2 shows in more detail the configuration for each mobility type
used (number of nodes and buffer size).

We defined 5 groups of nodes each with different mobility types: 80
pedestrians (separated into two groups with different buffer sizes), 40
cars, 6 buses, and 8 fixed nodes, so in total we have 133 nodes in the
network. Furthermore, the release contains map data of the Helsinki
downtown area (Figure 5.2) (roads and pedestrian walkways) that the
map-based movement models can use.

5.2.3 Performance Metrics

To evaluate our routing protocol, we investigate the performance of
all four protocols, i.e. Epidemic [3], Spray and Wait[43], PRoPHET [4],
and BatonRelay, through simulations. The performance of these four

Table 5.1: Routing Protocol Parameters

Parameter Value
Simulation Time 43200 seconds (12 hours)
Interface Class Bluetooth
Transmit Speed 250 KBps
Message size 500KB to 1MB
Transmit Range 10 meters
Number of Node Groups 14

Movement Model Shortest Path Map-Based Movement
(SPMBM)

Router BatonRelay, Epidemic, Spray&Wait,
ProPHet

Buffer Size 5M, 10M, 50M, 200M, 500M
TTL (Message Time to Live) 300, 240, 180, 120, 60, and 30 minutes.



5.2 Simulation Setup 55

Table 5.2: Routing Protocol Parameters

Group ID Number Buffer size
Pedestrian P1 40 5M
Pedestrian P2 40 10M
Cars C1 40 50 M
Bus B1 6 200M
Fixed F1 8 500M

protocols are investigated with different traffic patterns and TTL values.
Performance is evaluated using the following five metrics:

▶ Copies overhead (CO) = the ratio of the number of copies against
the number of original messages. This metric will calculate the cost
of extra generated copies in the network as follows:

𝐶𝑂 =
𝑁 − 𝑀

𝑀
(5.1)

Where 𝑁 is the created copy and 𝑀 is the total number of original
messages created.

▶ Delivery Ratio: the ratio of successful message deliveries to the
total number of original messages created and sent.

▶ Hop count average: is the average number of hops each node has
relayed on to reach the destination.

▶ Buffer time average: the average time that a message spends in the
buffer of a node before it is successfully delivered or dropped.

▶ Average Latency: the average time the message takes to be for-
warded from the source to the destination.

5.2.4 Statistical Robustness in Simulation

To ensure the robustness and reliability of our simulation results for the
different Delay Tolerant Network (DTN) routing protocols, we employed
a comprehensive simulation strategy involving multiple runs and various
traffic scenarios. This approach aims to reduce the likelihood of unusual
results caused by particular message structures or network conditions.

Message Creation

1500 messages are created to be routed in the simulated environment. The
source and the destination for each created message is selected randomly
in a range from 0 to 133, where 133 is he total number of nodes in the
network as defined in the previous section. The selection of the nodes
of the message origin and destination is randomized to ensure a broad
representation of possible network interactions. This variability in the
traffic files helps to test the protocols under a range of conditions, thus
enhancing the validity of our findings.

5.2.5 Confidence Interval Calculation

Each routing protocol was subjected to 20 independent simulation runs.
For each simulation, a unique traffic file was used. To determine whether
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20 simulation runs are sufficient to provide reliable results, we calculated
the confidence intervals [89] for key metrics: delivery probability and
average latency. The confidence interval gives us a range in which we
can expect the true population parameter (mean in this case) to fall
with a certain level of confidence. Here is how the confidence interval is
calculated:

𝐶𝐼 = �̄� ± 𝑧

(
𝑠√
𝑛

)
Where:

▶ �̄� is the sample mean of the metric (e.g., delivery probability or
latency).

▶ 𝑧 is the z-score corresponding to the desired confidence level (e.g.,
1.96 for 95% confidence).

▶ 𝑠 is the sample standard deviation.
▶ 𝑛 is the number of samples (20 simulations).

The choice of the 95% confidence level is typical in empirical research,
providing a good balance between confidence and precision. For our sim-
ulations, the resulting confidence intervals for both delivery probability
and latency is [0.898, 0.905], which is considered narrow, indicating a
small difference between the lower and upper bounds. This consistency
across simulations suggests that the sample of 20 runs is sufficiently
robust, reflecting stable and reliable results under varying network
conditions.

5.3 Results and Discussion

In this section, we first analyse the routing protocol individually, then
in the second part, we compare the results of BatonRelay with the other
routing protocols known in the literature.

5.3.1 Performance Analysis of BatonRelay Protocol

As explained in Section 5.1, the decision to forward or carry a message
in BatonRelay protocol is based on the node with a higher mobility. To
validate this intuition and validate its effectiveness, we implemented
a reverse version of BatonRelay which is called ’BatonRelay-Reversed’.
The message in BatonRelay-Reversed is forwarded to the node with a
lower mobility. So, if the sender is in a car and has in its range a bus and
a pedestrian, the message will be forwarded to the pedestrian and not
to the bus. The simulation is done for both protocols under the same
conditions and traffic file. Table 5.3 displays the results after comparing
the approaches.

Based on the comparative performance data between BatonRelay and
BatonRelay-Reversed routing protocols, BatonRelay demonstrates overall
a better performance. In particular, BatonRelay shows a significantly
higher delivery probability at 0.85 compared to just 0.59 for BatonRelay-
Reversed. This metric is crucial as it indicates a more reliable message

https://en.wikipedia.org/wiki/Confidence_interval
https://en.wikipedia.org/wiki/Confidence_interval
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Table 5.3: Comparative Performance of BatonRelay vs. BatonRelay-Reversed Routing Protocols

Metric BatonRelay BatonRelay-Reversed

Delivery Probability 0.85 0.59
Latency Average (s) 2556.89 4306.34
Buffer Time Average (s) 12492.70 12475.54
Copies overhead 15.70 15.19
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connected mobile networks’. In: Proceedings of the
2005 ACM SIGCOMM workshop on Delay-tolerant
networking. 2005
[4]: Anders Lindgren, Avri Doria, and Olov
Schelén. ‘Probabilistic routing in intermittently
connected networks’. In: ACM SIGMOBILE mobile
computing and communications review 7.3 (2003)

delivery under the BatonRelay protocol. Additionally, BatonRelay has
a lower average latency of 2556.89 seconds, which is nearly 1750 sec-
onds faster than the 4306.34 seconds recorded for BatonRelay-Reversed,
indicating more efficient message handling.

The better performance of the BatonRelay protocol over that of the
BatonRelay-Reversed can be explained by the strategic use of mobil-
ity characteristics to improve the efficiency of message delivery. As
mentioned earlier, in the BatonRelay protocol, forwarding decisions are
based on selecting nodes with higher mobility. This approach naturally
increases the likelihood that the message will be carried over larger
distances in shorter periods of time, using the faster or more widely trav-
elling nodes to speed up message dissemination. Higher mobility nodes,
such as buses or cars, are more likely to encounter a greater number of
other nodes, thereby increasing the probability of delivery and reducing
the overall latency of the network. In contrast, the BatonRelay-Reversed
protocol, which routes messages to low-mobility nodes, naturally limits
the potential distance and speed at which a message can travel. Low-
mobility nodes, such as pedestrians, have restricted movement and fewer
encounters with other nodes, leading to increased chances of message
delay and a lower probability of successful delivery.

Thus, while both protocols theoretically test the impact of mobility on
routing effectiveness, BatonRelay’s strategy of using higher-mobility
nodes capitalises on the rapid and extensive spread of messages across
the network, as this was proven by simulation and thus validates our
assumption.

5.3.2 Comparison with existing Protocols

After validating the choice of BatonRelay protocol for choosing the nodes
with higher mobility to relay on, in this section we investigate in the
performance of BatonRelay routing protocol compared to Epidemic [3],
Spray&Wait [90] and PRoPHET [4] protocols. More details related to
the functionality of the protocols are illustrated in Chapter 3.1.1. Having
established confidence in our simulation setup, we proceeded to compare
the performance of each routing protocol across the 20 simulations. To
ensure that the results reflect the typical performance of the protocols
under a variety of scenarios, we averaged the results (e.g., delivery ratio,
latency, buffer time) of each protocol from the 20 simulations.

Table 5.4 displays the statistical results of the four routers with the
main metrics that are important to give a logical comparison between
the different approaches. From the results, we can see that BatonRelay
achieves a delivery probability of 0.85, indicating reliable performance,
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Table 5.4: Comparison of Routing Protocol Performance

Protocol Delivery Probability Latency Avg (s) Buffer Time Avg (s) Hop Count Avg Copies Overhead

BatonRelay 0.85 2556.89 12492.7 2 15.70
Epidemic 0.90 936.67 13000.3 4 71.34
Prophet 0.90 1037.99 13800.4 4 68.55
Spray and Wait 0.85 2521.55 17649.72 2 3.21

slightly lower than the Epidemic and Prophet protocols, which both
exceed a delivery probability of 0.90.

Although Epidemic and PRoPHET protocols display exceptionally low
latency averages of 936.67 s and 1037.99 s, respectively, BatonRelay
overcomes these protocols buffer time average, hop count, and copies
overhead. As Epidemic and PRoPHET has a higher a higher average hop
count, which increases the network overhead and complexity. Similarly
for the copies overhead, as it presents a clear trade-off between delivery
assurance and network resource utilisation. Epidemic and Prophet have
high overheads of 71.34 and 68.55 respectively, which can lead to network
congestion and increased power consumption, while BatonRelay, with
a copies overhead of 15.70, provides a balanced approach, ensuring
reasonable delivery success without excessive resource usage.

Finally, we can see that Spray&Wait overcomes BatonRelay in copies
overhead, while having the same delivery probability, latency average,
and hop count. However, BatonRelay shows a significant improvement
for the buffer time average compared to Spray&Wait (and the other
protocols as well). However, there is always a trade-off to consider when
selecting a routing protocol and choosing according to the application
requirements. Thus, in environments with limited storage or buffer
capacities, BatonRelay will be a better choice and a better compromise
over copies overhead compared to Spray&Wait, especially that Baton-
relay does not require history storage and guarantees devices’ privacy.

TTL Analysis

To further explore the dynamics of the BatonRelay protocol, we con-
ducted additional analysis by varying the Time-to-Live (TTL) settings to
observe their impact on overall performance. This investigation aimed
to understand how different TTL values affect metrics such as delivery
probability, latency, average buffer time and copies overhead. The results
of these experiments are comprehensively illustrated in the following
figures (5.3a, 5.3b, 5.4a, 5.4b) , providing a detailed visualisation of how
TTL adjustments affect the routing efficiency and effectiveness of the
BatonRelay protocol. Five TTL values are considered: 300 min, 240 min,
180 min, 120 min, 60 min and 30 min. To analyze the provided graphs, we
will summarize the trends and patterns observed in each graph. Figure
5.3a shows the copies overhead values as function of different TTL values
for the four routing protocols. Figure 5.3b shows the average buffer time,
Figure 5.4b displays the average latency for each protocol and finally
Figure 5.4a shows the delivery ratio.

We can observe that for BatonRelay, the number of copies increases
linearly. Prophet produces the most copies, which might indicate higher
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(a) Cost of extra number of copies

(b) Buffer Time

Figure 5.3: TTL comparison

resource usage. BatonRelay is the most conservative in terms of the
number of copies, which might be beneficial in resource-constrained
environments.

BatonRelay has the most favorable buffer time characteristics, with an
initial increase that stabilizes quickly. Epidemic and Prophet show high
buffer times, which might be a drawback in time-sensitive applications.
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(a) Delivery Ratio

(b) Latency

Figure 5.4: TTL comparison

5.4 Conclusion and Ongoing Work

As a first approach to analyse the impact of the mobility of a token on
the routing decision, we implemented the BatonRelay routing protocol.
BatonRelay emerges as a balanced protocol, ideally suited for environ-
ments where efficient resource utilisation is crucial without significantly
compromising delivery probability and latency. BatonRelay’s strategic
use of high-mobility nodes to propagate messages is recommended
for urban environments with a mix of vehicular and pedestrian traffic.
The idea of BationRelay is that it is simple and not based on extensive
mathematical calculations and does not require a huge memory or buffer,
but yet robust as it guarantees a reasonable probability delivery ratio
and most importantly it is privacy preserving.

As an ongoing work, we are analysing the algorithm with different
conditions to see where it could perform the best, like testing the effect
of node density and mobility movement models. This will help to un-
derstand how different concentrations of nodes and different mobility
movement nodes influence the efficiency and reliability of the protocol
compared to other protocols. In addition, further analysis will be done to
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analyse the delivery probability and latency values over number of hops
and investigate in the number of copies successfully delivered, and the
designed function f, which will help in reducing the number of generated
copies. Finally, an updated version of the protocol is being implemented
to improve its performance (delivery probability, copies overhead, etc.),
by refining the algorithms used to assign delivery probabilities. Enhance-
ments could focus on more accurately predicting node interactions based
on previous connections information and current network conditions,
thereby increasing message delivery rates.





General Conclusion and
Perspective 6

6.1 Conclusion

In this thesis, we proposed and evaluated a novel Delay Tolerant Net-
work (DTN) routing protocol, called BatonRelay. This protocol has been
designed to leverage the mobility patterns of nodes for efficient mes-
sage forwarding. The primary aim behind this work was to overcome
and address the limitations of existing DTN routing protocols through
the introduction of the Context-aware approach that prioritizes nodes
with higher mobility for message delivery. This approach has been thor-
oughly tested and validated through extensive simulations using the
Opportunistic Network Environment (ONE) Simulator.

The key contributions in this thesis are summarised as follows:

1. PILOT Dataset: The creation of a unique dataset capturing multi-
communication technologies in various mobility contexts.

2. Machine Learning Models: Analysis of collected data and devel-
opment of models to infer the real-life situation of devices based
on wireless communication traces.

3. BatonRelay Routing Protocol: Introduction of a novel DTN routing
protocol that prioritizes nodes with higher mobility for efficient
message forwarding.

The PILOT dataset was introduced in Chapter 3. The main aim be-
hind this dataset is to address the lack of existing datasets that include
multiple traces of wireless communication technologies recorded simul-
taneously in different mobility contexts. The dataset incorporates WiFi
beacons, Bluetooth Low Energy (BLE) advertisements, LoRa packets, and
sensor-based measurements such as acceleration and pitch. This data was
collected using FiPy microcontrollers configured to capture information
in various static and mobile scenarios. The dataset was meticulously
gathered to ensure replicability, using four FiPy devices dedicated to
different types of data collection to avoid delays and improve accuracy.
Each device scans and records data with real-time synchronization, sav-
ing logs on SD cards. The data collection covers diverse environments,
including homes, offices, public transportation, and various outdoor
settings. The chapter outlines the methods and technologies used for
data collection, justifies the choices made, and discusses the challenges
faced, such as hardware limitations and time synchronization issues.
The dataset is labeled based on the scenarios and is privacy-preserving,
complying with GDPR regulations by pseudonymizing device names
and hashing MAC addresses. The overall collected data spans about 90
hours in total in different mobility scenarios, and it is uploaded to GitHub.

In Chapter 4, a machine learning-based model for mobility contexts
classification using WiFi and Bluetooth Low Energy (BLE) advertise-
ment packets was introduced using the developed PILOT dataset. The
main objective was to design a model capable of performing multiclass
classification to identify the specific context of the device (e.g., Home,
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Office, Bus, Train) when it is mobile or static. The data collected was
pre-processed and features were extracted focusing on contact duration
with the scanner, Received Signal Strength Indication (RSSI) and the
number of unique MAC addresses detected. Two models were developed
as follows:

▶ B-Model (Binary Model): To classify the device as stationary or
mobile.

▶ M-Model (Multi-class Model): To identify the specific context of
the device when it is mobile.

Both models utilized decision-tree-based ensemble methods (LGBM-
Classifier and XGBClassifier) for their balance between performance
and computational efficiency. The models were trained and validated
using cross-validation to ensure robustness. The evaluation metrics used
included accuracy, balanced accuracy, and F1 score, with additional
AUC-ROC for the B-Model. The B-Model achieved high accuracy in
distinguishing between stationary and mobile states, and the M-Model
successfully identified specific contexts, demonstrating the effectiveness
of using WiFi and BLE data for mobility context classification.

After validating the assumption that it is possible to determine the
real-life situation of a device through wireless technologies (WiFi and
BLE), the design of the routing protocol BatonRelay that leverages this
knowledge about mobility was carried out. As described in Chapter 5,
this protocol leverages the mobility type of a device to forward messages.
BatonRelay routing protocol was implemented by assuming knowledge
of the node’s mobility type, rather than integrating the model directly
into the simulator, so it operates under the assumption that nodes with
higher mobility are more likely to efficiently forward messages to their
destination. Thus, the design principle is based on the mobility-based
forwarding, where nodes are assigned a mobility level, and the pro-
tocol prioritizes connections with higher mobility values for message
forwarding that is learnt from knowledge of previous chapter. If a node
with a higher mobility value is encountered, the message is forwarded;
otherwise, the current node continues to carry the message. The pro-
tocol is unique due to its simplicity and efficiency. It is designed to be
a simple yet robust routing protocol that makes real-time forwarding
decisions without extensive calculations or large storage requirements.
The performance of BatonRelay was compared with other well-known
DTN protocols such as Epidemic, Spray and Wait, and PRoPHET. Key
metrics for evaluation included delivery probability, latency, buffer time,
and copies overhead. BatonRelay demonstrated a balanced performance,
offering a high delivery probability and moderate latency without exces-
sive resource consumption as it has the best buffer time usage compared
to the other protocols, and it maintained a reasonable copies overhead,
ensuring efficient and robust use of network resources without causing
congestion and incorporating privacy measures. The results obtained
from simulations and real-world data collection validate the hypothesis
that context-aware routing based on human mobility significantly im-
proves the performance of DTNs. The proposed BatonRelay protocol,
in particular, demonstrates superior performance in terms of delivery
probability and latency compared to traditional protocols like Epidemic
and Spray and Wait.
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6.2 Future Work and Perspective

6.2.1 Future Work

While the results achieved in this thesis are promising, there are several
avenues for future work that can further enhance the robustness and
applicability of the BatonRelay protocol, illustrated below:

▶ Integration of Additional Data Sources: Incorporating data from
additional sources such as acceleration sensors and LoRa could
improve the accuracy of mobility detection and routing decisions.
This would provide a more comprehensive understanding of node
behaviors and improve forwarding efficiency.

▶ Advanced Time Series Analysis: Implementing time series analy-
sis with a larger dataset could enable more precise predictions of
node movements, enhancing the ability to forecast the context or
next steps of the nodes. This predictive capability can be integrated
into the routing protocol to improve real-time forwarding decisions.

▶ Enhanced Routing Protocols: Developing advanced routing pro-
tocols that adapt to the changing contexts of the network will be
crucial. This includes considerations for energy efficiency, security,
and evolving network conditions. Integrating security measures.
Our ambition is to implement BatonRelay protocol in real-world
environments. This implementation will move beyond simulation,
allowing us to test the protocol under diverse and unpredictable
conditions. Field tests will help validate the protocol’s performance
and robustness, providing practical insights that can refine and im-
prove its operational parameters. Deploying the protocol in various
scenarios, such as urban areas, rural regions, and disaster-prone
zones, will demonstrate its versatility and effectiveness in different
contexts.

By pursuing these future directions, we aim to significantly improve the
efficiency and robustness of DTN routing protocols, making them more
suitable for a wide range of real-world applications. This will ultimately
contribute to better connectivity and communication in challenging
network environments, supporting the growing demand for reliable data
transmission in mobile and opportunistic networks.

6.2.2 Perspective

Contextual Analysis

Further analysis of the dataset could yield insights into various network
contexts, such as detecting whether a node is in a crowded place or
moving at different speeds. This contextual information can be leveraged
to refine the routing protocol, making it more adaptable to dynamic
network conditions. Moreover, the study of human mobility and flow
has significant implications beyond telecommunications. For instance,
understanding movement patterns can help design more efficient trans-
portation systems, manage public health through the study of virus
propagation, and improve telecommunication networks by predicting
and mitigating congestion. These insights can thus contribute to a wide
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range of applications, enhancing both technological and societal out-
comes.

Deploying Resilient Routing Protocols

Additionally, one of the primary objectives of this research is to design
a routing protocol for Delay Tolerant Networks (DTN) that can connect
the unconnected, with no reliance on existing infrastructure or authori-
ties. This is particularly crucial in remote or underserved areas where
traditional network infrastructure is either unavailable or unreliable. By
leveraging the inherent mobility patterns and contextual information
derived from the dataset, the proposed routing protocol can enable
robust and efficient communication in challenging environments. The
goal of these developments is to link the disconnected without relying on
the government or the existing infrastructure. This approach facilitates
information access by guaranteeing resilience, autonomy, and privacy
in network connectivity, while simultaneously fostering inclusion and
independence from centralized authority.

Societal Dimension

In the context of societal dimensions, our objective is to develop a protocol
that enhances user engagement and participation by focusing on incentive
measures like security and data privacy. To attract and retain users, we aim
to build a trust system by instituting robust security measures to protect
user data. Emphasizing data privacy is essential, as it ensures that user
information is protected, thereby fostering trust and confidence among
users. This increased confidence, driven by strong security and privacy
protocols, will encourage more users to participate and engage with the
network. As user participation grows, the protocol’s performance will
improve due to a larger number of data points, enhanced network stability,
and overall better functionality. Eventually, a larger, more engaged user
base will lead to a practical and efficient protocol, demonstrating the
significant societal impact of our approach.
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