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RESUME GLOBAL 

Les systèmes de recommandation sont un sujet très étudié dans la littérature sur 

l’apprentissage automatique, ce qui a permis la création de nombreux algorithmes de pointe. 

Cette thèse doctorale va au-delà de simples propositions de nouveaux algorithmes de 

recommandation en tirant parti des toutes dernières techniques et en étudiant les interactions 

de ces techniques avec diverses sources de données de différents types. Nous nous sommes 

penchés sur la création de canevas capables d’aider les universitaires et les décideurs du marché 

dans le cadre du développement, de l’évaluation et du test des systèmes de recommandation 

dans le contexte du commerce en ligne. Dans ce but, cette thèse se penche d’abord en 

profondeur sur un algorithme spécifique (filtrage collaboratif) dans un environnement hors-

ligne portant sur des données historiques, puis élargit son champ d’investigation pour étudier 

les systèmes de recommandation hybrides et de maximisation du chiffre d’affaires et effectuer 

une expérience de terrain. Concrètement, cette thèse apporte une nouveauté à la littérature de 

sept manières différentes. Premièrement, nous décrivons dans le chapitre I un cadre devant 

servir à évaluer l’influence des caractéristiques d’entrée, d’une matrice d’achat binaire, sur le 

meilleur algorithme de filtrage collaboratif en termes de précision, de diversité et de temps de 

calcul. Nous avons validé le cadre proposé et les résultats obtenus grâce à lui en traitant hors-

ligne des jeux de données réelles issues d’un grand magasin en ligne européen, La Redoute. 

Deuxièmement, nous proposons dans le chapitre II un cadre en cinq étapes destiné à développer 

et à évaluer des systèmes de recommandation hybrides qui analysent différentes sources de 

données, que nous validons à partir de données historiques réelles tirées du site de La Redoute. 

Troisièmement, le chapitre II introduit l’importance des caractéristiques dans la littérature sur 

les systèmes de recommandation. Quatrièmement, les algorithmes offrant les meilleurs 

résultats dans les tests hors-ligne sont utilisés dans le chapitre III afin de servir de base pour la 

création de deux systèmes de recommandation pour la maximisation du chiffre d’affaires. 

Cinquièmement, nous proposons, au chapitre III, un cadre pour étudier trois effets des systèmes 

de recommandation (pour la maximisation du chiffre d’affaires). Il ressort de ce cadre que les 

systèmes de recommandation exercent une influence positive sur les indicateurs de conversion 

tout au long du funnel d’achat. De plus, ce cadre suggère que l’inclusion du facteur « chiffre 

d’affaires » influence de manière positive la valeur de chaque commande. Par conséquent, la 

performance des systèmes à maximisation du chiffre d’affaires dépasse celle des systèmes de 

recommandation traditionnels en termes de chiffre d’affaires, au vu de la synergie entre le taux 
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de conversion et l’effet « valeur par commande ». Sixièmement, nous validons notre cadre par 

une expérience de terrain à grande échelle, en collaboration avec La Redoute. Enfin, une étude 

de cas montre que les machines à factorisation hybrides offrent le plus haut potentiel en termes 

de taux de conversion et de chiffre d’affaires. Si une machine à factorisation hybride 

traditionnelle donne un plus grand nombre de commandes, une machine à factorisation à 

maximisation du chiffre d’affaires offre un potentiel plus élevé en termes de chiffre d’affaires. 

Mots-clés : E-commerce, Systèmes de recommandation, Filtrage collaboratif, Données 

d’achat binaires, Hybridation ; Machines à factorisation ; Importance des caractéristiques, 

Maximisation des recettes ; Expérience de terrain 
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GENERAL ABSTRACT 

Recommendation systems are a heavily investigated subject within machine learning 

literature, resulting in the creation of many state-if-the-art algorithms. This doctoral dissertation 

goes beyond merely proposing new recommendation algorithms by leveraging state-of-the-art 

techniques and investigating the interaction of these techniques with different data sources 

having distinct characteristics. The focus lies upon the creation of frameworks guiding both 

marketing decision makers and academics in developing, evaluating, and testing 

recommendation systems in an e-commerce context. To create these frameworks, this 

dissertation starts by first investigating a specific algorithm in depth (collaborative filtering) in 

an offline setting on historical data and afterwards opening the scope to hybrid - and revenue 

maximization recommendation systems and field experiments. Concretely, this dissertation 

adds to literature in seven distinct ways. First, a framework evaluating the influence of input 

characteristics, of a binary purchase matrix, on the best collaborative filtering algorithm in 

terms of accuracy, diversity, and computation time is designed in Chapter I.  The proposed 

framework and it findings are validated on real-life offline data sets of a large European e-

tailer, La Redoute. Second, a five-step framework to develop and evaluate hybrid 

recommendation systems combing different data sources is proposed and validate on real-life 

historical data of La Redoute in Chapter II. Third, Chapter II introduces feature importance in 

the recommendation systems literature. Fourth, the best performing algorithms in the offline 

tests are leveraged to serve as basis for creating two revenue maximization recommendation 

systems in Chapter III. Fifth, a framework investigating three effects of (revenue 

maximization) recommendation systems is proposed in Chapter III. In this framework it is 

argued that recommendation systems have a positive influence on conversion business metrics 

throughout the purchase funnel. Additionally, the framework suggest that revenue inclusion 

positively influences value per order. Consequently, revenue maximization recommenders 

outperform traditional recommendation systems in terms of revenue, driven by synergy 

between conversion and value per order effect. Sixth, the framework is validated in a large-

scale field experiment executed in collaboration with La Redoute. Finally, a business case 

shows that hybrid factorization machines have the highest potential in terms of conversion and 

revenue. A traditional hybrid factorization machine results in the highest number of orders and 

a revenue maximization factorization machine has the highest potential in terms of revenue. 
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Keywords: E-commerce, Recommendation systems, Collaborative filtering, Binary 

purchase data, Hybridization; Factorization machines; Feature importance, Revenue 

maximization; Field experiment 
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rareté, la distribution d’achats et le taux utilisateur/objet. Le temps de calcul n’est influencé 

que par la répartition des achats et le taux utilisateur/objet. 

Le Chapitre III nous donne cinq principaux résultats. Premièrement, les données 

comportementales brutes et les données produit sont les sources de données les plus prédictives 

dans les systèmes de recommandation basés sur une seule source de données. Les données 

client sont la troisième source la plus importante et enfin, les données comportementales 

agrégées sont la contribution la moins prédictive. Deuxièmement, le fait de combiner 

différentes sources de données augmente la performance des systèmes de recommandation. 

Troisièmement, le gain de rendement obtenu par l’ajout de sources de données supplémentaires 

diminue au fur et à mesure qu’on ajoute des données. Quatrièmement, la combinaison de 

caractéristiques à partir d’une machine à factorisation est préférée par rapport à la pondération 

a posteriori en tant que technique d’hybridation pour combiner le nombre optimal de sources 

de données. Enfin, les scores d’importance à cette fin des sources de données et des 

caractéristiques individuelles suivent une tendance nette : les données comportementales brutes 

sont la source de données la plus importante (39,38 %), suivies par les données produit 

(33,52 %), les données client (26,56 %) et enfin, les données comportementales agrégées 

(8,43 %). En termes d’importance des caractéristiques individuelles, les caractéristiques des 

données comportementales brutes implicites sont très importantes. Les évaluations explicites 

sont notablement les moins importantes des caractéristiques des données comportementales 

brutes, essentiellement de par le fait que ces informations ne sont disponibles qu’en petites 

quantités. Les données d’achat sont également des informations importantes à collecter, surtout 

en ce qui concerne les données de division produit et de marque. Bien qu’elles ne soient pas 

aussi importantes, les caractéristiques des données client individuelles peuvent ajouter de la 

valeur aux systèmes de recommandation. Enfin, les caractéristiques des données 

comportementales agrégées ont relativement peu d’importance. 

Le chapitre IV valide le cadre proposé en identifiant les effets des systèmes de 

recommandation (avec maximisation du chiffre d’affaires) à différentes étapes du funnel 

d’achat dans une expérience à grande échelle, dont les résultats sont au nombre de cinq. Tout 

d’abord, le chapitre IV montre que la personnalisation a un effet positif sur les indicateurs de 

conversion tout au long du funnel d’achat. Deuxièmement, il est démontré qu’un système de 

recommandation hybride basé sur un modèle prenant en compte une combinaison de 

différentes caractéristiques offre de meilleures performances en termes de taux de clics, de taux 
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de visites, de taux d’ajout au chariot et de taux de conversion qu’un système qui combine a 

posteriori une seule source de données ainsi que les systèmes de recommandation basés sur la 

mémoire. Troisièmement, l’inclusion du facteur « chiffre d’affaires » accroit la valeur par 

commande. Quatrièmement, les systèmes de recommandation avec maximisation du chiffre 

d’affaires offrent de meilleures performances que les systèmes traditionnels en termes de 

chiffre d’affaires à l’étape de la commande, étant donné la synergie entre la conversion et l’effet 

« valeur par commande ». Enfin, notre étude de cas a montré que, par rapport aux chiffres 

habituels de l’entreprise, le meilleur système de recommandation traditionnel engendre une 

hausse du nombre de commandes de 350 % pour la gamme de produits recommandés et de 

9,58 % pour l’ensemble des produits, tandis que le meilleur système de recommandation à 

maximisation du chiffre d’affaires engendre quant à lui une hausse du chiffre d’affaires de 

442 % pour la gamme de produits recommandés et de 14,62 % pour l’offre de produit complète 

comparé à la stratégie de recommandations actuelle de l’entreprise. 
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methods used by e-commerce companies to overcome the information overload and to guide 

customers in finding a suitable product are recommendation systems [3]. 

Recommendation systems are data science tools designed to recommend relevant product 

sets to customers being beneficial for both customers and companies. Recommendation 

systems aid the selection process of customers by narrowing down the options for each 

customer and helping them explore less obvious products [3]. Such recommendation systems 

increase customer satisfaction [4] and benefit the e-commerce company, because greater 

satisfaction leads to increased sales, revenue, and loyalty [5, 6].  

Starting from the early years of recommendation systems’ research, studies have focused 

on machine learning and the creation of state-of-the-art-algorithms [7]. Together with the rise 

of e-commerce, the interest in recommendation systems has grown in both the academic and 

business world. In academia this phenomenon has been shown by the large body of research in 

machine learning and increasing interest in other domains (operations research, information 

systems, marketing, etc.). The organization of an annual conference on recommendation 

systems (RecSys) and the shift towards the development of procedures for testing and 

evaluating recommendation systems in real-world contexts [8-10] explify the increasing 

interest in the academic world. In business a number of big players like Netflix.com, 

Amazon.com, iTunes, Last.fm, and Yahoo! contribute to the development of recommendation 

systems [11]. These companies are dedicated to research and have helped narrowing the gap 

between academics and business by publishing research papers [12, 13], organizing 

competitions, i.e. the Netflix Prize Contest [14] and Kaggle competitions [15], and making data 

sets publicly available [16]. 

This dissertation contributes to the reduction of the gap between academic research and 

business application. The Ph.D. project is a collaboration between Université Lille 1 and 

IESEG School of Management, two academic institutions and La Redoute, a large European 

e-commerce company specialized in apparel and home decoration. La Redoute offers their data 

as research source in exchange for the creation of operational recommendation systems. This 

collaboration drives innovative academic research that is applicable and deployable at a 

company level.  
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granted in literature. This dissertation does not overlook this aspect and investigates the effect 

of data characteristics, data sources, and feature importance, as it is critical in practical 

implementations. Finally, this study evaluates and validates results on real-life data sets either 

in offline tests on historical behavioral data (Chapter II and III) or in a field experiment 

(Chapter IV) to increase external validity. The deployed validation procedures could be used 

as guidance for companies and further academic research. In the remainder of this section the 

research objectives and specific research questions are discussed for each chapter separately. 

Chapter II focuses on the creation of a framework to guide marking scientists in creating 

collaborative filtering (CF) recommendation systems. CF is a popular and one of the most 

successful recommendation techniques [17]. The popularity of the techniques implies that a lot 

of different configurations have been developed during the last 15 years [7]. Even though CF 

is heavily studied, no clean overview or framework to identify the best CF algorithm exists. 

Identify THE best CF algorithm is too opportunistic as the optimal configuration is case 

dependent. Therefore this study investigates the interaction between input data layout and CF 

algorithm configuration to create a framework guiding academics and practitioners in 

identifying the best input characteristic – CF algorithm combination. Concretely the interaction 

between three input characteristics, i.e. sparsity, item-user ratio, and purchase distribution, and 

30 CF algorithm configurations are evaluated in terms of three distinct metrics, i.e. accuracy, 

diversity, and computation time. The proposed framework allows e-commerce companies to 

decide on the optimal CF configuration as a function of their specific binary purchase data sets 

and desired (combination of) metrics to optimize. The reader also gains insight into the impact 

of changes in the input data set on the preferred algorithm configuration. Additionally, the 

proposed framework is tested on 54 synthetic data sets and validated on two real-life historical 

data sets. To concretize these research objectives, they are presented as topical research 

questions: 

RQ1. How does CF algorithm configuration affect performance? 

RQ2. How do input data characteristics influence the optimal CF configuration(s)? 

RQ3. How sensitive are the optimal CF configuration(s) to variations in the input data    

characteristics?  

Chapter III goes beyond CF and introduces hybrid recommendation systems in this 

dissertation. The focus of Chapter III lies on data source combination as this strategy 

overcomes issues related to single data source algorithms and improves accuracy [18]. In total 
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three main objectives are identified. First, this chapter designs a framework guiding academics 

and practitioners in developing and evaluating recommendation systems with multiple data 

sources as input. Second, the feature importance scoring framework developed by Breiman 

(2000) is introduced in a recommendation setting to open the recommender system’s black 

box. Third, the impact of hybridization strategies – i.e. a posteriori weighting and feature 

combination [18] – applied to four distinct data sources i.e. product data, customer data, raw 

behavioral data, and aggregated behavioral data is empirically validated using eight real-life 

historical data sets offered by a large European e-commerce company. Specific research 

questions proposed in this chapter are: 

RQ1a.  Do recommendation systems based on different single data sources differ in 

performance? 

RQ1b. Does combining different data sources enhance predictive performance? 

RQ1c.  What is the optimal order in which to add data source groups to a recommendation 

system? 

RQ2.  Which hybridization technique performs best for recommendation models with 

the optimal number of data sources? 

RQ3.  Which are the most important predictors in the best performing recommendation 

model? 

Chapter IV has four main objectives. First, Chapter IV leverages the best performing hybrid 

recommendation systems proposed in Chapter III by using them as basis to design revenue 

maximization recommendation systems. Second, a framework identifying three effect of 

traditional recommendation systems and revenue maximization recommenders on business 

metrics is proposed. This framework argues that both traditional - and revenue maximization 

recommendation systems influence conversion metrics in every stage of the purchase funnel, 

i.e. click through -, view -, cart addition -, conversion rate. Additionally, the framework 

suggests that revenue maximization recommendation systems have an effect on value per order 

as revenue inclusion drives a value effect. Consequently, it is argued that revenue maximization 

recommendation systems outperform traditional recommenders in terms of revenue in the order 

stage as these systems are driven by both conversion and value effect. Third, a large-scaled 

field experiment executed in collaboration with La Redoute validates the proposed framework. 

Finally, a business case demonstrates the added value of recommendation systems in terms of 

numbers of orders and revenue. The validity of proposed framework is investigated by 

answering the following research questions:  
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sources diminishes (RQ1c). Fourth, factorization machine based feature combination is 

preferred over a posteriori weighting as hybridization technique for combining the optimal 

number of data sources (RQ2). Finally, the importance scores of both data sources and 

individual features therein are showing a clear pattern. Raw behavioral data is the most 

important data source (39.38%) followed by product data (33.52%), customer data (26.56%), 

and finally aggregated behavioral data (8.43%) (RQ3). In terms of the importance of individual 

features, implicit RBD features are very important. Explicit ratings are notably the least 

important RBD features, mainly because this information is only available in smaller amounts. 

Furthermore, PD is important information to gather, especially product division and brand data. 

Although somewhat less important, individual CD features can add value to recommendation 

systems. Finally, ABD features have relatively little importance. 

Chapter IV validates the proposed framework identifying effects of (revenue 

maximization) recommendation systems in different stages of the purchase funnel in a large-

scaled field experiment and results are fivefold. First, Chapter IV finds that personalization has 

a positive effect on conversion business metrics throughout the entire purchase funnel (RQ1a). 

Second, it is demonstrated that a hybrid, feature combination, model-based recommendation 

system outperforms a recommender a posteriori combining single data sources, memory-based 

recommendation systems in terms of click through rate, view rate, cart addition rate, and 

conversion rate (RQ1b). Third, revenue inclusion increases the value per order (RQ2). Fourth, 

revenue maximization recommendation systems outperform traditional recommenders in terms 

of revenue in the order stage due to synergy between the conversion and value per order effect 

(RQ3a – RQ3c). Finally, a business case shows that the best performing traditional 

recommendation system results in an increase in the number of orders with 350% for the set of 

recommended items and 9.58% for the all products compared to the company benchmark. 

Additionally, the business case indicates that the optimal revenue maximization recommender 

generates an increase in revenue of 442% for the set of recommended products and 14.62% for 

the complete product offering compared the current company’s recommendation strategy. 
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Neighborhood-based collaborative filtering (CF) is one of the most widely used algorithms 

in recommendation systems [5, 6] in both literature and industry. A number of recent studies 

in literature investigate CF [7-9]. Rich Relevance, Certona [10], Predictad, Bommerang, Criteo, 

and  Coversant Media  [11] are some providers of commercial recommendation engines heavily 

relying on CF. Additionally other companies also deploy CF as recommendation tool i.e. 

Netflix.com, Amazon.com, iTunes, Last.fm, and StoryCode.com [12]. The exclusive use of the 

user-item matrix as input is an important advantage of this technique in that no data beyond 

actual customer behavior are needed to produce the recommendations [13]. Accordingly, this 

study focuses on neighbourhood-based CF, which is referred to as CF for the remainder of this 

paper. 

The performance of recommendation systems is influenced by various characteristics of 

the input matrix and the algorithm configuration. In terms of input characteristics, sparsity, 

purchase distribution, and item-user ratio influence the final recommendation and are three 

important input characteristics to investigate. First, highly sparse data weakens the performance 

of CF algorithms because less information is available for calculating similarities [6, 14, 15]. 

Second, the purchase distribution influences the recommendation system’s performance 

because CF algorithms tend to be biased towards recommending more popular products. This 

is because these items have more historical data [14, 16]. This “long-tail problem” may lead to 

overspecialization. Finally, in terms of the item-user ratio, many CF algorithms are designed 

to make recommendations in a setting in which the number of users is high compared to the 

number of items, which generally results in better performance of item-based methods when 

compared to user-based techniques [17]. 

Next to input data characteristics, the algorithm’s configuration affects the recommendation 

results. CF algorithms consist of different steps, each of which affects the final 

recommendations. Sarwar et al. (2000) define a CF procedure that divides the recommendation 

framework into three distinct steps: data reduction as preprocessing, CF method, and similarity 

measures. In the data reduction step, a dimension reduction method is applied to the initial 

input matrix. This step is often used in the preprocessing phase of the algorithm’s building 

process, and it results in a smaller, denser matrix [19]. The reduced size might positively 

influence the model’s efficiency, while the lower sparsity level can have a positive impact on 

the model’s accuracy. Second, with regard to the CF method, two possible distinctions exist. 

An algorithm is either user-based [18] or item-based [6, 20]. The former calculates similarity 

between customers, and products are proposed on the basis of the behavior of a user’s nearest 
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neighbors [13]. In contrast, an item-based system calculates similarity between products and 

proposes items that are similar to those purchased by the customer. In the third step, 

identification of nearest neighbors requires calculating similarity. Many such similarity 

measures appear in the extant literature [21]. Notably, the effect of this step on performance 

has exhibited less significance in the literature. Concretely, Breese et al. (1998) evaluate 

mutiple similarity measures, amongst which correlation and cosine similarity, on multiple 

datasets. They find that the best performing similarity measure is not consistant and depends 

on the dataset. 

Most studies evaluate recommendation systems based on the accuracy of their 

recommendations, but other important metrics exist as well [17]. E-commerce companies need 

recommendation systems that offer not only good accuracy but also a certain level of diversity. 

As indicated by [22], accuracy and diversity are often a trade-off because systems optimizing 

accuracy tend to propose popular products while disregarding diversity, thereby leading to 

overspecialization. In addition to diversity, the algorithm’s computation time is important [17]. 

In an e-commerce setting, the volume and velocity of data are very high. Therefore, it is 

important to be able to calculate recommendations in a reasonable time span. Whether the 

computation time is reasonable depends on the application. When, for example, a system is 

used to send personalized e-mails once a day, its efficiency is less important than when it is 

used to provide real-time recommendations on an e-commerce site1.  

Previous studies have not addressed the combined effect of input characteristics and 

algorithm configurations on the evaluation of recommendation systems based on binary 

purchase data. Therefore, this study complements the extant literature by simultaneously 

combining different configuration levels of input characteristics—sparsity, purchase 

distribution, and item-user ratio—with different CF algorithm configurations, identified by 

data reduction technique, the CF method, and similarity in terms of accuracy, diversity, and 

computation time. Our goal is to guide e-commerce companies to select optimal CF algorithm 

configurations based on the characteristics of their binary purchase data sets and (the 

combination of) the most important evaluation metrics. To create this framework, an 

experimental design is proposed, aimed at analyzing the impacts of three input characteristics 

                                                

1 Note that profitability is also an important evaluation metric. Due to the offline character of the tests executed 

in Chapter II, this metric is not tested in this chapter. Profitability is evaluated in detail in Chapter IV. 
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guaranteed as users tend to merely rate items to receive the extrinsic incentive without an 

intrinsic interest in the rating task [28]. Additionally, this strategy is relatively expensive as a 

(monetary) incentive needs to be given. 

An alternative strategy to overcome the problems related to explicit rating is the use of 

implicit ratings [26]. In contrast to explicit ratings, implicit information does not require direct 

user feedback, but derive input from user behavior. Specifically, user actions like purchases, 

views, and additions to cart are considered as implicit expressions of preference. The collection 

of implicit feedback is objective and non-intrusive, and this form of data is readily available in 

customer databases [26]. Therefore implicit feedback is more likely to be collected in sufficient 

amount at low cost to construct a reliable recommendation systems. Despite these important 

advantages, implicit data only assume a customer preference, whereas explicit ratings are a 

more direct expression of preference.  

A specific form of implicit information is binary purchase data [15]. In this study, 

information on customers’ past purchase behavior, which is collected in large e-commerce 

logs, is used for product predictions that are likely to fit customers’ profiles. 

Most research into binary purchase e-commerce settings compares CF configurations with 

other (newly developed) algorithms. The techniques compared to CF include the popular 

method [29], association rules [18, 20], Bayesian models [15, 30], graph theory [31], and 

model-based CF methods, such as matrix factorization [20, 25] or support vector machines 

[32]. CF methods applied to binary purchase data have taken various forms in the past, as 

shown in Table II.1.2  

In brief, Table II.1 offers five notable observations. First, the effects of controlling for 

binary purchase characteristics as experimental factors with different levels remain under-

investigated. The only exception is sparsity, which Sarwar et al. (2000) included as a 

experimental factor in their study. Second, the same conclusion applies to reduction techniques 

as preprocessing. Only [18] includes this step in their research, for which they use singular 

value decomposition (SVD). Third, item- and user-based CF methods have been studied 

thoroughly, but comparisons of these two CF methods in a binary purchase setting are limited. 

                                                

2 Section 3 offers a more in-depth discussion of the different binary purchase characteristics, algorithm 

configurations, and evaluation metrics. 
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This study provides a framework that can guide marketers in building better 

recommendation systems and avoiding trial-and-error processes in their attempts to find a 

suitable recommendation algorithm. The framework not only identifies the most accurate 

model but also gives an indication of the diversity and calculation times of different models. 

To do so, this study analyzes the performance of different CF algorithm configurations. In this 

regard, we use synthetic data sets with different binary purchase input characteristics as well 

as two real-life validation sets.  

We find that the accuracy and diversity of the generated recommendations depend on the 

data reduction technique, the CF method, and the similarity measure. Computation time is 

influenced only by the data reduction technique, mainly in the sense that LPCA and NMF are 

based on multiplicative updating algorithms, whereas SVD and CA are calculated in one step. 

Second, different input characteristics can lead to other optimal algorithms. For accuracy, the 

optimal model is stable (CA/Item/Cos, Corr), but various characteristics lead to different 

optimal configurations for diversity and computation time. In addition, the optimal model 

configuration for each data set is influenced by input characteristics. For example, accuracy 

depends on sparsity, while diversity is influenced by sparsity, the purchase distribution, and 

the item-user ratio. Computation time is only influenced by the purchase distribution and the 

item-user ratio.  

As shown in the extant literature, binary purchase data serve as a good basis for 

recommendation systems because purchase information not only reflects clear customer 

actions that indicate preferences but is also directly linked to firm performance. In addition to 

purchase data, e-commerce firms usually log and gather information about other customer 

actions, such as clicks, views, and additions to the cart or wish lists. Such information can also 

serve as a basis for recommendations. Therefore, investigations of combinations of multiple 

data sources as inputs could highlight ways to boost performance relative to a system based 

solely on purchase information. 

CF algorithms are very popular and successful (Bobadilla et al., 2013) because they offer 

a strong basis for recommendation systems. However, model-based CF, as well as content- and 

demographic-based systems, are becoming more popular and could be applied as benchmarks 

against the CF algorithms used in this study. Along these lines, an interesting extension might 

be to combine several techniques to create a hybrid decision-support system. 
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In this study, reduction techniques are used in the preprocessing step of the CF procedure 

in order to increase efficiency and memory. Although model-based CF methods have deployed 

direct-imputation methods based on decomposed matrices, this study did not replicate this 

technique, mainly due to the structure of the input matrix. In other words, direct imputations 

seek to estimate blanks in the original matrix. As the input matrix for this study only contained 

0s and 1s (no purchase/purchase), and had no missing values, direct imputation is less useful. 

Nevertheless, direct-imputation techniques should be tested in future research. 
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Appendices 

Appendix A: Data Generation Process 

This appendix discusses the data generation process to create the synthetic data sets and is 

divided into four steps, i.e. (i) determining correlation structure, (ii) determining the user-input 

matrix dimensions to set the user-item ratio, (iii) designing sparsity and purchase distribution, 

and finally, (iv) generating and discretizing the user-item matrix. The first step is executed 

once, while steps 2 until 4 are repeated for each of the 54 synthetic data sets that are created 

for the experiments in this study, exhaustively combining all the variations of three input 

characteristic configurations. 

Consider the following notation. The input of a recommender system is provided in the 

format of a user-item matrix, denoted �. � consists of entries �"# , binary values that indicate 

whether user (customer) � purchased item (product) � (i.e., �"# = 1) or not (�"# = 0). This 

logical matrix provides purchase information for � users and	� items and hence, � ∈ ℤ?
P×n. 

Equivalently, one can say that � consists of � item vectors �∗#; � ∈ 1, … ,�  that each 

represents purchase information of � users for an item �. 

Step 1: Obtain correlation structure from real-life user-item matrix 

In a realistic setting the purchase of some items correlates with the purchase of others. For 

results to generalize well to real-life applications, a realistic purchase correlation structure is 

vital to account for variety in terms of cross-elasticity of demand and accommodate the 

existence of complementary, substitute and independent goods. Hence, this study opts to 

transfer the correlation structure by calculating a correlation for a real-life data set obtained 

from a European e-tailer and replicate this correlation structure in the synthetically generated 

data sets. 

The first step involves the calculation of a correlation matrix for the real-life user-item 

matrix. The Pearson correlation coefficient can be reduced to the phi coefficient (φij) for two 

binary item vectors of items i and j [1, 2]. The phi coefficient is based on the confusion matrix 

of two binary variables. In the case of two item vectors for items i and j, this confusion matrix 

is given by Table II.A1. 
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 Item j 

�"8 = 0 �"8 = 1 �"8 	 ∈ 	 {0,1} 

Item � 

�"# = 0 � � � − �∗# a 

�"# = 1 � � �∗# a 

�"# 	 ∈ 	 {0,1} � − �∗8 a
 �∗8 a

 n 

Table II.A.1: Confusion matrix of item vectors for items i and j 

 

Based upon the quantities defined in Table II.A1, the phi coefficient can then be obtained 

as 

 
�#8 =	

�� − ��

(� + �)(� + �)(� + �)(� + �)	
	. (A1) 

The correlation coefficients are calculated for every pair of items i and j in the real life data set 

to construct a full correlation matrix R with values �#8 ∀�, � ∈ 1,… ,� . R is used to govern 

the data generation and discretization in Step 4. 

Step 2: Determine user-item input matrix dimensions to set user-item ratio  

To create a complete user-item input matrix, the number of item vectors is equal to the 

number of items, each having a length equal to the number of users. The number of items is 

constant for all data sets; �=1000; and the item-user ratio	
n

P
	is adjusted by the varying the 

number of users and n is set to 2,000, 1,000, and 500 to obtain item-user ratios of respectively 

1/2, 1, and 2.  

Step 3: Determine the desired number of non-zero elements in user-item input 

matrix and item vectors to govern sparsity level and purchase distribution 

In step 3 the overall sparsity level and purchase distributions are set simultaneously through 

determining how dense each item vector should be, i.e. how many non-zero elements each item 

vector should contain. The sparsity level is a negative function of the number of non-zero 

elements which, for a logical matrix or vector, is given by its entrywise 1-norm: 
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� a = �"#

n

#wa

P

"wa

	. (A2) 

Sparsity level (denoted ����) is then given by 

 
���� = 1 −	

� a

��
	. (A3) 

Note that the overall desired sparsity level for a data set is set up-front and thus the required 

number of non-zero elements in user-item matrix, � a, is easily derived from equation A3:  

 � a = ��(1 − ����). (A4) 

The purchase distribution dictates whether all items are bought equally or not, and to which 

extent variation exists. Put differently, the purchase distribution prescribes how and to which 

extent the sparsity level varies across item vectors. Constant item success requires a constant 

sparsity level for all item vectors, while differences in sparsity level across item vectors reflect 

variations in relative item success. To translate the overall desired sparsity of the data set to the 

sparsity levels of the item vectors, three alternative purchase distributions are imposed in the 

synthetic data sets: a uniform, a linear, and an exponential distribution.  

Under a uniform purchase distribution, all the individual items are assumed equally 

successful, i.e. they have all been purchased by an equal number of customers. In this case, 

item vectors should have the same level of sparsity and hence, �∗# a, the number of non-zero 

elements in the item vector of item �, is equal for all items:  

 
�∗# a =	

� a

�
	;	∀� ∈ 1,… ,�  (A5) 

and so, from equation A3 we derive: 

 �∗# a = 	� 1 − ���� ;	∀� ∈ 1,… ,�  (A6) 

Under a linear purchase distribution, some items are considered more successful than others 

and success, i.e., the number of purchasing users, increases constantly over items when ordered 

from least to most often purchased. Consequently, the sparsity level for the corresponding item 
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vectors decreases linearly over items. The total number of non-zero items in the user-item 

matrix is now calculated as follows: 

 
� a = ��

n

#wa

 (A7) 

where �	is the slope of the linear function that represents the constant increase in item success, 

i.e. the increase in number of non-zero elements in the item vectors when comparing an item 

to the next more successful one. 

The value of parameter � depends on the values of �, �, and ���� and can be 

deterministically calculated. By combining A3 and A7, an expression for the value of � can be 

derived: 

 
��

n

#wa

= �� 1 − ����  

⟺	

	

�
�(� + 1)

2
= �� 1 − ���� 	

⟺ 

 

� =
2� 1 − ����

� + 1
 

 

 

(A8) 

 And thus, �∗# a =
?P azNJQK

nRa
�; 	∀� ∈ 1,… ,�  

Figure II.A1 shows through a visualization (a) how a uniform purchase distribution 

compares to (b) a linear one for three alternative global sparsity levels.  
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Figure II.A.1: Example of uniform (a) and linear (b) purchase distributions for three 
alternative sparsity levels (m=20; n=1,000) 

 

 

Finally, to obtain an exponential pattern, in which most items are only bought a few times 

and a small number of products are very popular, a natural exponential function governs the 

number of non-zero elements in each item vector: 

 � a = �{#
n

#wa

 (A9) 

where the parameter �	is introduced to control the range of the natural exponential function 

that is projected onto the set of item vectors. Larger values of � increase this range, allowing 

for denser (less sparse) item vectors. 

By combining equations A4 and A9, an expression for the value of � (which depends upon 

the values of �, �, and ����) can be derived: 

 �{#n
#wa = 	�� 1 − ���� . (A10) 

via the formula for the sum of the first � terms of a geometric series: 

   

 
��"

Pza

"w_

= �
1 − �P

1 − �
	 (A11) 

and Equation A10 one can derive: 

Sorted items

D
e
n
s
ity

 (
N

b
r.

 n
o
n
-z

e
ro

 it
e
m

-v
e
c
to

r 
e
le

m
e
n
ts

)

0
1
0

2
0

3
0

4
0

5
0

6
0

Sorted items

D
e
n
s
ity

 (
N

b
r.

 n
o
n
-z

e
ro

 it
e
m

-v
e
c
to

r 
e
le

m
e
n
ts

)

0
1
0

2
0

3
0

4
0

5
0

6
0

(a) Uniform

Sparsity level 99.5%
Sparsity level 97%
Sparsity level 95%

Sparsity level 99.5%
Sparsity level 97%
Sparsity level 95%

Sorted items

D
e
n
s
ity

 (
N

b
r.

 n
o
n
-z

e
ro

 it
e
m

-v
e
c
to

r 
e
le

m
e
n
ts

)

0
2
0

4
0

6
0

8
0

1
0
0

Sorted items

D
e
n
s
ity

 (
N

b
r.

 n
o
n
-z

e
ro

 it
e
m

-v
e
c
to

r 
e
le

m
e
n
ts

)

0
2
0

4
0

6
0

8
0

1
0
0

(b) Linear

Sparsity level 99.5%
Sparsity level 97%
Sparsity level 95%

Sparsity level 99.5%
Sparsity level 97%
Sparsity level 95%



CHAPTER II: A FRAMEWORK FOR CONFIGURING COLLABORATIVE FILTERING-BASED RECOMMENDATIONS DERIVED FROM PURCHASE DATA 

 

 63 

 azL(~��)�

azL�
− 1 = �� 1 − ���� . (A12) 

For each value of �� 1 − ���� 	� value for � can be calculated based upon Equation A12. 

Table II.A2 gives an overview of the �-values obtained for each combination of n and spar, 

keeping m constant at 1,000 users. 

 

spar 

95% 96% 97% 98% 99% 99.5% 

n 

500 0.00481 0.00452 0.00413 0.00362 0.00262 0.00159 

1,000 0.00565 0.00535 0.00504 0.00452 0.00362 0.00262 

2,000 0.00648 0.0062 0.00583 0.00535 0.00452 0.00362 

Table II.A.2: � –values as function of n and spar for m = 1,000 

 

Figure II.A.2: Example of an exponential purchase distribution for three alternative sparsity 
levels (m=20; n=1,000) 

 

 
Note that regardless of the requested purchase distribution, values of �∗# a are rounded to 

obtain discrete quantities and a minimum value of 1 is imposed. 

Step 4: generate and discretize user-item matrix 

In this final step, the synthetic user-item matrix is created. First, a real-valued, intermediary 

user-item matrix is generated to respect the correlation structure (R) identified in Step 1 and 

the desired dimensions (i.e., n and m) identified in Step 2. Second, discretization is applied to 

enforce the desired sparsity level and purchase distribution (i.e., item vector sparsity levels 

obtained in Step 3) in order to obtain a logical user-item matrix. 
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An intermediary �×� – matrix �a is first populated with random, normally distributed 

values �"# 	;	 �"# ∼ � 0,1  for every � ∈ 1, … ,�  and � ∈ 1,… , � . Then, through applying a 

Cholesky factorization to the correlation matrix R (a positive-definite matrix),  

 � = ������
� (A13) 

where ��� 	is the Cholesky factor of � and ���
�the transpose of ��� [3], the desired correlation 

structure can be enforced onto �a . Specifically, a second intermediary matrix �? is obtained by 

enforcing the correlation structure R onto �1 through the following matrix multiplication [4]: 

 �? = ���
� 	�a. (A14) 

The item vectors in �? now correlate in correspondence to � and the values of �?, denoted 

�′"#, are still real-valued. Since we want to obtain a logical matrix, a final step transforms �? 

into a logical user-item matrix � [5]. This discretization is applied by, for every item i, defining 

a threshold �# that is used to dichotomize values �′"# ∀� ∈ 1,… , �  of matrix �?: 

 �"# = � �′"# > �# ;	 ∀� ∈ 1,… ,� ;	∀� ∈ 1,… , � . (A15) 

where �# is a threshold obtained by solving 

 �# =
	���	���
� ∈ ℝ

� �′"# > �P
"wa − �∗# a

? ; ∀� ∈ 1,… ,� . (A16) 

Hence, the threshold �# used to dichotomize the item vector for item i is chosen so that the 

number of non-zero values equals �∗# a the quantity calculated in Step 3. 

The result is a synthetic logical user-item matrix that satisfies the imposed user-item ratio, 

sparsity level and purchase distribution and exhibits a purchase correlation structure from real-

life data. 
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Appendix B: Statistical results for RQ1 

The first research question investigates which algorithm variations perform best, without 

accounting for any input characteristics. The analysis of the effect of different algorithm 

variations relies on AN(C)OVA, in which the algorithm variations are the independent 

variables, and accuracy, diversity, and computation time are the dependent variables. Table 

II.B.1 shows the AN(C)OVA results of the effect of algorithm configuration steps (columns) 

on the evaluation metrics (rows). The F-statistic and p-value for reduction technique are show 

in the first column. If the effect of reduction technique on the evaluation metric is significant 

(p < 0.05), the cell content is set in bold. Equivalently the second and third column indicate the 

effect of CF method and similarity measure on the evaluation metrics. The results indicate 

which parameters—data reduction techniques, CF methods, and similarity measures—

influence performance. The differences within levels of parameters are analyzed using a 

pairwise t-test, with the results shown in Tables II.B.2–II.B.4. 

  Reduction Technique CF Method Similarity Measure 

Evaluation 

Metric 

Accuracy F4, 15,437 = 709.97 (p < 0.001) F2, 15,437 = 2,932.11 (p < 0.001) F3, 15,437 = 2 196.67 (p < 0.001) 

Diversity F4, 15,437 = 5.84 (p < 0.001) F2, 15,437 = 41.80 (p < 0.001) F3, 15,437 = 12.76 (p < 0.001) 

Time F4, 1,181 = 237.27 (p < 0.001) F2, 1,181 = 0.10 (p = 0.66) F3, 1,181 = 20.60 (p < 0.001) 

Table II.B.1: AN(C)OVA results for RQ1 

 

   Reduction Method 1 

    CA NMF SVD LPCA 

A
c
c
u

r
a

c
y

 

  Mean / SD 0.1498 / 0.1297 0.1262 / 0.1029 0.1224 / 0.1117 0.1149 / 0.0989 

R
ed

u
ct

io
n

 

M
et

h
o

d
 2

 

None 0.0860 / 0.1021 t4,940 = 21.73 (p < 0.001) t5,874 = 15.96 (p < 0.001) t5,537 = 13.71 (p < 0.001) t5,703 = 11.73 (p < 0.001) 

CA 0.1498 / 0.1297  t5,238 = -7.47 (p < 0.001) t5,390 = -8.41 (p < 0.001) t5,149 = -11.24 (p < 0.001) 

NMF 0.1262 / 0.1029   t5,473 = -1.34 (p = 0.18) t5,502 = -4.18 (p < 0.001) 

SVD 0.1224 / 0.1117    t5,431 = -2.64 (p = 0.008) 

D
iv

e
r
si

ty
 

  Mean / SD 9,130.62 / 10,866.02 9,065.45 / 10,854.41 9,287.87 / 10,921.52 10,115.76 / 11,648.35 

R
ed

u
ct

io
n

 

M
et

h
o

d
 2

 

None 8,440.138 / 

10,537.86 

T5, 015 = 2.43 (p = 0.23) t5,890 = 1.39 (p = 0.17) t5901 = 1.86 (p = 0.06) t5703 = 4.47 (p < 0.001) 

CA 9,130.62 / 10,866.02  T4,782 = -0.21 (p = 0.84) t5510 = 0.61 (p = 0.54) t4 758 = 3.03 (p = 0.003) 

NMF 9,065.45 / 10,854.41   t5510 = 0.42 (p = 0.67) t5499 = 2.86 (p = 0.005) 

SVD 9,287.87 / 10,921.52    t5497 = 2.45 (p = 0.014) 

 T
im

e 

  Mean / SD (sec) 372.66 / 340.03 4,097.01 / 3,589.70 356.38 / 320.95 1,324.09 / 1,160.99 

R
ed

u
ct

io
n

 

M
et

h
o

d
 2

 

None 397.04 / 361.00 t470 = -0.79 (p = 0.43) t214 = 15.11 (p < 0.001) t486 = -1.36 (p = 0.17) t238 = 11.27 (p < 0.001) 

CA 372.66 / 340.03  t215 = 15.04 (p < 0.001) t421 = -0.50 (p = 0.61) t247 = 11.45 (p < 0.001) 

NMF 4,097.01 / 3,589.70   t214 = -15.11 (p < 0.001) t255 = -10.70 (p < 0.001) 

SVD 356.38 / 320.95    t243 = 11.70 (p < 0.001) 

Table II.B.2: Accuracy, diversity, and computation time results of the pairwise t-test of data 

reduction techniques, indicating tdf and p-values 
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   User-Based 

Accuracy 
  Mean / SD 0.0457 / 0.0503 

Item-based 0.1879 / 0.1098 t10 623 = -102.46 (p < 0.001) 

Diversity 
 Mean / SD 9,467.60 / 11,542.19 

Item-based 8,508.73 / 10,276.97 t12 981= 6.61 (p < 0.001) 

Time 
 Mean / SD 1,242.10 / 2,204.31 

Item-based 1,210.87 / 2,091.26 t1161 = 0.25 (p = 0.80) 

Table II.B.3: Accuracy, diversity, and computation time results of the pairwise t-test of CF 
methods, indicating tdf and p-values 

 

 

 

  Correlation Cosine 

Accuracy 
  Mean/SD 0.1274 / 0.111 0.1271 / 0.110 

Cosine 0.1271 / 0.110 t13,778 = 0.14, p = 0.89  

Jaccard 0.0127 / 0.0151 t7,876 = 82.14, p < 0.001 t7,881 = 82.25, p < 0.001 

Diversity  
 Mean/SD 9,377.36 / 11,049.90 9,399.1 / 11,078.27 

Cosine 9,399.14 / 11,078.27 t11 958 = -0.108, p = 0.91  

Jaccard 6,637.31 / 9,328.662 t1 929 = 8.98, p <0.001 t1 933 = 9.04, p < 0.001 

Time 
 Mean/SD 1,288.88 / 2,165.28 1,332.61 / 2,299.35 

Cosine 1,332.61 / 2,299.35 T1 054 = -0.32, p = 0.75  

Jaccard 383.92 / 354.59 t624 = 9.03, p < 0.001 t618 = 8.98, p < 0.001 

Table II.B.4: Accuracy, diversity, and computation time results of the pairwise t-test of 

similarity measures, indicating tdf and p-values 

 

Appendix C: Best performing models for each data set (RQ2) 

This appendix details the best performing models for each data set with its specific input 

characteristics, item–user ratio, sparsity, and purchase distribution. For each data set (cell), the 

best performing model is shown together with superscripts. These superscripts refer to the 

models listed beneath each table. If a superscript is present in a cell, the corresponding model 

does not significantly differ from the best performing model in that data set. Tables II.C.1, 

II.C.2, and II.C.3 represent the best performing models for accuracy, diversity, and 

computation time, respectively. 
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  Distribution 

Item–User Ratio Sparsity Exponential Linear Uniform 

2 

(= 500 Users) 

0.95 CA/Item/Corr 1 CA/Item/Cos 1,3,4,5 CA/Item/Cos 2,3,4,5,6 

0.96 CA/Item/Corr 1 CA/Item/Cos 1,3,4,5 CA/Item/Cos 2 
0.97 CA/Item/Corr 1 CA/Item/Corr 1 CA/Item/Corr 1,3 

0.98 CA/Item/Corr 1 CA/Item/Corr 1,3 CA/Item/Corr 1 
0.99 CA/Item/Corr 1,3 CA/Item/Cos 2,3 CA/Item/Corr 1,3 

0.995 CA/Item/Corr 1,3 CA/Item/Corr 1,3,4 CA/Item/Cos 2,3 

     

1 

(= 1,000 Users) 

0.95 CA/Item/Corr 1,5 CA/Item/Cos 2,4,5 CA/Item/Cos 2,3,4,5,6 
0.96 CA/Item/Cos 2 CA/Item/Cos 2,4,5 CA/Item/Cos 2 
0.97 CA/Item/Cos 2 CA/Item/Corr 1,5 CA/Item/Corr 2 
0.98 CA/Item/Cos 2 CA/Item/Cos 2 CA/Item/Cos 2 
0.99 CA/Item/Corr 1 CA/Item/Cos 2 CA/Item/Corr 2,3 

0.995 CA/Item/Corr 1 CA/Item/Cos 2,3 CA/Item/Cos 2,3,4 
     

0.5 

(= 2,000 Users) 

0.95 SVD/Item/Cos 1,2,5 SVD/Item/Corr 1,2,4,5 CA/Item/Cos 2,3,4,5,6 

0.96 CA/Item/Cos 2,5 SVD/Item/Cos 1,2,4,5 CA/Item/Cos 2,3,4,5,6 
0.97 CA/Item/Corr 1,5 CA/Item/Cos 2,5 CA/Item/Cos 2,5 
0.98 CA/Item/Cos 2 CA/Item/Cos 2,5 CA/Item/Corr 1,3 
0.99 CA/Item/Cos 2 CA/Item/Cos 2 CA/Item/Corr 1 

0.995 CA/Item/Corr 1 CA/Item/Cos 2 CA/Item/Corr 1,3 
1 CA/Item/Cos 3 NMF/Item/Cos, Corr 5 SVD/Item/Cos, Corr 
2 CA/Item/Corr 4 None/Item/Cos, Corr 6 LPCA/Item/Cos, Corr 

Table II.C.1: Best performing models for accuracy as a function of item–user ratio, sparsity, 

and purchase distribution 

 

  Distribution 

Item–User Ratio Sparsity Exponential Linear Uniform 

2 

(= 500 Users) 

0.95 None/Item/Cos 13 None/User/Jaccard 3 CA/Item/Corr 1,2, 5, 6, 7, 10,11 

0.96 None/Item/Cos 1, 2, 4, 6, 7 None/User/Jaccard 3 CA/Item/Cos 1, 2, 5-12 

0.97 NMF/Item/Cos 1, 2, 5, 6, 7 None/User/Jaccard 3 CA/Item/Corr 1, 2, 5 -10 

0.98 CA/Item/Cos 1, 2, 4, 6, 7 None/User/Jaccard 3 None /User/Corr 11 

0.99 CA/Item/Corr 1, 2, 6, 7 None/Item/Jaccard 4 LPCA/User /Corr 1, 6, 8 - 12 

0.995 NMF/Item/Corr 1, 2, 6, 7 None/Item/Jaccard 3 LPCA/User /Cos 8, 10, 11, 12 

     

1 

(= 1,000 Users) 

0.95 SVD/Item/Cos 1, 2, 5, 6, 7 None/User/Jaccard 3 SVD/Item/Corr 1, 2, 5, 7, 10 

0.96 None/Item/Cos 1, 2, 4, 6, 7 None/User/Jaccard 3 SVD/Item/Corr 1, 2, 5, 7, 8, 9 

0.97 CA/Item/Cos 1, 2, 4, 5, 6, 7 None/User/Jaccard 3 None/Item/Cos 1, 2, 5, 7, 9 

0.98 CA/Item/Corr 1, 2, 4, 5, 6, 7 None/User/Jaccard 3 None /User/Corr 8, 9, 10, 11, 12 

0.99 NMF/Item/Corr 1, 2, 4, 6, 7 None/User/Jaccard 3 None /User/Corr 8, 10 

0.995 NMF/Item/Corr 1, 2, 4, 6, 7 None/User/Jaccard 3 None /User/Corr 9, 10 

     

0.5 

(= 2,000 Users) 

0.95 None/Item/Cos 13 None/User/Jaccard 3 SVD/Item/Corr 1, 7 

0.96 None/Item/Cos 1, 2, 4, 6, 7 None/User/Jaccard 3 SVD/Item/Cos 1, 2, 5, 7 

0.97 None/Item/Cos 1, 2, 4, 6, 7 None/User/Jaccard 3 CA/Item/Corr 1, 2, 5, 7 

0.98 None/Item/Cos 1, 2, 4, 6, 7 None/User/Jaccard 3 CA/Item/Cos 1, 2, 5, 7 

0.99 NMF/Item/Corr 1, 2, 6, 7 None/User/Jaccard 3 None/User/Corr 8, 11, 12 

0.995 SVD/Item/Corr 1, 2, 6, 7 None/User/Jaccard 3 CA/User/Corr 8, 11, 12 
 CA/Item/Cos, Corr 4 None/User/Jaccard 7 SVD/Item/Cos, Corr 10 LPCA/User/Cos, Corr 13 All 
2 None/Item/Cos, Corr 5 LPCA/Item/Cos, Corr 8 CA/User/Cos, Corr 11 NMF/User/Cos, Corr  
3 None/Item/Jaccard 6 NMF/Item/Cos, Corr 9 None/User/Cos, Corr 12 SVD/User/Cos, Corr  

Table II.C.2: Best performing models for of diversity as a function of item–user ratio, 

sparsity, and purchase distribution 
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 Distribution 

Item–User 

Ratio 

Sparsity Exponential Linear Uniform 

2 

(= 500 Users) 

0.95 SVD/User/Cos (50.5) 1 SVD/User/Cos (69.6) 1 None/User/Cos (56.4) 2 

0.96 None/User/Cos (46.4) 2 None/User/Cos (71.2) 1 None/User/Jaccard 

(62.5) 2 
0.97 None/User/Cos (48.2) 2 CA/User/Cos (76.7) 1 None/User/Jaccard 

(50.8) 1 
0.98 None/User/Jaccard 

(43.5) 2 

CA/User/Cos (74.5) 1 None/User/Cos (52.8) 1 
0.99 None/User/Jaccard 

(42.7) 1 

CA/User/Cos (76.9) 1 SVD/User/Cos (51.4) 1 
0.995 None/User/Cos (47.6) 1 SVD/User/Cos (77.5) 1 SVD/User/Corr (51.8) 1 

     
1 

(= 1,000 

Users) 

0.95 CA/User/Cos (135) 2 SVD/Item/Cos (181.7) 2 None/User/Jaccard 

(118.8) 2 
0.96 CA/User/Cos (128.9) 2 SVD/User/Cos (178.3) 2 None/User/Jaccard 

(175.6) 2 
0.97 None/User/Cos (151.6) 2 SVD/User/Cos (163.3) 2 SVD/User/Cos (183.8) 2 
0.98 None/User/Cos (174.4) 2 SVD/Item/Cos (187.5) 2 CA/User/Cos (176.3) 2 
0.99 None/User/Cos (176.3) 2 SVD/User/Cos (182.5) 2 SVD/User/Cos (180.4) 2 

0.995 None/User/Cos (184.3) 2 SVD/User/Cos (183.9) 2 SVD/User/Cos (176.8) 2 
     

0.5 

(= 2,000 

Users) 

0.95 CA/Item/Cos (586.4) 2 SVD/Item/Cos (805.7) 1 SVD/Item/Cos (772.5) 2 
0.96 CA/Item/Cos (583.3) 2 SVD/Item/Cos (579.1) 2 SVD/Item/Cos (780.9) 2 

0.97 CA/Item/Cos (566.6) 2 SVD/Item/Cos (860.7) 1 SVD/Item/Cos (687.9) 2 

0.98 CA/Item/Cos (572.4) 2 SVD/Item/Cos (838.7) 1 SVD/Item/Cos (791.4) 2 

0.99 SVD/Item/Cos (572.2) 2 SVD/Item/Cos (851.1) 1 SVD/Item/Cos (777.1) 2 

0.995 CA/Item/Cos (580.3) 2 SVD/Item/Cos (869.4) 1 SVD/Item/Cos (789.7) 2 
 1 CA, SVD, None/Item, User/Cos, Corr (, Jaccard) 2 CA, SVD, None, LPCA/Item, User/Cos, Corr (, Jaccard) 

Table II.C.3: Best performing models for computation time as a function of item–user ratio, 
sparsity, and purchase distribution 

 

Appendix D: Statistical results for RQ3 

This appendix includes the statistical justification for RQ3 for diversity and computation 

time. More specific, the sensitivity of diversity and computation time to a change in the input 

characteristics of the best performing models is tested. 

Model Sparsity Purchase Distribution Item/User Ratio 

CA/Item/Corr F1, 48 = 23.40 (p < 0.001) F2, 48 = 2.58 (p < 0.087) F2, 48 = 2.43 (p = 0.0099) 

Table II.D.1: ANOVA results for accuracy sensitivity of the CA/Item/Corr model to sparsity, 

purchase distribution, and item/user ratio 

 

Model Sparsity Purchase Distribution Item/User Ratio 

None/User/Jaccard F1, 48 = 4.81 (p = 0.03) F2, 48 = 22.71 (p < 0.001) F2, 48 = 15.79 (p < 0.001) 

CA/Item/Corr F1, 48 = 27.04 (p < 0.001) F2, 48 = 9.59 (p < 0.001) F2, 48 = 62.36 (p = 0.0056) 

NMF/Item/Corr F1, 48 = 36.12 (p < 0.001) F2, 48 = 6.30 (p = 0.004) F2, 48 = 81.27 (p < 0.001) 

SVD/Item/Corr F1, 48 = 29.51 (p < 0.001) F2, 48 = 9.25 (p < 0.001) F2, 48 = 84.21 (p < 0.001) 

Table II.D.2: ANOVA results for diversity sensitivity of the best performing models to 

sparsity, purchase distribution, and item/user ratio 
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CBRS are adaptive and allow for comparisons across recommendations, they tend to be less 

accurate, suffer from overspecialization, and also have a new user problem. Finally, 

demographic systems are adaptive and capable of offering novel and serendipitous results, but 

they are less accurate, suffer from the long-tail problem, and offer cold starts for new items [9, 

10].  

Beyond the shortcomings in Table III.1, these recommenders share two major problems: 

They use single data sources as input and ignore other potentially interesting data sources, and 

they do not reveal which features drive their recommendations. To overcome the drawbacks of 

a single source and increase predictive performance, recommendation algorithms are 

hybridized [10], such that they combine different data sources. For example, combining a 

CFRS with a CBRS in a hybrid recommendation system could mitigate the cold-start problem 

for new items and the long-tail issue of CFRS, and the overspecialization problem of CBRS. 

This research study proposes a decision support system (DSS) that designs a framework to 

estimate, evaluate, and interpret recommendation systems based on different data source 

combination methods. Although the proposed DSS is able to incorporate every possible 

combination strategy, this study offers deeper insights into two specific hybridization methods: 

an a posteriori combination of different single data source recommendation algorithms and a 

feature combination approach that combines multiple data sources into a unified model, i.e. a 

factorization machine (FM) [19].  

Hybrid recommenders have the clear advantage of combining data sources, but they still 

cannot resolve the interpretability issue of most single-source recommendation systems, as they 

remain black boxes [20]. In contrast to other analytical tools, it is not straightforward to assess 

the relative importance of features in the recommender. In a business setting, where 

recommender adoption often depends on management buy-in and alignment with the business 

logic, the ability of a particular technique to deliver such insights is important. Therefore, we 

leverage an approach to calculate feature importance scores that appears to have proven its 

added value in other analytical fields [e.g. 2, 21, 22].  

By designing a DSS that overcomes the previously mentioned shortcomings, this study 

offers three key contributions. First, the proposed DSS suggests how to combine multiple data 

sources in hybrid recommendation systems. Second, the DSS introduces feature importance 

calculation into the recommendation literature, by including it in its evaluation and 
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recommendation prediction based on a similarity calculation that may be user- or item-based. 

Equation 1 provides the formula for calculating user-based similarity [15], where �M,# is the 

prediction of an item i for customer c; K stands for the set of nearest neighbors, or the set of 

customers most similar to customer c who rated item i; and sim(c,k) indicates the similarity 

between customer c and customer k, who is a customer in the neighborhood of c:  

�M,# =
1

|�|
	 ��� �, � 	�",#
"1�

	. (1) 

Equation 2 is similar except that the prediction relies on items instead of users [23], such 

that L indicates the number of nearest neighbors, or items similar to item i, and sim(i,l) specifies 

the similarity between product i and l, which is a product in the neighborhood of i: 

�M,# =
1

|�|
	 ��� �, � 	�M,0 	.

012

 (2) 

Cosine and Pearson correlation [24] are commonly used similarity measures and can be 

plugged into Equations 1 and 2, as shown in Equations 3 and 4:  

������	���������� �, � = 	
K�,�	�∈��� K�,�

K�,�
�

�∈�� 	 K�,�
�

�∈��

	,	and (3) 

�������	�����������	���������� �, � = 	
(��,#	–	��#∈��� )	(��,# −	��)	

��,#	 −	��
?

#∈��� 	 ��,#	 −	��
?

#∈���

	. 
(4) 

The interpretation of Equations 3 and 4 thus depends on the CF method used. In a user-

based setting, ��,# and ��,# 	represent the ratings10 of item i by customers x and y, respectively, 

and �� and �� represent the respective mean purchase rates of these customers. In an item-based 

setting, ��,# and ��,# represent the ratings of products x and y, respectively, by customer i, and 

�� and �� refer to the mean ratings of products x and y, respectively. Furthermore, Ix, Iy, and Ixy 

denote the set of products rated by customer x, customer y, and both customers x and y, 

respectively. 

                                                

10 Rating is used as general term and can be explicit or implicit (e.g., purchases, views, orders). 
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data sets are available, reflecting eight product categories: shoes, children’s clothing, 

decoration, lingerie, furniture, women’s clothing, men’s clothing, and household linens.  An 

overview of the number of users and items is in Table III.2. 

Product Category Users Items 

Shoes 31,536 11,712 

Children's Clothing 16,752 3,956 

Decoration 12,747 5,054 

Lingerie 11,672 3,514 

Furniture 20,507 6,481 

Men's Clothing 8,412 4,737 

Women's Clothing 50,336 12,979 

Household Linens 12,376 2,934 

Table III.2: Number of visitors and products in different product categories. 

 

Each data set is hierarchical and contains 23 individual features, divided into four data 

sources: PD, CD, ABD, and RBD. Additionally, ABD consists of two sub-data sources, 

namely, recency, frequency, and monetary value (RFM) variables and relationship data. Figure 

III.2 shows the data structure. The different data sources are discussed below.  

Product Data (PD). The first features within PD are the three main product divisions, 

reflecting catalog information about the products. Depending on the product categories, as 

discussed in the experimental setup, the interpretation of the product division could differ. For 

example a wooden garden chair in the furniture category consists of (1) chair, (2) garden, and 

(3) wood. A women’s volleyball shoe could have the divisions (1) sport, (2) women, and (3) 

volleyball. An indication of the brand also is given, together with a mean product rating. This 

latter feature is a proxy for popularity. The higher the mean explicit product rating of a product, 

the better overall ratings it gets. Finally, internal versus external and availability on the web 

are two features that indicate the product’s origin (e.g., house brand vs. external brand) and 

availability in the web shop.	

Customer Data (CD). The CD group six traditional socio-demographic features: age, 

gender, marital status, place of residence, number of children, and age of children.  
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to the ones viewed by the specific customer for PD. For RBD – explicit rating, purchases, 

internal search, addition to the cart, and views – the memory-based filtering procedure is 

adapted because of the larger scale of the input matrix. Data reduction, in the form of 

correspondence analysis [40], initially is applied to make the input matrix denser and smaller, 

leading to improved efficiency and accuracy [41]. Then item-based similarity is applied, 

instead of user-based similarity, because it achieves better performance in settings with high 

user-to-item ratios [14]. 

Second, for the empirical validation of the proposed DSS, four data sources are considered 

and exhaustively combined using two alternative, well-researched hybridization techniques: 

(1) a posteriori combination of predictions, also known as weighting [10], and (2) constructing 

a unified recommendation model, known as feature combination [10]. The a posteriori 

weighting approach leverages recommendation systems based on single data sources and 

combines their scores a posteriori by means of a support vector machine (SVM). The scores of 

the four single data source recommendation models are estimated and used as input for an SVM 

for classification, with purchases as the target and is defined as follows:  

����ℎ���� = ���(�� , ��� , ��� , ����), (5) 

where ��, ���, ��� , ���� 		represents respectively the CF recommendation scores of the 

demographic-, content-based -,  CF -, and aggregated CF memory-based recommendation 

model. For generalizability and scalability, a linear SVM [42, 43] based on SGD optimization 

[44] is trained. The regularization parameter is set to 0.01, and L2 regularization is applied 

because of the differentiability [43]. In contrast, the feature combination approach involves the 

use of an algorithm that accommodates four different data sources at once and thus realizes 

hybridization during the estimation of the recommender system. The feature combination 

technique applied in this study is factorization machines (FM) [19], a model-based technique 

that works well in situations with mixed data sources, especially for combinations of RBD with 

other information. Good examples of the use of mixed data sources in FM include context-

aware recommendation systems [45-48] and predictions of tweet interactions [49, 50].  
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This study advocates an FM-based combination of data sources, due to the higher accuracy 

and the ability to mitigate issues related to single data source recommendation models. 

Although this technique reveals the positive influence of hybridization on accuracy (F1), other 

aspects that becoming increasingly important in recommendation systems are not investigated 

herein. Further research could extend the proposed DSS by investigating the added value of 

data source combination and feature importance in terms of other metrics. The effects on 

computation time, diversity, novelty, serendipity, and trust also might be analyzed. Moving 

beyond statistical metrics, a field test might be executed to test the DSS according to business 

metrics such as the conversion rate and incremental revenue. 
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every relevant product and make well-informed decisions. Recommendation systems are 

machine learning tools typically designed to help customers cope with this choice overload by 

recommending a limited set of relevant items to users [1-3]. In addition to serve as a mere 

decision aid, recommendation systems traditionally improve customer relationship by 

enhancing customer retention and increasing customer loyalty [4]. In accordance with these 

findings, recommendation systems’ literature mainly focusses on algorithmic improvement, 

which resulted in the creation of many different algorithms.  

In recent years two research subjects have gained in importance, i.e. hybrid - and revenue 

maximization recommendation systems. First, more complex algorithms have been developed 

and a shift towards hybrid recommendation systems is observed due to their higher accuracy 

and elimination of flaws associated with single data source recommenders [5]. Accordingly, 

this study focusses mainly on hybrid recommendation systems. 

Second, both information systems and consumer psychology research demonstrates that 

recommendation systems influence customers’ preferences [6, 7]. As a company is able to alter 

customers’ preferences by proposing other products, it needs to find a trade-off between 

optimizing customer satisfaction, i.e. taking a customer focus, and maximizing revenue, i.e. 

taking a company focus. The majority of literature takes a customer focus, while companies 

often have a vested interest in recommending products with high revenue [8, 9]. In this context, 

several studies investigate revenue maximization recommendation systems [10-13]. These 

systems include a revenue component and have consequently a direct impact on the business 

results [10].  

Most studies in recommendation systems’ literature executes and evaluates recommenders 

on offline historical datasets. This evaluation procedure has as limitation that in most cases no 

business value is available. Consequently, evaluation is only possible in terms of statistical 

metrics, e.g. RSME, recall, precision, and F1 [14]. A limited number of studies conduct field 

experiments [15-17], allowing evaluation in terms of business metrics, e.g. click through rate, 

conversion rate, and revenue [15]. Field experiments executed in previous work are limited in 

algorithm complexity and current state-of-the-art hybridization methods and especially 

revenue maximization recommendation systems are never tested in a real-life setting. In 

contrast, recent research in several digital marketing domains evaluates communication and 

marketing effectiveness in terms of business metrics. Moreover, within the digital marketing 

literature the concept of purchase funnel is defined in a series of stages in which customers 
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move toward a purchase [18]. In this stream of research, business metrics are evaluated 

throughout different stages of the purchase funnel [18], which is never done in the 

recommendation systems literature.  

This study proposes a framework identifying three effects of traditional - and revenue 

maximization recommendation systems on business metrics. First, it is argued that the 

recommendation system’s algorithm configuration influences conversion business metrics 

throughout the entire purchase funnel for both traditional - and revenue maximization 

recommenders. Specifically, this study compares a non-personalized configuration to 

personalized ones, identified as the effect of personalization, and divides the personalized 

configurations further based on hybridization method, identified as the effect of hybridization 

algorithm. An a posteriori combination of collaboration filtering (CF) algorithms is compared 

to feature combination algorithm based on factorization machines (FM). These different 

configurations are evaluated in terms of click through, view, cart addition, and order stage of 

the purchase funnel. Second, the framework claims that the effect of revenue inclusion results 

in a positive effect on value per order. This effect is only observed for revenue maximization 

recommenders as traditional recommendation systems do not include a revenue component. 

Finally, revenue maximization recommendation systems exhibit a greater effect on revenue in 

the order stage compared to traditional recommenders as both a conversion effect and value 

per order effect drive revenue.  

The proposed framework is validated in a large-scale email field experiment executed in 

collaboration with La Redoute, a large European e-commerce company. The execution of field 

experiment allows to evaluate an actual behavioral shift of various recommender approaches 

and increases the external validity [19]. Instead of evaluating performance in terms of statistical 

metrics, this study evaluates the performance of recommendation systems in terms of business 

metrics. Whereas e.g. Chen et al. (2008) and Panniello et al. (2016) only take order behavior 

into account, this study evaluates the effect of recommendation systems throughout the entire 

purchase funnel.  

In the remainder of this study, section 2 proposes a theoretical framework and suggests 

research questions to analyze the effect of (revenue maximization) recommendation systems 

throughout the purchase funnel. Section 3 discusses the relevant literature related to hybrid 

recommendation systems, revenue maximization recommendations, the purchase funnel, and 

field experiments in recommendation systems. Section 4 describes the field experiment to 
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The framework is validated by means of a real-life email field experiment executed at a 

large European e-tailor. This setup is unique in the recommendation systems’ literature and can 

be used as a guidance to setup similar field experiments. Additionally does the execution of the 

field experiment result in a high external validity of the results. 

In the business case, an extrapolation is made to concretize the results of the validated 

framework. This exercise shows that the recommendation systems based on FMs lead to the 

highest potential results in the final and most important stage of the purchase funnel for both 

the set of recommended products as well as for the complete product offering. Depending on 

the business metric to optimize, the traditional HFM (HFM) or the revenue maximization HFM 

(RMR
HFM) are preferable. HFM optimizes the conversion rate and results indicate an increase 

of 350% and 9.58% in number of orders for respectively the set of recommended products and 

total product set compared to the company benchmark (ICR). In terms of revenue, RMR
HFM 

shows the highest potential with an increase in revenue of 442% and 14.62% for respectively 

the set of recommendations and total product offering compared to ICR. 

This study shows that revenue inclusion has a positive effect on the revenue of a 

recommendation system. However we also indicate that caution is needed. If the revenue 

component in a recommendation system becomes too dominant, recommendations will divert 

from the original preferences of the customer. This divergence might lead to distrust in a 

recommendation system resulting in lower direct revenue and to dissatisfaction and disloyalty 

among customers. To limit distrust, this study incorporates normalization of both the purchase 

probability and revenue component. To investigate this topic in more depth, it would be 

interesting to test the optimal weight of revenue component in future research. 

Linked to this problem and in consultation with the company is decided not to incorporate 

a non-personalized algorithms (ICR) enhanced with a revenue component. As the ICR is 

already non-personalized, revenue inclusion could lead to the impression that only expensive 

products are proposed. This impression could result in distrust and dissatisfaction among the 

customer base. Independently from this decision, it could be interesting to include a revenue 

maximization non-personalized algorithm in future research. 

This study only incorporates two traditional algorithms (HHR and HFM) and one revenue 

inclusion method. The set of algorithms and revenue inclusion methods could be extended to 

increase face validity. A logical selection of algorithms to include would for example be simple 

collaborative filtering or content-based systems. 
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depends on sparsity, while diversity is influenced by sparsity, the purchase distribution, and 

the item-user ratio. Computation time is only influenced by the purchase distribution and the 

item-user ratio.  

Chapter III broadens the scope of this dissertation by combining different data sources in 

hybrid recommendation systems for e-commerce. This chapter constructs a framework for 

optimizing the hybridization process of data sources and introduces feature importance into 

recommendation literature. The validation of the framework on eight historical data sets from 

a European e-commerce company produces five distinct findings. First, RBD and PD are the 

most predictive sources; companies should focus their efforts to create recommendation 

systems primarily on these two data sources. Second, combining data sources adds value, and 

more data sources lead to higher predictive performance. Third, despite the higher predictive 

performance of recommendation models with four data sources it is not always possible to 

investigate them all. If a company lacks the ability and time to investigate all four sources, it 

can concentrate its efforts. It should do so in the following order: RBD, PD, CD, and then ABD. 

Fourth, this study suggests using feature combination based on FM for the optimal combination 

of all four data sources (hybrid factorization machine (HFM)). This technique outperforms an 

a posteriori weighting of different single data source recommendation models (HHR). Fifth and 

finally, the accuracy of a recommendation system is very important, but beyond having a highly 

predictive recommendation model, it is also insightful to open the black box to determine which 

data sources and features contribute to recommendation success. According to the current study 

findings, RBD contributes most to the model, followed by PD and CD respectively. Finally 

ABD is the least important data source. 

In terms of the importance of individual features, implicit RBD features are very important, 

indicating that log data from the e-commerce site is vital. Explicit ratings are less important, 

mainly because this information is only available in smaller amounts. If a business model does 

not thrive on ratings (like e.g., Netflix, LastFM), explicit ratings are less important to consider. 

Furthermore, PD is important information to gather, especially product division and brand data. 

Although somewhat less important, individual CD features can add value to recommendation 

systems. Finally, ABD features have relatively little importance and can be less emphasized, if 

the time and resources available to create recommendation systems are limited. 

Chapter IV leverages the results of Chapter III and takes the two best performing 

recommendation systems (HHR and HFM) out of the lab. The resulting traditional hybrid 
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recommendation systems.  Second, public data sets contain only historical data and do not 

allow for field experimentation. Despite these restrictions, replicating the results, of mainly 

Chapter III, on publicly available data sets would be an interesting topic for further research. 

In a machine learning context this benchmarking could lead to higher external validity and 

acceptance within the community.  

In line with previous comment additional benchmark algorithms, like matrix factorization 

CF, could be deployed throughout this dissertation. Especially in Chapter IV stronger 

benchmarks would increase the value of the results. This additional benchmarking would 

increase face validity and again acceptance within the machine learning community. However, 

I argue that this benchmarking is not done because this dissertation focusses on the data science 

aspect and adds to literature by giving business insights rather than contributing by merely 

benchmarking algorithms. The designed frameworks are generic, consequently it is easy to 

leverage them in other implementations deploying other algorithms which could be done in 

further research. 

In Chapter II the focus lies on implicit ratings/feedback, more specific purchases. 

Additionally, because we only consider a purchase yes or no, this data type looks at first sight 

like binary data as we only have two values. In contrast, several studies suggest that this data 

cannot be treated as binary, because an absence of purchase is not necessarily a negative signal. 

If a user purchases an item, an implicit signal for preference is observed, but not purchasing an 

item does not necessarily imply an implicit dislike. Not purchasing can have multiple reasons. 

The absence of an action can for example be the result of a real dislike, but can also be a 

consequence of the user being unaware of the existence of the product. Another reason could 

be that the user likes the item, but is currently not looking for this type of product or the product 

is too expensive, etc. Consequently, only a purchase implicitly indicates preference, while no 

purchase does not necessarily indicates a dislike. Therefore purchase could be coded as 1 and 

no purchases as missing. This type of data is called unary data. In this study, we consider 

purchase data as binary [eg. 3,  4], while no interpretation of unary data is done.  

Because of the unary character of the purchase data used in Chapter II, traditional 

classification accuracy metrics, like recall, precision, and F1, are not optimal to use for two 

main reasons. First the unary character of data does not allow to give a clear-cut evaluation of 

no purchases. An absence of purchase might have multiple reasons and therefore an 

interpretation as dislike might not be correct. Second, the purchase data is very sparse, resulting 
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in only a few positive hits to evaluate the recommendation systems. In Chapter II and Chapter 

III we use a ranking based classification variation of the F1 metrics, to be able to cope with the 

unary data problems. Nevertheless this strategy resolves some of the issues, specific ranking 

based accuracy metrics are developed to overcome the concerns related to sparse and unary 

data [5, 6]. The deployment of ranking metrics complements the use of explicit binary 

classification. Most popular metrics are the mean reciprocal rank (MRR), mean average 

precision (MAP), NDCG, and AUC [5]. The incorporation of ranking based measures in 

Chapter II and Chapter III is a specific path for future research. 

Next to accuracy, diversity is measured in Chapter II. In literature two types of diversity 

are distinguished, i.e. individual diversity and aggregate diversity [7]. Individual diversity 

represents the diversity in the set of recommended items of a single user. In contrast, aggregate 

diversity denotes the overall diversity, i.e. the diversity of all recommended items in all the 

recommendation lists to every user. The deployed measure of diversity in Chapter II is the 

Intra-List Similarity (ILS), a measure for individual diversity. Nevertheless Chapter II 

computes an average ILS over all users, ILS remains a measure of individual diversity. This 

signifies that Chapter II only considers individual diversity, without accounting for aggregated 

diversity. In future research a measure for aggregated diversity could be integrated to cover 

both diversity types in the analyses. 

Additionally, computation time is evaluated in Chapter II, but a throughout discussion of 

scalability is not include. Future work could include an analysis measuring the effect of the 

characteristics, mainly sparsity and size, of the input matrix and algorithm configuration to 

assess scalability. This subject is important because one of the major disadvantages of CF is its 

limited scalability. Nevertheless, I argue that modern big data technologies allow distributed 

computing to help solving the scalability issue of CF. 

Next to limitations and future work considerations related to specific evaluation metrics, 

this dissertation evaluates several different evaluation aspects. In Chapter II, accuracy (F1), 

computation time, and diversity (ILS) are evaluated. Chapter III only focusses on accuracy (F1) 

and Chapter IV evaluates business metrics. In future research, it would be interesting to 

evaluate all the results in terms of computation time, diversity, as done in Chapter II and 

additionally novelty, scalability, serendipity, and trust could be analyzed [1]. As business 

metrics are only quantifiable in field experiments, analyzing these metrics in Chapter II and 
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Chapter III would be less useful as these chapters are evaluated in an offline setting in which 

recommendation systems have no impact on actual customer behavior. 

As mentioned in the list of possible additional evaluation metrics, trust is an important issue 

currently investigated in literature [e.g. 2]. Nowadays, recommendation systems are more 

frequently used in different settings, resulting in more awareness of these personalization tools. 

This awareness leads to more prudence of customers reflected by a critical assessment of 

recommendation systems. In this respect, I believe it is important to create trustworthy 

recommendation systems. A customer should experience a recommendation system as a 

guidance tool instead of advertisement or spam. Therefore it is important to take this trust factor 

into account in further research.	

This dissertation focusses on traditional data sources, i.e. customer-, product- and 

behavioral data in a recommendation systems’ setting. Nevertheless these data sources have 

important predictive power, other data sources exists and might contribute to recommendation 

performance. Context is for example a promising additional data source [2]. Customers’ needs 

are not static and dependent on situations and contexts. Take for example La Redoute’s 

activities in the apparel industry. Deciding on which sweater to buy/wear depends on e.g. 

weather, seasonality, and location. These context factors could be important predictors to 

address in recommendation systems. A special case of context is the purchase cycle. A 

customer looking for a sweater a week ago is not necessarily looking for a sweater today. To 

account for this phenomenon, real-time data could help to improve recommendations. In this 

perspective investigation of real-time and context-aware recommendation systems is an 

interesting path for future research to improve recommendations. 

Whereas a decade ago recommendation systems were only a machine learning topic, in 

recent years other fields of study like customer psychology, marketing, and data science gained 

interest in the subject. In my opinion this broadening of the scope is a positive evolution. 

Nowadays recommendation literature, like this dissertation, goes beyond the creation 

sophisticated algorithms, by investigating topics like trust, context, user perception, 

satisfaction, and profitability. The investigations of these topics make recommendation systems 

more accessible for the business and increases their interest in the subject. This interest results 

in more investments boosting both commercial and academic development of recommendation 

systems. This synergy is important to build practically relevant recommendation systems. 

Therefore in my opinion academic research should also create recommendation systems that 
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are relevant for companies. This goal could for example be achieved by investigating real-time 

hybrid recommendation systems. Real-time is currently a very important topic in data science 

and companies. Leveraging this trend could boost the visibility of academic recommendation 

systems’ research. 

Additionally, I believe nowadays big data and streaming technologies allow to create state-

of-the art recommendation systems with a shorter throughput time which makes them feasible 

for practical implementation. These technologies should be leveraged in academic research. 

Even more, I believe that the use of big data and streaming technologies should be investigated 

and discussed in academic research. Investigation of these subjects increases the impact of 

scientific research on real world applications.  
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CONCLUSIONS GENERALES 

Les chapitres II et IV constituent le corpus de cette thèse et présentent chacun leurs propres 

résultats. De plus, chaque chapitre contribue à l’objectif général, qui est la création d’un 

canevas progressif pour la définition d’expériences de terrain dans le contexte de systèmes de 

recommandation pour le commerce en ligne. Concrètement, le chapitre II se penche en détail 

sur un algorithme, CF, qui opère sur une seule base de données, les données d’achat, dans le 

but de déterminer sa configuration optimale dans un environnement hors-ligne en travaillant 

sur des données historiques. Ces résultats sont utilisés dans le chapitre III pour élargir le champ 

d’investigation aux systèmes de recommandations hybrides qui traitent des sources de données 

multiples. Enfin, le chapitre IV adopte les systèmes de recommandations ayant présenté les 

meilleures performances sur des données historiques au cours des tests hors-ligne effectués au 

chapitre III. Ces systèmes à haute performance sont transformés en systèmes de 

recommandation avec maximisation du chiffre d’affaires ; une expérience de terrain est réalisée 

pour permettre de tirer des conclusions en termes d’indicateurs à travers l’ensemble du funnel 

d’achats. Le reste de cette section discute des conclusions les plus importantes de chaque 

chapitre. 

Le chapitre II utilise la matrice d’achats binaire comme base pour les différents algorithmes 

CF. Même si de nombreuses entreprises ne possèdent pas de données explicites immédiatement 

disponibles dans leurs bases de données, elles collectent une grande quantité de données 

transactionnelles telles que les données d’achat. Puisque les données d’achat peuvent être 

récoltées à un cout relativement bas et sont directement liées à la performance de l’entreprise, 

le chapitre II tire parti de ces données d’achat en tant que source de données d’entrée. 

Concrètement, un cadre qui aide les vendeurs à construire de meilleurs systèmes de 

recommandations leur donne des conseils sur la manière de trouver un algorithme de 

recommandation adapté en termes de précision, de diversité et de temps de calcul. Pour ce 

faire, cette étude analyse la performance de différentes configurations d’algorithme CF. À cette 

fin, nous utilisons des jeux de données synthétiques avec différentes caractéristiques de 

données d’achat binaires ainsi que deux jeux de données tirés de la vie réelle pour validation. 

Nos résultats montrent que la précision et la diversité des recommandations générées 

dépendent de la technique de réduction des données, de la méthode CF et de la mesure de 

similarité. Le temps de calcul est influencé uniquement par la technique de réduction des 
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données, principalement dans le sens que LPCA et NMF sont basés sur des algorithmes 

multiplicatifs automatiquement réactualisés, alors que SVD et CA sont calculés en une étape. 

Deuxièmement, différentes caractéristiques d’entrée peuvent nous conduire à d’autres 

algorithmes optimaux. En ce qui concerne la précision, le modèle optimal est stable 

(CA/Item/Cos, Corr), mais différentes caractéristiques induisent différentes configurations 

optimales pour la diversité et le temps de calcul. De plus, la configuration du modèle optimal 

pour chaque jeu de données est influencée par les caractéristiques d’entrée. Par exemple, la 

précision dépend de la rareté, tandis que la diversité est influencée par la rareté, la répartition 

des achats et le taux objet/utilisateur. Le temps de calcul n’est quant à lui influencé que par la 

répartition des achats et le taux objet/utilisateur. 

Le chapitre III élargit le champ d’investigation de cette thèse en combinant différentes 

sources de données dans des systèmes de recommandation hybrides pour le commerce en ligne. 

Ce chapitre établit un cadre pour l’optimisation du processus d’hybridation des sources de 

données et introduit l’importance des caractéristiques dans la littérature sur les systèmes de 

recommandation. La validation du cadre au moyen de huit jeux de données historiques 

provenant d’une entreprise de commerce en ligne européenne produit cinq résultats. 

Premièrement, les données d’achat et les données comportementales brutes sont les sources les 

plus prédictives ; les entreprises devraient concentrer leurs efforts sur la création de systèmes 

de recommandation basés avant tout sur ces deux sources de données. Deuxièmement, le fait 

de combiner les sources de données ajoute de la valeur : plus de sources de données donnent 

une meilleure performance prédictive. Troisièmement, malgré la performance prédictive plus 

élevée des modèles de recommandation basés sur quatre sources de données, il n’est pas 

toujours possible d’analyser l’ensemble de ces jeux de données. Si une entreprise n’a pas assez 

de temps ou de capacités pour analyser l’ensemble de ces quatre sources, elle peut décider de 

concentrer ses efforts sur certaines d’entre elles seulement. Dans ce cas, elle devrait le faire 

dans l’ordre de priorité suivant : données comportementales brutes, données d’achat, données 

client, données comportementales agrégées. Quatrièmement, cette étude suggère l’utilisation 

d’une combinaison de caractéristiques basée sur une machine à factorisation pour une 

combinaison optimale de l’ensemble de ces quatre sources de données (machine à factorisation 

hybride, HFM). Cette technique s’avère plus performante que la pondération a posteriori de 

différents modèles de recommandation tirés d’une seule source de données (HHR). 

Cinquièmement et pour terminer, même si la précision d’un système de recommandation est 
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très importante, il est aussi extrêmement intéressant, au-delà d’un modèle de recommandation 

hautement prédictif, d’ouvrir la boite noire pour déterminer quelles sources de données et 

caractéristiques contribuent le plus à de bonnes recommandations. Selon les résultats de notre 

étude, les données comportementales brutes sont celles qui contribuent le plus au modèle, 

suivies des données d’achat et des données client ; les données comportementales agrégées 

étant la source de données la moins importante. 

En termes de l’importance des caractéristiques individuelles, les caractéristiques implicites 

tirées des données de comportement brutes sont très importantes, ce qui suggère que les 

données de journal du site de commerce en ligne jouent un rôle crucial. Les évaluations 

explicites sont moins importantes, surtout parce que cette information n’est disponible qu’en 

plus petites quantités. Pour les modèles d’entreprise dans lesquels les évaluations ne jouent 

qu’un faible rôle (comme Netflix ou LastFM), les évaluations explicites sont moins importantes 

à considérer. De plus, les données d’achat sont des informations importantes à récolter, surtout 

en ce qui concerne la division des produits et les données de marque. Bien qu’un peu moins 

importantes, les caractéristiques individuelles tirées des données client peuvent ajouter une 

valeur aux systèmes de recommandations. Enfin, les données comportementales agrégées ont 

relativement peu d’importance, ce qui fait qu’on peut y consacrer moins d’attention si le temps 

et les ressources disponibles pour créer les systèmes de recommandation sont limités. 

Le chapitre IV part des résultats du chapitre III pour faire sortir du laboratoire les deux 

systèmes de recommandation les plus performants (HHR et HFM). Les scores de 

recommandation hybride traditionnelle ainsi obtenus sont multipliés par une composante 

« chiffre d’affaires » pour créer des systèmes de recommandation avec maximisation du chiffre 

d’affaires (RMR
HHR et RMR

HFM). 

À partir de ces différents systèmes de recommandation, nous avons créé un cadre pour 

identifier les trois effets des systèmes de recommandation (avec maximisation du chiffre 

d’affaires) sur les indicateurs d’entreprise tout au long du funnel d’achats. Premièrement, il est 

suggéré que les configurations des systèmes de recommandation ont un effet sur les indicateurs 

de conversion tout au long du funnel d’achats. Concrètement, la personnalisation a un effet 

positif sur le taux de clics, le taux de visites, le taux d’ajout au chariot et le taux de conversion. 

Deuxièmement, un système de recommandation hybride haut de gamme basé sur un modèle et 

combinant différentes caractéristiques (FM) offre de meilleures performances en termes 
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d’indicateurs de conversion à toutes les étapes du funnel d’achat et en termes de chiffre 

d’affaires à l’étape de la commande qu’une simple pondération a posteriori de systèmes de 

recommandation basés sur la mémoire (HR). Troisièmement, le fait d’inclure le facteur 

« chiffre d’affaires » influence de manière positive la valeur par commande. De ce fait, les 

systèmes de recommandation avec maximisation du chiffre d’affaires donnent de meilleures 

performances que les systèmes de recommandation traditionnels en termes de chiffre d’affaires 

à l’étape de la commande, puisque l’effet « chiffre d’affaires » est accru par la conversion et 

par l’effet « valeur par commande ». Une expérience de terrain par courrier électronique à 

grande échelle exécutée en collaboration avec La Redoute a démontré que le cadre proposé est 

valable. 

Notre étude de cas a démontré que les modèles obtenus à partir des machines à factorisation 

ont le plus haut potentiel en termes de conversion et de revenus. Premièrement, comparé au 

modèle de l’ICR, les HFM traditionnelles donnent une hausse du nombre de commandes de 

350 % pour la gamme de produits recommandés et de 9,58 % pour l’offre de produits globale. 

Deuxièmement, comparé aux données de l’entreprise, la RMR
HFM obtient la meilleure hausse 

de recettes, de 442 % et de 14,16 % respectivement pour les produits recommandés et pour 

l’offre de produits globale. Le cadre validé et l’étude de cas démontrent que les systèmes de 

recommandation hybrides de pointe améliorent la conversion et le chiffre d’affaires. Par 

conséquent, une entreprise pourrait bénéficier de l’adoption des stratégies de recommandation 

proposées ou rechercher d’autres algorithmes de recommandation sophistiqués et adaptés pour 

améliorer la performance des recommandations. De plus, nos résultats montrent l’utilité de la 

recherche portant sur l’inclusion du facteur « chiffre d’affaires » puisque celle-ci augmente la 

valeur par commande et donc, le chiffre d’affaires. 
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