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0Abstract

Computer-generated images are now commonly used in printed or electronic media.

The physically-based rendering using the Monte Carlo method to produce these

images induces the presence of visual noise which decreases when the computation

time increases. Our research aims at better understanding the human perception of

this noise to optimize the computation time without detectable loss of image quality.

However, investigating noise perception creates some methodological challenges.

The conventional paradigms used in visual search and scene viewing tasks are

not well suited to measure noise perception because the definition of noise is an

unfamiliar concept to naive participants. In our first study, we varied the noise level

of a part of the scene using the adaptive method Quest+. The perceptual threshold

at 50% was obtained from the estimated psychometric function. In a second task,

observers were asked to detect a quality difference using only their peripheral

vision (chapter 5). Our results revealed that participants are using primarily their

most central vision to detect a degradation in image quality. Ecological studies

in image quality research are needed to understand noise perception under real-

world conditions. We implemented an online study (chapter 6) and collected data

in both conditions (laboratory, online). The comparison of the results showed that

there was no significant difference between the thresholds measured in the different

conditions (chapter 7). Finally, we investigated the effects of scenes and textures

on perceptual threshold and fixation paths (chapter 8). These findings revealed

that the non-textured and brightest areas are the most fixated and the most used to

detect the presence of noise. In order to predict human fixations we proposed a new

approach by computing a saliency map of the difference of two images with different
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noise levels. This map is a better prediction than the saliency map calculated on a

single image for the noise detection task. Overall, our results, grounded on human

visual perception, may contribute to improving realistic physically-based rendering

methods.

Κeywords: eye movements, visual noise, physically-based rendering, Quest+
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0Résumé

Les images photoréalistes générées par des algorithmes de rendu physique utilisant

la méthode de Monte Carlo induisent la présence de bruit visuel qui diminue lorsque

le temps de calcul augmente. Nos travaux ont pour but de mieux comprendre la

perception humaine de ce bruit afin d’optimiser le temps de calcul sans perte dé-

tectable de qualité des images. Le concept de bruit dans des images est une notion

mal connue des participants naïfs. Cela pose certains défis méthodologiques car il

nous a fallu adapter les paradigmes conventionnellement utilisées dans les tâches de

recherche visuelle. Au cours de notre première étude, nous avons fait varier le niveau

de bruit d’une partie de la scène en utilisant la méthode adaptative Quest+. Le seuil

perceptif à 50% a été obtenu à partir de l’estimation de la fonction psychométrique.

Dans une seconde tâche, les observateurs devaient détecter une différence de qualité

en utilisant uniquement leur vision périphérique (chapitre 5). Les résultats de cette

étude ont révélé que les participants utilisent principalement leur vision centrale

pour détecter une dégradation de la qualité de l’image. Les études écologiques dans

la recherche de la qualité de l’image sont nécessaires pour permettre de comprendre

la perception dans des conditions réelles. Nous avons mis en place une étude en

ligne (chapitre 6) et nous avons collecté des données dans les deux conditions (labo-

ratoire, en ligne). La comparaison des résultats a montré qu’il n’y a pas de différence

significative entre les seuils mesurés dans ces différentes conditions (chapitre 7).

Enfin, nous nous sommes intéressé aux effets des scènes et des textures sur le seuil

perceptif et les fixations (chapitre 8). Ces analyses nous ont permis de remarquer que

les zones non texturées et les plus claires sont les plus fixées et les plus utilisées pour

déterminer la présence de bruit. Afin de prédire les fixations humaines nous avons
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proposé une nouvelle approche en calculant une carte de saillance sur la différence

de deux images ayant des niveaux de bruit différents. Cette carte est une meilleure

prédiction que la carte de saillance calculée sur une seule image pour la tache de

détection du bruit. L’ensemble de nos résultats, s’appuyant sur la perception visuelle

humaine, peuvent contribuer à améliorer les méthodes de rendu physique réalistes.

Mots clés : mouvements oculaires, bruit visuel, rendu physique réaliste, Quest+
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0Prologue

The production of photorealistic computer graphics requires the use of lighting sim-

ulation methods, characterised by the presence of visual noise. This noise gradually

disappears as the methods used converge, but at the cost of very high computation

times. This is the challenging part for the production of 3D image sequences, which

require the computation of several distinct images. This thesis is part of the ANR

project Prise-3D (𝐴𝑁𝑅−17−𝐶𝐸38−0009). The main aim of the project Prise-3D is to

gain a better understanding of the perceptual mechanisms underlying the perception

of a quality image to determine criteria for automatically stopping calculations,

which can be used in the context of high-quality audiovisual productions, but also

to guide the rendering of interactive algorithms.
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1 Photorealistic computer graphics

1.1 Computer-generated images (CGI)

Image synthesis or rendering is a combination of imaging methods that aim at

generate digital images from the description of a 3D scene. The designer of the

synthetic image has full control of all the parameters and can create a final image that

corresponds perfectly to his needs. Rendering relies on computer science, physics,

mathematics, signal processing, and of course visual perception. It is widely used

in many fields with many applications such as computer animation, video games,

decoration, architecture, advertisement, and so on.

The first computer-generated images (CGI) appeared in the 1960s (Appel, 1968).

But, either in terms of modelling or in terms of quality, these images were far from

being a realistic reproduction of an environment. In the 1980s, the rapid devel-

opment of computer hardware marked the beginning of realistic image synthesis

techniques. The evolution of computer science and computer graphics has led to

better performances and new requirements in rendering.

The process of producing CGI may be separated in two main steps, the design of

the scene and the illumination (rendering). The design of the scenes consists in the

modelling of the content, the geometric coordinates, the light sources, the colours,

the materials, and generally all the features that permit a realistic representation

of a scene. Rendering consists in simulating the illumination and the interactions

between light paths and the different objects and materials such as its reflections

and absorptions.
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Chapter

1
Photorealistic computer graphics

There are two main types of illumination, local and global illumination. The first

techniques for rendering were based on local lighting. These methods calculate

the luminosity of a volume by taking into consideration only local criteria and

not the interactions between objects. The technique of global illumination, on the

other hand, takes into account the interactions between all the objects and surfaces

that are present in a scene. The aim is to simulate the different light interactions

in a realistic environment, resulting in calculation often quite complex and time-

consuming. Global illumination is based on the laws of geometric optics and the

physics of propagation of light. Computing global illumination means considering

illumination due to light scattering at least twice before reaching the camera. This

means that this method takes into account not only the light that comes directly

from the light source but also light rays from reflections by other surfaces in the

scene. The simulation of global illumination requires to precisely model the type and

position of the light sources, the geometry and position of the objects, and the colour

and properties of the materials. The scene will then be used for modelling light

interactions such as reflections, transmissions, and absorptions. These interactions

include all real effects of light phenomena and their propagation in a scene. The

simulation of lighting therefore relies on a precise understanding of the physics of

reflection and optics. In this thesis, we will focus on scenes generated using a global

illumination method.

In 1968, Kajiya implemented the first mathematical modelling related to the

global lighting of a scene in the form of rendering equation (Kajiya, 1986). This

equation has become the core of the global illumination calculation unifying all the

rendering algorithms. Kajiya proposed to solve the rendering equation by the Monte

Carlo method (see 1.3). The Monte Carlo method is mainly used to calculate, by a

probabilistic method, a numerical estimate of multidimensional integrals that are

difficult to solve analytically. The iterative and random process offers an accurate

and precise approximation of the real value of the analytical solution.

4



Computer-generated images (CGI)
Section

1.1

The overall idea is to stochastically track each ray of light intersecting a point in the

scene and recursively evaluate the luminance at that particular point as the average

of the luminance at each point with an impact in the scene. However, the recursive

and iterative aspect of these methods considerably increases the computation time.

For each ray-traced, the stochastic process is repeated until a light source is reached.

This process often requires a large number of iterations. It becomes even more

difficult for complex scenes and small point sources with close to zero probability of

intersection. Importantly, the random part of this process creates a form of visual

noise in the final image. This noise is not easily described or related to any known

type of noise. The solution to improve or even eliminate this noise is to increase

the number of paths traced per pixel until the rendering algorithm converges to

a good quality image. However, this increase in the number of paths affects the

computation time that increases in proportion.

The Monte Carlo recursive sampling process does not have a criterion for auto-

matically stopping the calculations when it is considered that all the visual artefacts

are eliminated. Until now, one solution is to maximize the number of samples for

each pixel (i.e. the number of samples per pixel (NSPP) will be used throughout the

manuscript) to obtain the best possible result. Unfortunately, this solution is costly

as increasing the NSPP mechanically increases the computing time.

An example is presented in Figure 1.1 which shows how the quality of an image

improves as the NSPP and the computation time increase. The limit at which the

image has reached a satisfactory perceptual quality or, on the contrary, presents

visible errors that require further processing is unknown beforehand. The definition

of this limit could optimize the computation time so that an observer would be unable

to perceive the presence of noise in the image. To this end, the human perception of

this visual noise in CGIs remains to be better understood.

There are many works that have focused on improving the CGI computation

time. Among these methods, the path tracing with next step estimation (Shirley

5



Chapter

1
Photorealistic computer graphics

Figure 1.1: Evolution of noise during increase of computing time and NSPP. (a) The result

of an image generated after 1 min of calculation. It has a low quality with high visual noise,

i.e. random colour values for the pixels in different regions of the image. (b-c) The images

are generated after 5 minutes and 1 hour respectively. There is a strong reduction in visual

noise but the quality is still low for some regions of the image. (d) This image is generated

after 10 hours of computing time. The visual noise is not detectable by an observer and the

details are computed precisely to make it look like a photo of an actual scene.

et al., 1996) and the bidirectional path tracing (Lafortune &Willems, 1993) have been

widely tested. All these methods we will describe later in more details.

Despite these progress, the problem of improving significantly the computation

time remains unsolved. Exploring the human perception of this Monte Carlo noise

to improve the rendering methods appears to be a necessary first step. The quality of

final image is strongly related to human observers’ evaluation and so the perception

should be integrated into the production of CGI.

The objective of our research is to accurately measure and model the noise

sensitivity of an observer. During our studies, we have used sets of images

computed by photorealistic rendering engines, with different noise levels. Our

findings could contribute to the improvement of the computation time of the

stochastic algorithms used to produce CGI without a detectable loss of visual

quality.

6



Physically-based rendering
Section

1.2

1.2 Physically-based rendering

The objective of computer graphics nowadays is to be as realistic as possible.

Physically-based rendering (PBR) has become widely used for this reason. The evo-

lution of computer science has led to more computationally demanding approaches

to rendering and PBR has become a viable solution. PBR proposes precise modelling

of light scattering by using the principles of physics to model the interaction of light

and matter.

Although a physically based approach seems to be the most obvious solution for

rendering, the first time this approach was presented was in the 1980s. The first was

Whitted who introduced the idea of ray tracing for global lighting effects (Whitted,

1980). His approach was the first attempt to simulate precisely the distribution of

light in scenes and the rendered images were significantly improved.

After this pioneer contribution, Cook and Torrance managed to render metal

surfaces which was a great challenge for researchers at the time (Cook & Torrance,

1981). A generalization of Whitted’s approach was developed by Cook et al. (Cook

et al., 1984). They showed that ray tracing could generate important lighting effects,

for example, blur and reflection from glossy surfaces.

In 1986, Kajiya introduced the application of the Monte Carlo method in the field

of rendering to solve the rendering question (Kajiya, 1986). This approach proposed

a derivative of ray-tracing algorithms called path tracing in which the evaluation of

the luminance is performed according to the Monte Carlo theory. This process is

known as stochastic global illumination and it is a method in which stochastic paths

are generated from the camera’s point of view toward the 3D scene. The integration

of the rendering equation by the Monte Carlo method has significantly contributed

to the development of complete and accurate solutions of the most complex light

simulations such as colour reflections. Since Kajiya’s model was presented with the

path tracing algorithm, various stochastic methods for global illumination have been
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developed. The main goal of these methods is the improvement of the computing

time.

One of the most important improvements that have been proposed was the model

of Lafortune and Willems that built paths from both the camera and the light sources

and tried to connect the different path nodes (Lafortune &Willems, 1993). Their goal

was to improve each pixel of the scene and consequently reduce the visual noise

faster. A crucial step for PBR was Veach’s work on new algorithms like bidirectional

path tracing and sampling that improved the final images (Veach, 1997). In 1998,

Szirmay-Kalos proposed a model in which the lighting paths are chosen randomly so

there could be high frequency colour variations through the image (Szirmay-kalos,

1998). The Monte Carlo approach ensures that this process will converge to the final

value of the pixels. The number of samples to reach the visually perfect image is not

known in advance and for two different scenes the number of samples needed to

converge to the final image will not be the same.

Instead of distributing the samples randomly, sampling strategies (also called

adaptive sampling or adaptive rendering) that distribute the samplemore intelligently

have been proposed. A new sampling method adapted to the image, based on local

regression theory, has been developed by Moon et al. and has given more interesting

results than previous approaches (Moon et al., 2014).

PBR makes extensive use of ray tracing. This work in combination with the

evolution of processing power has had a very important effect on rendering com-

plex scenes with physical approaches that are now widely used. The path-guiding

techniques aim at targeting in a more adaptive way the areas that have a high

contribution to the scene (Vorba et al., 2019). These areas of interest require more

calculations which can be done by using learning algorithms and extracted data or

other scene information. The question that still remains is how to stop the computa-

tion in each area of the image when it is considered visually noiseless. In order to

reduce the computation time but without a loss in quality.
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1.3 Path tracing

Path tracing is an extension of the ray-tracing technique (Appel, 1968). Path

tracing is the first unbiased Monte Carlo light transport algorithm used in graphics

(Kajiya, 1986). The rendering equation was:

𝐿0(𝑥, 𝜔0) = 𝐿𝑒 (𝑥, 𝜔0) +
∫

𝛺

Li(x, 𝜔i) · fr(x, 𝜔i → 𝜔0) · cos𝜃 i d𝜔𝑖 (1.1)

Figure 1.2: The room is rendered from the perspective of a camera. We render a 5x5 pixel

image from the camera, that is the white grid. A ray is traced from the camera, 𝑝0, through

the pixel to find out. The ray hits a point 𝑝1 and after an intersection with a series of positions

in the scene, it arrives on the light, 𝑝3. The color of the pixel is calculated by the rendering

equation.

The path-tracing process consists of tracings rays from the camera towards an

object (figure 1.2). At each intersection of a ray with a surface, a direction of reflection

or refraction is drawn randomly. The luminance and colour of the first point (pixel)

of impact in the scene are recursively evaluated. For each pixel, according to the

Monte Carlo method, the final luminance is the average of the contributions of all

the paths used. The recursive calculation stops when the ray reaches a light source.

However, the intersection of a ray with one of the light sources has a very low
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probability because the latter constitutes only a small percentage of the scene. This

induces considerable time spent to try to reach a source relying on random paths.

The recursive calculation can be stopped by using the Russian roulette. Russian

roulette was introduced to graphics by Arvo and Kirk in 1990 (Arvo & Kirk, 1990). It

is an unbiased Monte Carlo technique that allows stopping in a probabilistic way

a recursive stochastic algorithm (Spanier et al., 1970). The Russian roulette is an

unbiased solution but it increases the variance which results in the visual noise of a

scene.

The calculation error according to the Monte Carlo method is of the order of
1

√
𝑁

where N represents the NSPP. The computation error, in this case, corresponds to

the noise of a scene. This means that for an image with good quality, it is necessary

to increase the NSPP even if that means that simultaneously the computation time

increases. In general, thousands of samples per pixel that require many hours or

even days of computation may be necessary for a high-quality final image. These

two parameters, noise and computation time, are two important variables to take

into consideration during a generation of a scene.

Path tracing is the most implemented algorithm in the field of production scenes.

It can efficiently handle sampling many lights, occlusion, indirect and direct illumi-

nation, and caustic lighting. Many approaches were developed over the years for all

these sampling problems. Global illumination is a group of algorithms that aim to

simulate precisely the lighting effects in a virtual environment.
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Among the most common global illumination algorithms is the Monte Carlo

method that we have mentioned before. The Monte Carlo method allows

the integration of stochastic methods to the global illumination calculation.

This step improves the simulation of all light transfers. In our studies, we

use global illumination as it is the most popular method of light simulation

in a 3D scene. Although it is longer to generate a scene, global illumination

results are often more realistic than other methods like local illumination.

The progressive exploration of the space ensures the visual convergence of

the algorithms towards the final image. At each iteration, we obtained the

whole scene. The intermediate stages of computation contain the scenes

with incomplete information, which appears as visual noise heterogeneously

distributed over the image surface.

1.4 Production and applications

The evolution of computers in the 1980s changed a lot of things in the field of

computer graphics. Computer graphics are used more and more for animation and

film production. There are early examples of using visual effects in films like Voyager

2 Flyby of Saturn (1981) and Star Trek II: The Wrath of Khan (1982). The limits of

using widely computer graphics were that the computing power was not sufficient

for complex reflection models and global lighting effects.

On the other hand, researchers believed that PBR was not the best solution for

visual effects as it was more important to achieve a desired artistic effect even if it

was not close to physical accuracy. This idea changed in the late 1990s and early

2000s when Blue Sky Studios introduced a physically based pipeline (Ohmer, 1997).

The short film that they made, named Bunny in 1998, used an early version of Monte
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Carlo global illumination. It had a remarkable difference in quality and it contributed

to the development of the ray-tracing system.

In 2001 the first version of Arnold renderer by Marcos Fajardo was proposed. It

was the first attempt to generate scenes with complex geometry, textures, and global

illumination. It was also faster than any other rendering algorithm known at the

time. This renderer was the first to be used by Sony Pictures Imageworks on the

movie Monster House.

In the mid-2000s, Pixar presented his version of rendering named RenderMan.

It started with a combination of ray-tracing and rasterization and in 2015 evolved

into a physically-based ray tracer. PBR is now widely used for producing computer-

generated imagery for a wide range of applications. As we mentioned before, these

images are used for films visual effects, video games, and other applications in many

fields as architecture, design, and advertisement.

Well-known production companies as Warner Bros and Metro-Goldwyn-Mayer

use PBR for more realistic visual effects. Films such as Gravity (2013) and The

Hobbit: The Battle of the Five Armies (2014) were rendered using a physically-based

rendering model. From 2004, IKEA decided to evolve from the use of traditional

photography for the IKEA catalogue to CGI. The reason was that it was very ex-

pensive, time-consuming, and inefficient to build each set for different cultures

and different rooms. Now, up to 75% of their pictures are CGI. This could be the

textures, the furniture, the walls, the light. The procedure for the generation of these

scenes is separated into two steps. The first step is the creation of a highly detailed,

physically accurate 3D model for every product. The second step is the creation of

photo-realistic digital textures for every material of every product. The substantial

difference in quality is the use of ray-tracing technology which allows creating a

realistic scene by controlling light. Other big companies like Nobilia and Miele use

3D imagery in their marketing and communications. The benefit is the ability to

control every detail and make changes easily and with limited financial impact.
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To automate the process of detecting visual convergence, we need to define

the probability of looking at an area/object in a scene. In this thesis, our first

step to investigate this question is the attention theories and their direct link

to saliency maps. The second step concerns some of the most common studies

and paradigms related to eye movements on different tasks.
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and saliency maps

2.1 Visual attention theory

Visual attention is a vast research topic that has attracted the interest in many

scientific domains such as psychology, neurophysiology, perception, computational

neuroscience, and psychophysics. Visual attention theories intend to explain how

visual attributes are processed and how some are selected over others. Attention is

considered a selective process that allows us to optimize our performance in visual

tasks. Selective attention enables us to collect certain information and guides our

behaviour according to our needs as it is not possible to process all the visual infor-

mation available simultaneously. Space plays an important role in visual selection

but it is not the only reference frame. Objects can overlap in space while viewing a

natural scene. It is clear that attentional selection is based on features and objects as

well.

There are three main categories of visual attention (for review: (Carrasco, 2011)):

· spatial attention: when attention is deployed to locations. For example, if we

are looking for a friend to come, it is possible to deploy attention to the door

of the room.

· feature-based attention (FBA): when attention is deployed to specific aspects

of a scene such as colours and orientations. For example, if we are looking for

a red shirt, it is possible to selectively deploy attention to red objects.

· object-based attention: when attention is controlled by objects’ structure. For
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example, if we are looking for our keys, it is possible to deploy attention to

objects of a particular size and structure.

2.1.1 Spatial attention

Spatial attention refers to the orientation of attention to a specific region and

helps monitor a specific location (Eriksen & Hoffman, 1972). Spatial attention is

categorised into overt attention and covert attention. Overt attention occurs when

the gaze is attracted toward a location of attention and overt attention consist in

attending to an area in the periphery without moving the gaze to this area. Spatial

attention is also often equated with the spotlight attention (Eriksen & Hoffman,

1972; Posner, 1980), a zoom lens (Müller et al., 2003; A. Treisman & Schmidt, 1982)

and the mind’s eye (Jonides, 1983).

Overt attention concerns everyday activities, for example when we move our eyes

or our heads in the direction of an object or a location. The mechanisms of overt

attention select locations to direct the high-resoltuion processing available in the

fovea. Overt visual attention is also related to perception and object recognition. A

recent study showed that there is a causal influence of overt attention on the object

perception (Kietzmann et al., 2011).

Covert attention is very often used in everyday life while driving or performing a

competitive sport. Covert attention was first described by Helmholtz (Helmholtz,

1925). When he was looking inside a wooden box through two holes, Helmholtz

concentrated on a particular region of his visual field (without moving his eyes in

that direction). He found that while illuminating a scene in a viewing box he only

had an impression of objects in the region to which he had been paying attention,

thus showing that attention could develop independently of eye position.

In 1890, William James described two different modes of attention, one is passive

and involuntary while the other is active and voluntary (James, 1891). Later Posner
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developed his cueing task and also proposed two kinds of covert visual attention.

The first is called exogenous and it refers to bottom-up processing stimuli. It is an

involuntary system that reacts to external stimulation that appeared suddenly. The

second mode is endogenous and it refers to a top-down system. It is a voluntary

system to monitor information at a given location.

Endogenous attention is also known as sustained attention and exogenous at-

tention is also known as transient attention. The terms exogenous/transient and

endogenous/sustained are often used as synonyms. These two types of attention

have a difference in temporal dynamics. We need approximately 300ms to deploy

endogenous attention. Many studies have shown that observers are capable of

sustaining the voluntary deployment of attention to a certain position as long as it is

necessary for a task. However, the exogenous deployment of attention is transient:

it peaks by 100 ms, rises, and decays quickly (Cheal et al., 1991; Hein et al., 2006;

Ling & Carrasco, 2006). Endogenous attention influences the performance with cue

validity (Giordano et al., 2009; Mangun & Hillyard, 1990; Sperling & Melchner, 1978).

Exogenous attention influences performance even when cues are not informative

(Barbot et al., 2011; Herrmann et al., 2010).

2.1.2 Feature-based attention (FBA)

Feature-based attention refers to the enhanced sensitivity to a feature value.

Attention is selectively deployed to visual features such as colours, orientations,

directions independently of their locations (Boynton, 2009; Maunsell & Treue, 2006).

FBA is particularly useful in visual search when for example an observer is searching

for a target that has known features.

A popular theory in visual search has been proposed by Treisman and Gelade

(A. M. Treisman & Gelade, 1980). This theory, named feature integration theory

(FIT) is widely used in modelling the visual attention mechanism. Treisman et al.
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investigated the processing mechanisms of a visual stimulus to determine whether

the properties of the stimulus are processed in parallel or not. They measured the

reaction time required to find a target visually different among a set of distractors.

They defined two types of search, the feature search, and the conjunctive search. The

first occurs when the target is distinguished from the distractors by a visual feature.

It creates a pop-out effect which only occurs if there is a single target that differs

from its surrounding while all distractors (or the rest of the scene) are homogeneous

(Wolfe, 1994). In this case the reaction (search) time is constant regardless of the

number of distractors. This search is associated with bottom-up mechanisms.

Conjunctive search occurs when the target and distractors share several visual

features. In this case, the reaction time increases with the number of distractors.

This search can be described as sequential and requires a high degree of voluntary

attention. It is associated with top-down mechanisms (A. M. Treisman & Gelade,

1980; Wolfe et al., 2010).

Another model that follows the principles of FIT is the guided search model made

by Wolfe et al. (Wolfe et al., 1989). This study showed that in a conjunctive search,

stimuli are divided into distractors and potential targets in a parallel process. In

another study, Wolfe proposes to inventory the perceptual attributes capable of

guiding the orientation of attention. A number of visual attributes such as colour,

motion, orientation, and size were found to guide attention (Wolfe & Horowitz,

2004).

The FBA is particularly useful in visual search and it has been used widely to

discover the ability to detect a target with specific features among distractors. Many

studies showed that a selection bias could be created when the target features were

the same from trial to trial. This means that the FBA affects the guidance during

visual searching (Carrasco et al., 1998; Wolfe & Horowitz, 2004). FBA is independent

of object appearance and so it is different from object-based attention (Xiao et al.,

2014).
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2.1.3 Object-based attention

The object-based view suggests that attention is directed to objects based on the

gestalt principles. Gestalt principles describe how humans combine similar elements,

recognize patterns and simplify complex images when perceiving objects. In 1984,

Duncan published a seminal work for the field of object-based attention (Duncan,

1984). He explored the limits of attention by measuring the number of objects that

could be detected simultaneously. The aim was to present a stimulus and observers

had to judge one or more features of the objects. He found that observers were

able to judge two features of the same object without any loss of accuracy while

their performance decreased when they judged two features of different objects

simultaneously.

Object-based attention affects the efficiency of visual search. Search efficiency

improves with increasing similarity among the distractors and decreasing similarity

between the distractors and the target (Wolfe & Bennett, 1997). Sohn et al. showed

that attention to a particular feature of an object enhances the processing of other

features of that object (Sohn et al., 2004) even if these other features were irrelevant

for the task (Lu & Itti, 2005).

Object-based attention has also been studied in a variety of other ways and

methods such as how it affects eye movements. Studies revealed that the processing

of the targets of saccades starts even before the eyes begin to move. Observers had an

improvement in visual discrimination tasks, starting 100ms before a saccade (Castet

et al., 2006; Montagnini & Castet, 2007). This improved performance supports an

effect of presaccadic attention.
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2.2 Saliency maps

Most vertebrates use visual attention as a way to select a part of the information

to identify and interact with their environment. This process scans the environment,

guides the eye, and helps to focus on the most salient information and ignore the

others. The goal of understanding this behaviour and also of using it for compu-

tational applications, is a priority for researchers. A considerable effort has been

devoted to understanding the mechanism of visual attention. The computation of

visual salience would allow the detection of perceptually important regions in a

scene. Koch & Ulman were the first to introduce the saliency maps and the idea of

predicting a regularity of visual fixation patterns (Koch & Ullman, 1985). A saliency

map is a 2D map that assigns a degree of perceptual importance to each pixel in

the image. The aim is to define the most salient area of a scene and to predict the

possible target for eye movements.

For each eye movement in the direction of a scene or an object, our visual at-

tention is fixated on particular regions which are distinct from their surroundings

for example a red balloon in a blue sky. These areas are dependent on the content

of the scene and independent of the observer’s behaviour. The classical saliency

models proposed in the literature are biologically inspired and based on feature

selection (Itti et al., 1998). This allows to replace the geometric attributes used for

saliency computation with perceptual attributes, and it has been showed that these

perceptual models succeed in modelling correctly the observer’s eye movement (Kim

et al., 2010).

Several complex processes are involved in visual attention, and more precisely,

visual attention that concerns the visual saliency of a region. Visual salience can be

defined as the perceptual information that allows certain objects or regions of a scene

to stand out from their surroundings and thus be easily noticeable. These elements

would attract attention, and thus the fixations of observers, more than others. As
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we have previously discussed there are two attentional processes in human vision

that influence the focus of visual attention on a particular region of the scene:

· Bottom-up processes, also called stimulus-driven, are exogenous mechanisms

that depend on the inherent properties of the visual stimulus such as contrast,

texture, and shape. The observer does not have any goal or intention to move

his eyes to these regions of the scene. The salience in this context is invariant

and depends solely on the visual attributes of the specific region.

· Top-down processes, also called goal-driven, are endogenous mechanisms

that depend on the observer’s intention and what he is looking for in the

scene. The eye movements are influenced by the task given to the observer,

the semantics of the stimulus, but also by his own experience.

Several authors showed that visual selection is predominantly bottom-up (Itti

& Koch, 2000; Nothdurft, 2002; Theeuwes, 1991, 1992, 1994) and others that goal-

driven mechanisms play a role but after attention is captured by salient elements

(Theeuwes, 1992, 1994). Studies on these attentional processes showed that bottom-

up mechanisms are faster and precede top-down mechanisms (D. Parkhurst et al.,

2002; Tatler et al., 2005; Wolfe et al., 2010).

Itti et al. have proposed an implementation of the saliency map based on the

bottom-up aspect (Itti, 2005a; Niebur et al., 2002). The bottom-up model of visual

attention considers the change in the sensitivity of the human visual system (HVS)

as a function of visual parameters like intensity, colours, and orientation. To describe

it shortly, subsampling and low-pass filtering are performed on the input image

to decompose it into 9 spatial scales. From these 9 scales, three visual features are

detected. These types of local structure, intensity, colours (Red, Green, Blue, Yellow),

and orientations (0°, 45°, 90°, 135°) are computed in parallel in feature maps. A total

of 42 feature maps are produced. 12 maps are produced for colour, 6 for intensity

and 24 for orientations. Each feature is then combined at different scales according

to the center-surround differences and normalized in a conspicuity map. Finally, the

21



Chapter

2
Visual attention and saliency maps

Figure 2.1: General architecture of a saliency map based on Itti & Koch model.

three conspicuity maps of intensity, colour, and orientation, are combined in one

saliency map. A diagram summarising the architecture of this model is shown in

Figure 2.1.

Currently, many versions of these maps are proposed in the literature. Researchers

tested different parameters to detect the set of parameters that affect more the visual

attention of an observer. Bruce and Tsotsos define bottom-up saliency based on

maximum sampling (Bruce & Tsotsos, 2005). Another interesting idea is the effort to

formally and mathematically define surprise. Itti et al. defined the sense of surprise

by computing a saliency map in a classical way for each of the features and then

using another function to highlight local variation (Itti & Baldi, 2009).

One of the most interesting model is the Graph-Based Visual Saliency (GBVS)

model. This model also uses the steps that we have described before but exploits
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the computational power, topographical structure, and parallel nature of graph

algorithms to achieve natural and efficient saliency computations (Harel et al., 2007).

The comparison of results of the GBVS model with the classical model of Itti & Koch

showed that GBVS predicts fixations on 749 variations of 108 images with a success

98% versus 84% (Harel et al., 2007; Lin & Lin, 2014). The GBVS model works by

extracting image features and linear filtering. The result is a unique feature map

for each channel, intensity, colour, and orientation. The next step is to create the

activation maps, for this, the value of each location 𝑖 corresponding to a weight that

is calculated according to all other positions. This weight depends on the distance

and the difference between 𝑖 and 𝑗 . For example, a location point somehow unusual

in its neighbourhood will correspond to high values of activation.

The next part is the normalisation process of the activation maps. If the dissimi-

larity is not concentrated on each activation map, then the resulting map may be

less informative. Even if this step sounds trivial, it is a necessary part of the method.

The classical models of saliency map had great results in many applications such as

object detection (Li & Itti, 2011; Rosin, 2009; Rutishauser et al., 2004; Seo & Milanfar,

2009), image quality assessment (Ma & Zhang, 2008; Ninassi et al., 2007) and action

detection (Seo & Milanfar, 2009). However, how accurately a saliency model can

predict human fixations is still a question (Nuthmann et al., 2017; Wahid et al., 2019).

Among many implementations for the saliency maps, we have decided to use the

GBVS model to compare with our fixation maps. We decided to use this method

as it shows remarkable consistency with human subjects and also, compared to

established models, it has better performance. But, it is noteworthy that the notion of

visual noise lacks from the existing saliency models. The ability of a human observer

to detect or persist in the presence of noise is impressive, while the accuracy of a

saliency map deteriorates with the presence of visual noise.
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Figure 2.2: Graph-Based Visual Saliency (GBVS) algorithm flowchart.

Despite the wide variety of saliency models, all of them need a clean and

distortion free input to predict the salient regions. However, when the task

is to detect visual noise, the existing saliency models failed to consider the

property of noise. This may happen because of the input of these models. If

the input is a noisy map instead of a clean image, it is possible to have better

results. In our case, as a noise map, we consider the deviation of two images

with different levels of noise. The results of this experiment are presented in

study 8.
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2.3 Image quality metrics

For evaluating image quality there are two methods, one subjective and the other

objective (Avcıbas et al., 2002). The first requires a number of observers to look at the

images and evaluate them according to their opinion. This method is expensive and

time-consuming so it is not very popular. The latter needs an automatic algorithm

to assess image quality without human evaluation.

Image quality metrics (IQ metrics) are designed to measure the degradation of

an image in order to improve the quality of the result. Measuring the quality of

an image is a complicated process. It is even more difficult to compare the results

of this process with human data as human opinion is affected by many individual

parameters. Throughout the years, a great variety of image quality measurements

based on different techniques such as pixel-difference, correlation and human visual

system (HSV) have been proposed.

Most IQ metrics calculate the difference between two images, the distorted or

noisy image and the original. The IQ metrics are categorized in full-reference,

reduced-reference, and no-reference. The full-reference requires a reference image,

reduced-reference requires a reference image that exists partially for a number of

features and could be used for comparison and finally, no-reference is a blind quality

assessment.

The most common and widely used methods are mean square error (MSE), peak

signal-to-noise ratio (PSNR), and structural similarity index measure (SSIM). The

first approach, MSE, is a mathematically convenient metric that is based on the

intensity of distortions. It is computed by the equation 2.1:

𝑀𝑆𝐸 =

1

𝑁𝑀

𝑀−1∑︁

𝑚=0

𝑁−1∑︁

𝑛=0

𝑒 (𝑚,𝑛)2 (2.1)

where, e(m,n) is the error between the pixel at position m,n of the original image
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and the distorted image. The PSNR is also a mathematical measurement based on

the pixel difference between two images. It is calculated by the following equation :

𝑃𝑆𝑁𝑅 = 10 · 𝑙𝑜𝑔
(
𝑀𝑎𝑥2

𝑀𝑆𝐸

)
(2.2)

The PSNR value approaches infinity when the MSE value is equal to zero. This

shows that a higher PSNR value indicates a lower error and so a better image quality.

Finally, SSIM is a measurement based on the structural similarity between two

images (Wang et al., 2004). A high-quality image is one that has a structural content

such as object boundaries most similar to the original image. SSIM describes any

distortion by three principal factors, luminance, contrast, and structural comparisons.

It is defined by the equation 2.3.

𝑆𝑆𝐼𝑀 (𝑓 , 𝑔) = 𝑙 (𝑓 , 𝑔)𝑐 (𝑓 , 𝑔)𝑠 (𝑓 , 𝑔) (2.3)

where,



𝑙 (𝑓 , 𝑔) = 2𝜇𝑓 𝜇𝑔+𝐶1

𝜇2
𝑓
+𝜇2𝑔+𝐶1

𝑐 (𝑓 , 𝑔) = 2𝜎𝑓 𝜎𝑔+𝐶2

𝜎2
𝑓
+𝜎2𝑔+𝐶2

𝑠 (𝑓 , 𝑔) = 2𝜎𝑓 𝑔+𝐶3

𝜎𝑓 ·𝜎𝑔+𝐶3

According to the literature, MSE and PSNR can be poor predictors of subjective

ratings as they do not take into consideration the human visual system. Studies

showed the score obtained by the IQ metrics are not always compared to the subjec-

tive evaluation of observers (Girod, 2005; Pappas et al., 1996). SSIM is considered to

be correlated with the quality perception of the human visual system.

An interesting study compared the mathematical relationship between PSNR

and SSIM (Horé & Ziou, 2010). They found that the PSNR is more sensitive to

additive Gaussian noise while the opposite is noticed for jpeg compression. Both
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measurements are equally sensitive to Gaussian blur and the values of the PSNR can

be predicted from the SSIM and vice-versa.

During our studies, the images that are used are generated in such a way

that there is not a reference image that can be considered as a noise-free

image (see 1.1). All these methods for evaluating image quality calculate the

difference between two images the noisy and the reference. This means that

these methods could not be used directly in our case but can give us an index

to compare human data with the values calculated by the algorithms.
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3 Psychophysical research

3.1 Conventional and adaptive psychophysics

Psychophysical research aims at evaluating the transformation of a physical

stimulus by the perceptual system and to explain how this transformation works for

different contexts and stimuli. This transformation function can not be measured

directly but must be estimated through the subjective responses of the participants.

The traditional methods of psychophysical experiments do this by collecting the

participants’ answers over several iterations for the same stimulus. This method

requires a large number of trials for each stimulus and so long experimental time. But

these are not the only constraints of the conventional methods. Another challenge is

when there are non-linear interactions between stimulus features, for example when

the probabilities of responses have a complex relationship to stimulus parameters.

Also, another limit of these methods is that it is necessary to perform different

experiments to estimate different features of the psychometric function. According

to the classical model of discrimination, Weber’s law, sub-threshold, and supra-

threshold are modelled separately (Georgeson & Sullivan, 1975; Guan & Banks,

2016).

Classical psychophysics often aims to measure three parameters: the detection

threshold (DT), the just-noticeable-difference (JND), and the point of subjective

equality (PSE) (Macmillan & Creelman, 2005). DT is the limitation of sensitivity of

an observer to detect correctly a stimulus. The JND shows that the usual measure of

slope is half the distance of the stimulus between the 25th and 75th percentile. The
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PSE is when the stimulus intensity is judged equal to 50% of the time. Conventional

methods are the method of constant stimuli, the method of limits, and the method

of adjustment. In a constant stimuli procedure a stimulus from a fixed set of stimuli

is presented repeatedly to the participants. The stimulus value giving a detection

response 50% of the time is considered as the threshold. For a conventional method of

constant stimuli, the number of stimuli grows exponentially according to the number

of dimensions and the number of points per dimension, leading to experiments that

need 2500 trials per subject (Guan & Banks, 2016).

In the method of limits, the stimuli are presented in either ascending or descending

order to determine the smallest detectable amount. Finally, the method of adjustment

differs from the method of limits because here the participant does not need to

respond to a stimulus but adjusts continuously the stimulus until he can or cannot

perceive it. As mentioned before, these methods are also time-consuming. It is

necessary to repeat the same exact stimulus in order to properly estimate the response

probability. Also, in the method of adjustment is not possible for a participant to

adjust the threshold in more than one or two dimensions. So, if more than two

dimensions are probed, the experiment should be separated into more sessions. The

limitations of these methods and the advantages are vastly searched and discussed

(Klein, 2001) but none of these methods are capable of evaluating stimuli with more

than two dimensions.

Adaptive procedures have been developed to address some of these challenges. The

general idea of the adaptive methods is to define a threshold with high accuracy but

in fewer trials (Leek, 2001). They attempt to estimate a threshold by systematically

varying the parameters of the stimulus and finding the model that fits best the

participant’s answers. The main adaptive methods are PEST (Taylor & Creelman,

1967) and Quest (Watson & Pelli, 1983).

PEST (Parameter Estimation by Sequential Testing) is an adaptive procedure

for rapid and efficient psychophysical experiments. It is designed to place trials
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at the most efficient location along the range of stimuli to increase measurement

precision with the minimum number of trials required to estimate a threshold. In

the beginning, it is necessary to select an initial level and step size. After each

presentation at a selected level, a statistical test is performed which estimates if it

is higher or lower than the targeted performed level. According to the outcome of

this test, the next level will be chosen, and the new level could be higher or lower.

The final threshold is the final value in the experiment, which means that it does

not take into consideration the performance of previous trials. The limitation of this

method is that it assumes that the stimulus varies along a single dimension.

On the other hand, Quest uses all the information available from the previous

trials to choose the next stimulus. Quest supports multidimensional parametric

models in the new version named Quest+ (Watson, 2017). Quest+ operates using

Bayes’ Theorem. The primary role of Quest+ is to compute the posterior probability

of each parameter value, stimuli 𝑥 , and observed responses 𝑟 . Each update of the

posterior requires to compute the likelihood of every possible response given every

possible parameters combinations and stimulus values combinations. Also, Quest+

has two useful functions. First, it can propose the most suitable next stimulus.

Quest+ computes the stimulus that minimizes the expected Shannon entropy. The

stimulus that has the minimum value can be considered as the most informative at

this moment and it should be presented to the participant. Second, Quest+ proposes

an automatic stop of testing based on the entropy. It is possible to define a stopping

criterion for the entropy so that when it is reached the testing stops. A low value of

Shannon entropy means that the highest probability of distribution is found to this

value. In Figure 3.1 a graphical illustration of the procedure is presented.

In our experiments, in both laboratory and online versions, we have used the

Quest+ method to collect our data and estimate the perceptual thresholds or the

limits of the visual central and peripheral vision to detect noise in a scene. In

2021, a new non-linear generalization of traditional psychophysics theory has been
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Initialisation:

𝑝 (𝑠 |𝑋𝑘 , 𝑅𝑘) = 𝑝 (𝑠)
𝑘∏

𝑖 = 1

𝑝 (𝑟𝑖 |𝑥𝑖, 𝑠) (3.1)

𝑝 (𝑟𝑖 |𝑥𝑖, 𝑠) =
{
𝛹 (𝑥𝑖, 𝑠) si 𝑟𝑖 = 1
1 −𝛹 (𝑥𝑖, 𝑠) si 𝑟𝑖 = 0

(3.2)

Update:

Figure 3.1: Graphical illustration of the Quest+ procedure. The vector of stimulus 𝑥 , the

parameters 𝑠 of the psychometric function𝛹 and the responses 𝑟 . In the initialisation the

probabilities of all the parameters are uniform. After 𝑘 trials, the posterior probability is

calculated by equation 3.1. After trial 𝑘 , we can compute the probability of a response 𝑟

for any stimulus 𝑥 . Also, the function that describes the entropy 𝐻 is calculated for each

stimulus 𝑥 and response 𝑟 . The value 𝑥 that minimizes the entropy is the next stimulus to be

presented.

proposed. The model proposed an open-source package, named AEPsych, that is

very recent and available for testing (Owen et al., 2021). The idea of this model is that

it does not need a parametric assumption about the interaction between intensity

and the other dimensions.

3.2 Online Behavioral Experiments

Since Internet has entered the way in which people communicate and search

information, scientific disciplines have integrated the Web as a tool for collecting

data. Social and psychological studies have started to include online experiments
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and to have access to a much wider population, even to populations that were not

possible to reach until this moment. Online experiments have become very popular

recently because of the Covid-19 pandemic that has added many restrictions to

human interactions and to research with human participants. Many researchers

have redirected or replaced their lab-based experiments with an online version of

the studies. Online research has grown exponentially in the last 20 years and so the

interest in tools and platforms that offer an easy and fast way to do this is developing

continuously.

The main three steps for conducting an online study are building, hosting, and

recruiting participants. Building concerns the programming of the experiment.

There are many options in this step to choose from programming languages to

experimental builders but here we will present only a selection of the most popular

techniques. The most widely used programming language for web development

is JavaScript. Although, there are new libraries proposed for web development in

other languages such as python. PsychoPy is the easiest way to do a transition

from a laboratory to an online study but it is limited to less complex experiments

(J. Peirce et al., 2019). It offers a transpilation for the python script to JS script and

then an easy way to publish the study on their server. There is also the option of

OpenSesame which is a graphical experiment builder that supports python scripting

(Mathôt et al., 2012). A new builder for reliable online experiments and with precise

time recording for the tasks is Gorilla (Anwyl-Irvine et al., 2020).

The next step is where to host an online study so as to be available for online

distribution. Most of the laboratories have their own server where researchers could

host and maintain their studies. But there are other options in case that this solution

does not exist. A great number of providers for building an online study, propose

hosting services. PsychoPy that we have mentioned before, offers an easy hosting

service named Pavlovia. A study can be very easily be exported by PsychoPy Builder

directly to their server and then be published directly.
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Last but not least is the recruitment of the participants. The dominant advantage

of online studies is that they give access to a wide range of participants. This means

that in a couple of hours, it is possible to collect data from hundreds of participants.

In this step, one may publish a study to the University site, social media, and mailing

lists. But for increasing the number of participants, there is the option of recruiting

platforms such as Amazon Mechanical Turk (MTurk) (Crump et al., 2013; Mason &

Suri, 2012; Paolacci et al., 2010) and Prolific (Palan & Schitter, 2018). Both of them

maintain an active pool of participants with great diversity and they offer payment

handling services. An important difference between them is that Prolific requires an

ethical reward for the participants with a minimum possible compensation per hour.

The last point to take into consideration before starting to create an online study is

to check the compatibility from one step to another.

Figure 3.2: A general example of an online study with the method of Quest+. The two sides

show the client and the server. The stimuli are presented to the participants while their

answers, and reaction time are saved to the server directly. Quest+ algorithm updates to the

server’s side and proposes the most suitable stimulus for the next trial.
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3.3 Pros and cons of online research

Internet-based studies have become very popular and so it is important to under-

stand the advantages and disadvantages of online data collection. First, psychological

research online provides access to a wide range of populations, diverse, unique and

this means a substantial reduction of necessary time to collect data (Birnbaum, 2004;

U. D. Reips, 2002b). One may consider that online studies may save money (U. D.

Reips, 2002b) but it is not always the case. For example, researchers who have access

to free participant pools or to students’ groups that participate for course credits,

do not need to spend money for collecting data. The crucial point is that results

from online studies are compared to laboratories results and they are consistent

with findings from traditional methods (Gosling et al., 2004; Weigold et al., 2013).

Second, online experiments may have higher ecological validity than laboratory

conditions (Dandurand et al., 2008). We can take as an example our own study: the

evaluation of image quality is more realistic in a real-life environment than in a

sterile laboratory.

There are also disadvantages to running an online study rather than a laboratory

study. First, there are issues with high percentages of dropouts and repeated par-

ticipation (Birnbaum, 2004; U. D. Reips, 2002b). Over the years, researchers have

proposed specific solutions for avoiding these problems (Kraut et al., 2004; U. D.

Reips, 2002a, 2002b). Some researchers showed that a bonus compensation could

motivate the participants (Biemer et al., 2018; Bosnjak & Tuten, 2003). Repeated

participation could only be reduced by tracking the Internet protocol (IP) address.

This is not accepted by the ethical committees. When the recruitment happens

via a platform the number of repeated participation decreases as the recruitment

platforms are responsible for the unique identity of their participants.

Another limitation is that participants are often less attentive or motivated (Chan-

dler et al., 2014). For example, participants might understand the instructions
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wrongly or might not remember the objective of the task. This could happen if

they participated in the study in a noisy environment with many distractors. The

proposed solution is the insertion of attention check questions (ACQs). Studies

showed that ACQs can reduce low-quality data (Aust et al., 2013; Oppenheimer

et al., 2009). For example, an ACQ tends to be an easy calculation based on the basic

arithmetic operations or a simple question of the instructions to verify if it is clear.

Pilot testing may also improve the quality of the collected data. Online studies

need to be pilot tested because participants have the instructions given in text only

while in the laboratory the instructions are often given both in text and verbally.

After this initial test, the study could be fixed if it is required and then it can be pilot

testing again for the new version or publish on the experiment server.
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4 Saccades & fixations

Eye movements are widely used to study cognitive processes during everyday tasks.

Our oculomotor system has two important functions, the eyes can move to a new

fixation point and they can remain fairly still and new information is acquired

from the environment between the movements. These two components are named

saccades and fixations.

Saccades are rapid movements that are made to bring objects of interest onto the

fovea which is a central, highly sensitive part of the retina. The fovea is a small

region, about 1° of visual angle in size, that gives the best acuity to the eyes. Acuity

decreases rapidly with eccentricity. For example, while reading, the eyes move to

bring a specific part of the retinal image of the text on the fovea. The eyes normally

generate on average 2 to 3 saccades each second (Land, 2012) and each saccade lasts

at most 40-50ms in humans (Becker, 1989).

During saccades, visual resolution decreases dramatically (Volkmann et al., 1968).

The eyes are moving so quickly during a saccade that it is not possible to acquire

any new information from a stable visual stimulus would be perceived. Moreover, a

phenomenon termed saccadic suppression actively removes the visual stimulation

from awareness during the saccade (Matin, 1974) so that we are practically blind

while our eye move. Saccades correspond to 11% of our lifetime and according to

the long-held assumption that our eyes are temporarily blind during saccades, this

means that 11% of our life we are blind. However, a very recent study revealed

that our eyes may have access to some information from the environment during

saccades (Schweitzer & Rolfs, 2021).
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Saccades are often characterized by specific parameters such as amplitude, dura-

tion, peak velocity, and saccadic reaction time (latency). Amplitude corresponds to

the size of the saccade and is often measured in degrees of visual angle; it is used to

estimate the accuracy of the movement and is often transformed in a gain which

is the ratio of the amplitude to the target distance. A gain inferior to 1 indicate

hypometric movements (too small), while a gain greater than 1 indicate hypermetric

movements (too large). The duration of the saccade is intrinsically linked to the

amplitude. It corresponds to the amount of time during which the eyes move. The

duration of saccades depends on the amplitude. For example, a 2° saccade takes

about 30ms, while a 5° saccade takes around 40 − 50ms (Abrams et al., 1989). This

relationship is named the main sequence. The duration of the saccade increases

as a function of the amplitude; for amplitudes up to 15 − 20° (Bahill et al., 1975)

and this increase is strongly non-linear for amplitudes larger than 20° (Baloh et al.,

1975). Peak velocity is the maximum velocity of the saccade measured in degrees/s.

Latency is the interval between target presentation and when the eyes start to move

in a saccade and it is on average 175 − 200ms (Becker & Jürgens, 1979). Saccade

latency is influenced by instruction (Reddi & Carpenter, 2000), the urgency to make

a decision (Montagnini & Chelazzi, 2005), environmental contingencies (Vullings &

Madelain, 2018), context (Vullings & Madelain, 2019) and prior experience (Wong

et al., 2017).

Fixations are the pauses over informative regions of interest before and after the

saccades. Since vision is mostly suppressed during a saccade (Thiele et al., 2002),

only fixations are used to acquire any new information (Matin, 1974). The retina

processes visual information during this period. During an actual fixation, the eyes

are not absolutely still. There are three main types of fixational eye movements:

microsaccades, smooth drifts, and tremors. Small involuntary saccades that occur

during fixation are called microsaccades. The slow drifts are small and tend to

prevent fading of vision. High-frequency low-amplitude tremor is present in foveate
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Table 4.1: Average fixation durations and average saccade lengths for 4 activities, silent

reading, oral reading, scene perception, and visual search

Saccade Length
Fixation Duration (ms) Degrees(°) Letters

Silent reading 225 − 250 2 7 − 9
Oral reading 275 − 325 1.5 6 − 7
Scene perception 260 − 330 4 − 5
Visual search 180 − 275 3

and nonfoveate species, but it is uncertain whether ocular tremor aids vision in

humans.

It is reasonable to think that the saccadic eye movements in different tasks are

controlled by the same mechanisms, and that the same principles regarding eye

movements should apply to all tasks. However, it is not so easy to generalize eye

movement behaviour. For example, fixation durations and saccade lengths in reading

differ from those measured in scene perception and visual search (Rayner et al., 2007).

There are many studies of eye movements to investigate cognitive processes during

different activities as reading, scene perception, face recognition, object recognition,

and visual search.

Table 4.1 shows the range of average fixation durations associated with 4 common

activities (Keith Rayner, 2009). As we can see in table 4.1 fixations are longer in

oral reading than silent reading because the eyes move faster than the reader can

enunciate a word and so an observer will stay longer on a word to follow his voice. In

scene perception, fixations are often longer than in reading. The scan path length in

scene perception and visual search is usually larger than in reading. This is explained

because more information can be obtained on each fixation while reading. Lastly,

the large range of fixations duration in visual search depends on the stimulus. For

example, we need more time to find information when a complex scene is presented

such as an apartment with many objects than a simple scene with a single object.

Also when a scene is complex, saccades are often shorter.
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In this thesis, we are interested in the eye movements during a visual search

task and more precisely during attempting to detect the visual noise of CGIs.

Eye movements are widely used to investigate cognitive processes during dif-

ferent tasks. In the next sections, we will briefly present some eye movements

studies for three principal topics, reading, scene viewing and, visual search.

4.1 Eye movements in reading

In this thesis, we did not study the task of reading. Although, we will describe

shortly the main axes of the literature on this subject because it follows a

common strategy with visual search and scene viewing. Reading remains

a vast field of scientific exploration. The task is well-defined and precisely

studied. Also, many paradigms are inspired by the research in reading and

are applied in other topics.

A very good example of a sequence of saccades and fixations to extract information

occurs when reading a book. The recording of eye movements during reading shows

that the role of saccades is to find the words that are decoded during fixations while

the retinal image of the world is located on the fovea. Readers normally move their

gaze along a line of text in a sequence of fixations separated by saccades. The average

fixation duration in reading is 225 − 250ms and the average saccade length is 7 − 9

letters for the Latin alphabetic writing system. For reading studies the usual metric

of distance is letters but in order to compare the results with other tasks we need to

transform it to degrees of visual angle as in Table 4.1.

Readers decide when and where to move their gaze independently (Rayner &

McConkie, 1976; Rayner & Pollatsek, 1981). They have an individual preferred

viewing location (PVL) which tends to be between the middle of a word and the
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beginning of that word such that their saccades tend to fall short from the world

center (Rayner, 1979). Fixation duration of a word is affected by its predictability

(Rayner, 1998). Predictability is the transitional probability between two words

(Binder et al., 1999; Rayner, 1998). Readers have prior knowledge of the semantic

relations with the previous words and they can predict the next word and decide if

it is necessary to fix it to understand the meaning of a sentence (Ashby, 2006; Folk

& Morris, 2003; Juhasz & Rayner, 2003, 2006).

Viewers can allocate attention independent of eye position and in case of reading,

readers skip words (Posner et al., 1980). Skipping words depends on the word length

and the context. Short words are more probable to be skipped than long words

(Brysbaert et al., 2012; McConkie et al., 1989; Rayner, 1998; Vergilino-Perez et al.,

2004). Words that possess semantic content and contribute to the meaning of the

sentence are fixated about 85% of the time (Gautier et al., 2000). If a word is skipped

during reading, this does not mean that it is not processed. Skipped words are

processed by the parafoveal vision which means that there is a decrease in acuity

and processing velocity (Rayner & Morrison, 1981).

Many paradigms are developed to control how much information an observer

can process during a fixation. To this end, researchers are using a gaze-contingent

moving-window paradigm: by controlling the size of the window one, controls the

information available. In the case of reading, the idea is to determine how large the

window must be for the reader to read normally or vice versa. In the classic moving-

window paradigm, the text is displayed normally inside the window, but outside

the window the letters are replaced either with other letters or X or homogenous

masking patterns (McConkie & Rayner, 1975, 1976; Rayner & Bertera, 1979). Miellet

et al. have created a modification of the classic moving-window paradigm, named

parafoveal magnification (Miellet et al., 2009). With this modification, they managed

to keep the size of the letters around the fixation location normal and increased

the size of letters in eccentric vision to compensate for the decrease of acuity. The
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results showed that central vision is necessary for reading (Fine & Rubin, 1999a,

1999b).

The studies in the field of eye movements during reading revealed three important

aspects (i) that a reader do not fixate every word to understand the meaning, (ii)

the prior knowledge of a language helps a reader choose where to look and what

to look for and finally, (iii) that readers need their most central vision for reading.

As a particular visual search task readers are looking for certain targets through

information. In the next section, some characteristics of eye movements during

scene viewing are discussed.

4.2 Eye movements in scene viewing

The distinction between scene viewing tasks and visual search task is not

always clear. Our experiments are not traditional studies of either of the two

categories. In our studies, participants had to look at a scene and then search

for visual noise to evaluate the quality of the image. It is necessary to present

the studies that have been held in both fields to understand better the choices

that we have done for our studies.

The study of scene viewing goes back to the ’30s with the pioneer contribution

of Buswell on how people look at pictures (Buswell, 1935). This study has had a

profound influence on the other seminal work in the field of eye movements and

vision, the study of Yarbus (Yarbus, 1965). Yarbus revealed that when different

observers looked at the same painting, the pattern of eye movements was similar

but not identical. Importantly, Yarbus observed that, depending on the task and the

information that people must obtain, the fixations patterns will be different. During

scene perception, fixation durations are longer compared to reading, and the average
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saccade length is usually larger (see Table 4.1). The fixation duration depends on

both the features of the scene and the purpose of the task.

Many studies had examined the importance of saliency (Foulsham & Underwood,

2008; Henderson et al., 2007) and the scene context (Henderson, 2007) during free

viewing. The salient features attract attention and guide eye movements during a

visual search (D. Parkhurst et al., 2002). Bottom-up properties of the scene define

the locations that are capable of attracting focal visual attention. As we have seen,

saliency is defined as a set of features in a scene such as contrast, colour, intensity,

brightness, etc.

Mannan et al. investigated the relationship between image features and fixation

locations. They found that edges and intensity contrast attract fixations when

viewing complex scenes (Mannan et al., 1996, 1997). Scene context also guides the

search behaviour to likely target locations. The consistency of a scene affects the

eye movements of an observer. Observers rapidly move their eyes to an emotional

(Harris et al., 2014) or unusual (Bonitz & Gordon, 2008; Underwood et al., 2008)

objects of a scene. In scene viewing tasks, observers often have prior knowledge

allowing predicting where to look for information. Scene-consistency means that for

example a car is unlikely to appear in the sky. When the target is presented on the

expected area, search time is on average 19% faster. Observers focus their fixations

in the most informative areas of the scene (Neider & Zelinsky, 2006).

As the observers explore a scene, they move their gaze several times per second

and they focus on different areas of a scene. This raises the question of the respective

limits of peripheral and central vision in scene viewing. As it is mentioned in the

previous section, the best way to control the visual field that an observer is using

during a task is by using gaze-contingent paradigms. The technique of the moving

window/mask paradigm to determine the visual sensitivity is used widely in this

field as well (Van Diepen et al., 1999; Van Diepen & Wampers, 1998). The Window

paradigm is used in various tasks such as object identification (Henderson et al.,
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1997), scene recognition (Saida & Ikeda, 1979) and scene perception task (M. L. Võ &

Henderson, 2011).

Peripheral vision influences the gist of a scene as the scene gist is acquired from

information across the entire image and not only in the foveal region (Boyce &

Pollatsek, 1992; Boyce et al., 1989). However, degrading peripheral information

during the initial fixations did not have an effect on scene exploration (Van Diepen

& Wampers, 1998). Parafoveal and peripheral vision is useful for object recognition.

The role of each part of vision depends on the task difficulty, the image size, the

contrast, and the eccentricity. In difficult tasks like detection of a change between

two scenes with only one critical object, central vision is mostly used as viewers

succeed only if their fixations are within 2° of the critical object-scene (Henderson

et al., 2003). While in easier tasks like when detecting whether a scene contains an

animal, viewers had a good performance using only peripheral vision with fixations

within 50° of the critical object (Thorpe et al., 2001).

The study of eye movement patterns during scene viewing contributes to the

understanding of how information in the visual environment is acquired. Scene

exploration attempts to analyse objects in context with respect to the structure of the

scene, semantic relationships between objects and the features of these objects. Eye

movement behaviour during scene viewing reveals useful pattern of information that

is acquired during the fixations. In the next section, we will present some important

studies on visual search.

4.3 Eye movements and visual search

The study of eye movements in visual search concerns all the tasks in which

viewers search through stimuli to find specific targets. Table 4.1 shows that fixation

durations in search tasks are highly variable. Saccade length is slightly larger than
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that in reading and shorter than that in scene perception. This variability depends

on how difficult is to detect the target, the aim of the search task, and the viewer’s

strategy (Van Zoest et al., 2004). Search for targets in visual search is closer to scene

viewing than reading. Reading is a well-specified task while scene viewing depends

on the scene. The number of fixations and fixation duration increase when the

search task is complicated or the scene is dense with many objects and distractors

(Vlaskamp & Hooge, 2006).

Theories of visual search are generally viewed as being either stimulus-driven or

goal-driven. Stimulus-driven or bottom-up selection is a fast and often compulsory

mechanism. Stimulus-driven selection happens when visual selection depends on

the stimulus properties. For example, a red object among a group of black objects

will automatically capture attention.

Goal-driven or top-down selection is a slower mechanism that takes place when

observers can select the stimuli according to a certain goal of the task. For example,

the aim of a task (Land & Lee, 1994; Yarbus, 1965) or internal models (Henderson &

Hollingworth, 1998) can affect eye movements. Goal-driven control can influence

visual search only if an object has been selected in a stimulus-driven selection. Fast

eye movements are completely stimulus-driven, while slower eye movements are

goal-driven (Van Zoest et al., 2004).

Like in the previous research fields, the moving-window/mask paradigm is often

used during the visual search to determine the perceptual spatial constrains. The

findings are close to the findings of scene viewing. The increase of the mask size

affects the increase in the search time, the number of fixations, and the duration of

the fixations (Bertera & Rayner, 2000). Also, when searching for an object in real-

world scenes, scene context may contribute to directing attention toward regions

containing potential search targets (M. L. H. Võ, 2021; M. L. H. Võ et al., 2019).

Peripheral vision seems to explore a scene while central vision seems to analyse

regions of interest with high resolution (Nuthmann, 2014). A very recent study
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Figure 4.1: Schematic of a sequence of four fixations (circles) and three saccades (lines)

between these fixations during a visual search. The principal characteristics of these fixations

and saccades are fixation duration (FD), saccade amplitude (SA), and saccade direction (SD)

for each of the current (N) fixation or saccade.

shows that the role of central vision in identifying objects in natural scenes seems

to be minor, while the role of peripheral vision in visual search may have been

underestimated (David et al., 2021).

The literature for visual search while seeing noisy stimuli is still limited. One

study investigated the perception via a gaze-contingent window and degradation

of information, for example, blur, outside this window (Loschky et al., 2005). They

found that the parafoveal degradation is not detectable by viewers as they did not

notice that the scene outside the window was blurred. Rajashekar et al. found that
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the location of fixations was not random during a presentation of a noisy scene but

depended on the features of the scene. They showed that during a visual search

task, global image features are used by viewers and that viewers were looking for a

component feature of a target rather than for the target itself (Rajashekar et al., 2002).

Viewers are influenced by many visual cues like in scene perception tasks such as

colour (Williams, 1967), size, and shape (Findlay, 1997; Murray et al., 2003) to detect

their target and program their saccades during a visual search. This study showed

how certain features of a scene can affect eye movements. In the next section, we

explore the impact of image features on eye movements and define image features.

4.4 Eye movements and image features

The interest of researchers to investigate image features is related to the high

interest in creating a computational model based on intelligent image processing.

Privitera and Stark created an image-processing algorithm that mimics eye move-

ments in detecting regions of interest. They compared their predictions with actual

human fixations and found that half of the predictions were accurate (Privitera &

Stark, 2000). Features may be specific structures in the image such as points, edges

and objects. Among all these features there are some that are related to quality.

Pedersen et al. proposed six parameters of quality attributes for the evaluation of

image quality: colour, lightness, contrast, sharpness, artefacts such as noise, and

physical parameters such as glossy surfaces (Pedersen et al., 2009).

A technique to analyse the relationship between features and fixations is to

investigate the correlation of fixations and simple image features such as contrast

and pixel intensity. It has been found that observers fixate high-contrast regions

and that the intensities of neighbouring pixels at the fixations were less correlated

than in image regions selected randomly (Reinagel & Zador, 1999).
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Scan paths in free viewing are sometimes viewed as depending on the local

contrast or salient features (Itti & Koch, 2000). Indeed, a number of studies showed

that salience models can provide a more effective account for a free viewing task than

for a search task (Underwood & Foulsham, 2006; Underwood et al., 2006). When no

specific target, objective, time, or other constraint is specified to an observer, image

features may play a predominant role in guiding attention, and eye movements,

toward a potential but general point of interest (Itti, 2005b). The most usual strategy

for evaluating the influence of visual features in eye movements has been to find

differences between visual features at the fixated locations and at selected control

locations. These studies showed robust differences between the two locations and

the greatest differences occurred for luminance contrast and edges (Mannan et al.,

1997; D. Parkhurst et al., 2002; Tatler et al., 2005; Tatler et al., 2006). Tatler examined

the link between a set of visual features (brightness, chromaticity, contrast, edges,

etc.) in scenes and the distribution of fixations while freely viewing scenes. He

found little or no correlation between these features and fixation distributions.

The studies presented above used different features such as contrast, pixel-intensity,

brightness, etc. to investigate how they affect eye movements. All these parameters

are crucial for the evaluation of image quality. Another feature of images that is

important for image quality is the noise. Some images could have a high level of

noise but observers could not perceive it. Noise could be more easily detectable to a

specific area of an image. A study which targetted the influence of image content

on the perception of noise showed that image content influenced the perception of

noise. More precisely, it was more difficult to estimate the quality of an image with

many details than with fewer details. Also, they showed that participants did not

perceive noise in the same way as image quality metrics (Juric et al., 2016).
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4.5 Context and objectives of the thesis

The goal of realistic CGI is to produce complex images that are not distinctive

from real scenes. However, the computation of realistic CGI is an expensive process.

Even with the latest technology, realistic rendering using global illumination takes

time. The lack of a reference image that can be considered as a noise-free image

leads to only one solution to stop the algorithm which is that the evaluation of the

final image quality by a human observer.

The idea of taking into consideration the properties of the HVS to improve the

existed methods of rendering is therefore quite promising for the development of the

field. Some properties of the image may not be perceived and some modifications or

improvements may be ignored. So, by taking advantage of the limits of the HVS we

can hope to optimize the rendering algorithms. More precisely, the integration of

human perceptual data could make it possible to carry out only the necessary calcu-

lations in each area of the image based on the actual visibility of the image quality.

The aim is an interactive photorealistic rendering, by distributing the calculations

according to the user’s current task, in order to ensure a quality rendering on the

focal areas, and a lower quality rendering in the peripheral areas.

The present work concerns the exploration of human perception when they

interact with CGI to provide knowledge that may be used to define an automatic

stop of the calculations when the current image has perceptually converged. The

long term objective is to automate the process of detecting the visual convergence

thresholds of stochastic lighting simulation algorithms and to rank image areas

and/or objects in the scene that should be rendered first. This process would be

more efficient than the present methods.

The experimental work presented in this thesis is divided in three parts.

In the first study, we focused on the effects of eccentricity when judging the

quality of CGI. In particular, we investigated the role of central and peripheral
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vision when assessing the quality of an image. The question was addressed in two

ways. First, a task was designed to define the individual perceptual threshold of our

observers by using the adaptive method of the Quest+ algorithm. Second, we used

a gaze-contingent paradigm to display a high-quality image through a Gaussian

transparency mask at the gaze position so that the lower quality image was visible

only in the periphery. The mask diameter was adjusted on each trial using the

Quest+ algorithm. This permitted to create fixation maps for each scene and define

the areas more often fixated.

We mentioned in the introduction the importance of online studies for psy-

chophysics. Ecological studies in the field of CGI are necessary. In the real-life,

we often look at CGI in conditions that can not be compared to the controlled condi-

tions of a laboratory. We created online studies by using the same adaptive method

of Quest+ that we have used in the laboratory condition. We present the technique

that we used to create this study by using only Python and the python framework

named Django. Then, we conducted online studies for measuring the perceptual

threshold for the same scenes used in the laboratory and we compared the results

between the two conditions. We estimated the learning effects on judging the quality

of a CGI over a short period of time. For this experiment, we used indoor and outdoor

scenes with different features. We separated the experiment into five sessions, one

session for each scene, and the same participant evaluated the quality of each scene.

We measured the perceptual threshold of each scene in both a laboratory and online

condition.

In a fourth study, we tested the effects of the scenes and the features on judging

the quality of an image. Viewers were separated in two groups. The first group

evaluated five different indoor and outdoor scenes to study the effects of the scene

and the second group participated in the same study but with four variations of the

same indoor scene. We manipulated some of the textures of the image according

to the measured probability of looking at an area in a scene without changing the
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global image structure. For both studies, we recorded eye movements and then we

constructed fixation maps to quantify the visual exploration of the scenes. These

maps were then compared to noise maps and GBVS maps computed over the visual

noise to assess whether the fixation of visible noisy parts of a scene might be

predicted. However, although the existing saliency maps predict the more salient

areas of an image, they do not take into consideration the visual noise and so the

integration of this parameter to a saliency model has many restrictions. This research

project could be viewed as a first step to better characterize the perception of visual

noise in CGIs.

51



Chapter

4
Saccades & fixations

Figure 4.2: Schematic illustration of the studies presented in this thesis.
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5 Effects of eccentricity on assessing the quality of

computer-generated images using Quest+ algorithm

5.1 Abstract

The production of a very high-quality computer-generated image (CGI), termed

photorealistic, needs lighting simulations that require significant computing power.

The CGIs algorithms induce visual noise, which varies inversely with computation

time. In this study, we investigated the effects of eccentricity on the CGI quality

perception. To find the role of peripheral vision when assessing the quality of a

CGI, we conducted a 2-task experiment using sets of images at different stages of

computation (i.e. with various noise levels) from three different CGIs. In the first

task, we quantified the 50% perceptual threshold for each participant. We used a

QUEST+ Bayesian adaptive algorithm to select the quality of the next stimulus. In the

second task, we investigated the role of peripheral vision when assessing the image

quality. Participants observed pictures composed of a high-quality image named

reference image (RI) and the image that corresponds to their threshold estimated

in the first task. We used a gaze-contingent paradigm to display the RI through a

Gaussian transparency mask at the gaze position so that the lower quality image

was visible only in the periphery. The mask diameter was adjusted on each trial

using the QUEST+. Results indicate that a mask of about 100 pixels (3.64°) impaired

the observer’s ability to report a quality difference. This study revealed that only a

small central position of the image needs to be computed in high quality, while for

more eccentric parts of the image one can use lower quality, allowing faster image

rendering.
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5.2 Introduction

Photorealistic CGI are now commonly used in printed or electronic media. For

instance, about 75% of the pictures in the IKEA catalogue are not actual photographs

taken by a camera but images rendered using 3D softwares. Realistic image com-

putation usually rely on the global illumination method (Kajiya, 1986) in which

the physical interactions of light between the objects, lights and cameras lying

within a modelled 3D scene are simulated. The formal rendering equation cannot

be analytically solved and Monte Carlo approaches are conventionally used to es-

timate the value of the pixels of the final image. Sampling is performed through

the computation of random light paths between the camera and the light sources in

the 3D scene. A ray of light is sent from the camera location through a pixel and is

randomly reflected by the surface of the first object it encounters. A large number

of light paths are created for a given pixel and, due to the law of large number and

the Monte Carlo process, the average of the samples for each pixel converges to the

solution. Importantly, the rate of convergence is inversely proportional to the NSPP

(Shirley et al., 1996).

This has important practical consequences. First, the visual aspect of the final

image directly depends on the NSPP. Second, for a given scene, the NSPP required

to obtain a realistic final image ś i.e. to achieve convergence - is unknown. One

solution is to systematically have a very large NSPP but this comes at a cost as the

computation time is directly related to the number of samples used to obtain an

image and convergence often requires several hours or even days of computation to

obtain a high-quality image. For example, the production of a single image for a film

can represent several hours of computation. This duration must be multiplied by

the number of images composing the motion picture and by the number of points

of view for 3D movies. Particularly, the rendering time of Disney’s feature film

"The New Heroes" exceeds 1 million hours of CPU (central processing unit) time
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(and a storage capacity of 5 petabytes) (Stuart, 2014). Deciding when a satisfying

visual convergence is reached for an image is therefore an important challenge

as computing too many samples unnecessarily increases production costs while

stopping computation too early strongly impacts the image perceived quality (see

Fig. 5.1).

Image quality is often considered as depending on several parameters, such as

colour, lightness, contrast, sharpness, artifacts (noise, contouring, banding) and

physical parameters (e.g. gloss) (Pedersen et al., 2009). In the case of CGIs noise is a

crucial parameter for perceived quality because Monte Carlo methods suffer from

(a) (b) (c)

(d) (e)
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(f)

Figure 5.1: Changes in visual noise depending on the NSPP. (a) The picture generated with

20 NSPP has a low quality with high visual noise, i.e. random colour values for the pixels in

different regions of the image. (b) The same scene now generated with 200 NSPP. There is a

strong reduction in visual noise but the quality is still low for some regions of the image.

(c) The same scene generated with 10000 NSPP. The visual noise is not detectable by an

observer and the details are computed precisely. The image looks like an actual photo of a

kitchen. (d-e) Examples of pictures created by combining two images with different NSPP.

(d) Picture composed of two images, the left part originating from the reference image (i.e.

largest NSPP), the right part originating from a low NSPP image. The visual noise is clearly

visible in the right part of the picture. (e) Same as (d) for a different scene. The picture is

now composed of two horizontal images, the low NSPP one in the upper part of the picture

while the bottom part originates from the reference image. (f) Time course of a trial with a

central mask (gaze contingent task). A central fixation point is presented for 700 − 1000 ms

before displaying the picture. A part of the image is again composed of the reference image

(RI) and the other part is composed by the image at perceptual threshold as estimated in

task 1. A gaussian mask displaying the RI is always presented centrally. The diameter of the

central mask is adjusted on each trial using the Quest+ algorithm. The trial ends with the

observer’s answer.
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variance in the estimated pixel values, which appears as visual noise (Zwicker et al.,

2015). Before full convergence a fraction of the pixels would have random colour

values, an effect that progressively disappear when increasing the NSPP (see Fig.

5.1). Because this Monte Carlo noise is intrinsically stochastic and arises from an

unknown random distribution function it differs from well-known noise models and

is quite challenging to characterize. Moreover, the visibility of this artefactual noise

depends on the specific image characteristics (e.g. the luminance, textures, colours).

Subsequently, the extent to which observers can detect this noise, or, conversely,

the actual improvement in CGI quality in relation to the increase in NSPP, is still

unknown. Even though it is well established that noise reduction is achieved when

increasing the number of light path samples, we lack a reliable method to define

a criterion for stopping the calculations (Buisine et al., 2021). In practice, human

observers usually subjectively decide when visual convergence is reached and image

quality is satisfactory.

Using the optimal NSPP, that is finding an automatic stop criterion, for noise-

free image rendering is a complex matter in part because it requires to take in

consideration the properties of human visual perception. Indeed, all Monte Carlo

methods result in noisy images but, from a practical point of view, what really

matters is the extent to which the noise is visible to the observer. Meeting the

challenge at hand therefore requires a better description of the psychophysics of

Monte Carlo noise in CGIs. One research strategy is to probe whether the properties

of human visual perception established for natural visual scenes extend to CGI

noise perception. In the present research we focus on the respective role of central

and peripheral vision as, so far, no characterization of the contribution of visual

information available from each part of the visual field to the perception of noise in

CGI has been provided.

Visual perception across the retina is not uniform, and there is a strong decrease

in acuity with increased retinal eccentricity (Loschky et al., 2005). In scene viewing,
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peripheral vision is effective to explore the scene and decide where to look next,

while central vision is used to analyse the regions of interest with high resolution

(Nuthmann, 2014). Peripheral visual information greatly contribute to vision, both

in scene perception (Boyce & Pollatsek, 1992) and object recognition (Thorpe et al.,

2001). Loss of central vision has a minor impact to targets identification in a 3D

environment while peripheral vision is reliably used to identify targets (David et al.,

2021). Disentangling the role of foveal versus peripheral vision has been often studied

using gaze-contingent methods such as the stimulus is absent (Saida & Ikeda, 1979),

degraded (Van Diepen &Wampers, 1998) or is selectively removed (David et al., 2021;

Miellet et al., 2010; Van Diepen et al., 1999). Here, we developed a gaze-contingent

paradigm using a hybrid stimulus inspired by the łiHybridž technique (Miellet et al.,

2011), displaying a central mask presenting a high-quality CGI over the noisy image

so that noise would be visible only in periphery. The extent of the central mask was

adjusted based on the observer’s ability to report the presence of noise, allowing us

to estimate the spatial limits on noise perception.

5.3 Methods

To investigate the role of central versus peripheral vision for noise perception

we first estimated the individual perceptual thresholds using a Quest+ algorithm.

These thresholds were then used in a second, gaze-contingent, task in which the

threshold-quality version of the image was presented peripherally while a high-

quality portion of the image was shown centrally. The diameter of this central

portion was dynamically adjusted during the course of the experiment, again using

a Quest+ algorithm.
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5.4 Stimuli

The scene stimuli (768𝑥800) were 3 coloured, realistic computer-generated images

of indoor scenes created with physically-based rendering. Physically-based tech-

niques attempt to replicate the natural process of picture acquisition by simulating

the interaction of light and matter within a 3D scene (Pharr et al., 2016).Based on a

physical model of the scene a MonteCarlo process is implemented to estimate the

value of each pixel of the image and the progressive exploration of the scene space

ensures a visual convergence of the algorithms towards the final image. At each

iteration random light paths between the camera and the light sources are computed.

An image generated at 10 000 NSPP is thus an image for which the lighting for each

pixel of the image grid has been simulated through 10 000 iterations. Along the

course of the image generation iterative process we saved the computed images

after fixed numbers of iterations in order to create a set of images of the same

scene with increasing visual quality and decreasing visual noise. For a single scene,

we therefore had a first image ś FI (which had the lowest quality), a number of

intermediate images depending on the fixed step-FS (that is the number of iteration

between two saved images) and a reference image ś RI (the final high quality image).

The NSPP for the reference image was subjectively set by a human observer who

stopped the computation when there was no detectable reduction in the visual noise.

Importantly, the final NSPP depended on the physical characteristics of the scene.

For the present experiment we chose to use three indoor scenes of rooms rather

than isolated objects to provide observers with a wide range of surfaces, materials

and areas of interest when performing the detection task. The scenes differed in

terms of colours, luminance, surface scattering, indirect light transport and ray

propagation. Because the visual quality strongly depends on the scene’s physical

characteristics, the NSPP of an image should not be directly compared to the NSPP

of another image. The first set, which rendered a bathroom, was composed of
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400 stimulus images (FI =50 NSPP, FS=50 NSPP, RI=20000 NSPP). The second set,

picturing a different bathroom scene, comprised 200 stimulus images (FI =10 NSPP,

FS=10 NSPP, RI=2000 NSPP). The third set, a kitchen, comprised 500 stimulus images

(FI=20 NSPP, FS=20 NSPP, RI=10000 NSPP). Estimating the perceptual threshold of

the quality of a CGI poses some specific difficulties. Indeed, the understanding of the

term quality is quite subjective and might cover very different properties of an image

for different observers. Similarly, the notion of visual noise is not typically used in

the day-to-day assessment of image quality and people tend to have a subjective

sense of what visual noise looks like. Moreover, it is important to recognise that

some noise is always present in physically-based rendered CGIs, even when a very

high NSPP is used. This situation made it difficult to use a simple detection task in

which participant would simply report whether some noise is present or absent or

whether the image quality is high or low because, as we found out in some pilot

versions of the present experiments, observers interpreted the instructions in very

different ways. To limit the impact of the instructions we chose to ask observers

whether the displayed picture was composed of two images, with different NSPP, or

was a single image, in a two-alternative forced choice (2AFC) task. On each trial,

the RI was randomly cut either horizontally or vertically. Images were cut from

side to side, at least 100 pixels from an edge. The missing part of each image was

then replaced by the corresponding portion taken from one of the stimulus images

(i.e. with a lower NSPP). Therefore, participants always saw a composite picture

in which a part of the picture had the highest possible NSPP (RI) and another part

of the image had a lower NSPP. at least 100 pixels from an edge. The missing part

of each image was then replaced by the corresponding portion taken from one of

the stimulus images (i.e. with a lower NSPP). Therefore, participants always saw

a composite picture in which a part of the picture had the highest possible NSPP

(RI) and another part of the image had a lower NSPP. We reasoned that reporting

seeing a single image implies that the difference in noise is below the perceptual

threshold while reporting seeing a composite image implies that the visual noise
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present in the stimulus image is above the perceptual threshold. By manipulating

the NSPP in the stimulus image across trials one should therefore be able to estimate

the individual perceptual threshold.

5.5 Participants

42 adults (mean age = 24.5 years) with normal or corrected-to-normal vision

participated in this experiment for course credit or compensation. They were naïves

with respect to the objective of the study. Each participant experienced only one of

the three scenes. The protocol of the study conformed to the Declaration of Helsinki

and was approved by the Ethical Committee of the University of Lille (Agreement

n°2019-392-S78). All participants gave informed written consent.

5.6 Task 1 : Perception threshold experiment

5.6.1 Procedure

Stimuli were displayed on a video monitor (Iiyama HM204DT, 100 Hz, 22 in.) using

the Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997) for MATLAB.

Participants were seated on an adjustable stool in a darkened quiet room, facing the

centre of the computer screen at a viewing distance of 60cm. To minimize changes

in visual distance the participant’s head movements were restrained with a chin and

forehead rest, so that the eyes in the primary gaze position were directed toward

the centre of the screen.

Participants were instructed to report whether they saw a single image, or whether

they thought the picture was composed of two images with different amount of
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noise in a 2AFC task. They reported their choice by pressing the left or right buttons

using a joystick.

Each trial began with a fixation cross displayed in the centre of the screen for

200 ms. The composite picture was then displayed until the observer pressed one

of the two buttons on the joystick. The trial was terminated at the button press.

The stimulus image used in the next trial was then chosen according to the Quest+

algorithm. Quest+ is based on Bayes’ Theorem (Watson, 2017) and allows to es-

timate the perceptual thresholds for each participant with fewer trials than other

adaptive procedures. Quest+ requires computing the posterior probability of each

parameter value being true, given vectors of trial-by-trial stimulus values and ob-

served responses. In our case, we used the logistic function defined by a threshold

(in NSPP units) and a slope. The algorithm estimates the model that best fits the

participant’s responses in the 2AFC task. This process was repeated on each trial,

until the convergence to the 50% perceptual threshold of the observer (Macmillan &

Creelman, 2005). Quest+ suggests when to stop testing based on the entropy. We

first conducted a pilot experiment (𝑁 = 3) using the method of constant stimuli to

estimate a Quest+ stopping criterion based on a realistic entropy value.

5.7 Task 2: Peripheral vision experiment

5.7.1 Procedure

The goal of the second task was to estimate the extent of peripheral vision used

to detect the presence of a noisy part in the composite images. Participants were

instructed to perform the same 2AFC as in the first task. The main difference was

that the composite image was now always composed of a portion of the reference

image and the other portion was taken from the image with the NSPP corresponding
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to the individual 50% perceptual threshold measured in the first task. We used a gaze

contingent procedure to limit the vision of the stimulus image to peripheral vision

(Fig. 5.1). To this end, a gaussian mask containing the reference image was displayed

at the gaze location. The gaussian mask had smooth edges and was not detected

by the participants. The diameter of the gaussian mask was adjusted on each trial,

using the Quest+ algorithm. To minimize eye movement measurement errors, the

participant’s head movements were restrained with a chin and forehead rest, so that

the eyes in the primary gaze position were directed toward the centre of the screen.

Viewing was binocular, but only the right eye position was recorded and digitized in

both the vertical and horizontal axes. Eye movements were measured continuously

with an infrared video-based eye tracking system (EyeLink, SR Research), sampled

at 2, 000 Hz. Data were transferred, stored, and analysed via programs written in

MATLAB running on an Ubuntu Linux computer. Online processing of the eye-

movement signal allowed to change the position of the gaussian mask within 2

frames (i.e. 20ms) following a change in the gaze position.

The second task started with a standard nine-point eye-tracker calibration. The

fixation point presented in the middle of the screen at the beginning of each trial was

used to estimate possible drifts in the gaze position measurement at the beginning of

each trial for 700 − 1000ms. If the measured distance between the gaze position and

the fixation point was larger than 30 pixels (about 1 deg of visual angle) for more

than 10 trials in a row, the nine-point calibration procedure was used to re-calibrate

the eye tracker.

5.8 Data processing

To compare the perceptual thresholds across the 3 scenes measured in the first task

we normalized the NSPP of each image sets to a fixed dynamic range (between 0 and

1). We computed the median value and the first and third quartiles of the threshold
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distributions. We used the PSNR ratio to estimate the noise level of the images. For

each observer we computed the PSNR for the three images corresponding receptively

to their 25%, 50% and 75% perceptual thresholds. These PSNR were then compared

to the one obtained for the reference image (Al-najjar & Soong, 2012; Avcıbas et al.,

2002; Corsini et al., 1996).

Fixations and saccades were extracted from the raw eye movement data collected

in the second task using the Eyelink software. We extracted the average Z-score

values of fixations durations for each image zone. These values were then plotted

back into the scene according to their coordinates. We smoothed the fixation duration

map by convoluting it with the following two-dimensional Gaussian Kernel function:

𝐾𝑒𝑟𝑛𝑒𝑙 𝑁 (𝑂, 𝜎2𝐼 )

where I is the input data matrix and 𝜎/2 = 1◦ visual angle (Caldara & Miellet,

2011; Lao et al., 2017).

For the eye-movement analysis, we measured for each trial the fixation durations,

the scan-path length (i.e. the cumulated amplitude of the saccades) and the total

number of fixations. The behavioural performance was measured by the frequencies

of the participants reports in the 2AFC task with respect to the size of the mask and

the decision time.

5.9 Results

5.9.1 Task 1 : Behavioural performance

The perceptual 50% threshold is the NSPP at which participants were at chance

when detecting whether the image was a composite one. Figure 5.2 plots the evo-

lution of the individual thresholds estimated by the Quest+ algorithm during the

course of the sessions. We estimated the threshold convergence using a backward-
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moving difference 30 trials window. On average the threshold stabilized at the

168th trial. The Quest+ stopping criterion was estimated based on the minimum

Shannon entropy [𝑆𝐶𝑠𝑐𝑒𝑛𝑒1 = 5.46; 𝑆𝐶𝑠𝑐𝑒𝑛𝑒2 = 4.59; 𝑆𝐶𝑠𝑐𝑒𝑛𝑒3 = 6.5] measured in a pilot

experiment.

(a) (b)

Figure 5.2: (a) Evolution of thresholds across trials for the 3 scenes. The NSPP was

normalized between 0 and 1. Each color is a participant. (b) Median values, 1st and

3d quartiles for calculated thresholds for the 3 scenes. The median PT for scene 1 is

𝑄2 = 0.351(𝑄1 = 0.311;𝑄3 = 0.454), for scene 2 is 𝑄2 = 0.377 (𝑄1 = 0.310;𝑄3 = 0.486) and
for scene 3 is 𝑄2 = 0.413 (𝑄1 = 0.338;𝑄3 = 0.509).

The median decision time (i.e. the temporal interval between the image onset

and the button press) was similar across the scenes : 2.38 secs. for scene 1 (𝑄1 =

1.76;𝑄3 = 3.55), 2.71 secs. for scene 2 (𝑄1 = 1.84;𝑄3 = 4.47) and 2.71 secs. for scene 3

(𝑄1 = 1.92;𝑄3 = 4.06). A Pearson’s correlation test between the individual perceptual

threshold and the individual median decision time failed to reach significance (𝑝 >

0.05) suggesting that there was no relationship between the time spent on a specific

scene and the final PT. For each stimulus we computed the difference between the

individual threshold and the NSPP as a difficulty index for each trial. We reasoned

that a smaller difference would induce a more difficult choice. We found a negative

correlation between the difficulty index of each stimulus and the decision time
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(𝑅 = −0.093, 𝑝 < 0.001). Stimuli with NSPPs larger than the individual threshold

yielded slower decision time (𝐹 (1, 41) = 46.890, 𝑝 < 0.001, 𝜂2 = 0.534).

We computed the PSNR, an image quality metric based on the pixel difference

between two images, between the RI image and all the other images of the set.

𝑃𝑆𝑁𝑅 = 10 · 𝑙𝑜𝑔
(
𝑀𝑎𝑥2

𝑀𝑆𝐸

)
(5.1)

Max : maximum possible pixel value of the image

MSE : Mean squared error

We then compared the PSNR of the images with a NSPP that corresponded to the

1st (𝑄1) and 3d (𝑄3) quartiles of the individual threshold distribution. We found that

the PSNR ranged [0.423 0.449], [0.394 0.441] and [0.429 0.458] for the first, second

and third scene, respectively.

5.9.2 Task 2

In the gaze-contingent task, we estimated the convergence of the Quest+ algorithm

from the 36th trial using a backward-moving difference 30 trials window. The final

masks diameter obtained with the Quest+ algorithm had a 3.64◦ median (𝑄1 =

1.82◦, 𝑄3 = 5.82◦).

Figure 5.3 shows the frequencies of observers reports according to the masks’

diameters. For the three scenes we found a strong correlation between the mask

diameters and the responses frequencies (𝑅 = 0.94;𝑝 < 0.001).

To further evaluate the extent of peripheral vision necessary to perform the task

we chose to compare two extreme categories of masks diameters: perifoveal masks

(< 1.09◦) versus peripheral masks (> 5.82◦). The extent of the peripheral mask was

similar to what has been previously used to prevent central vision (e.g. (David et al.,

2021)).
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Figure 5.3: Frequency of trials in which observers reported the same quality across the

image with respect to the size of the mask (expressed in degrees of visual angle) for the 3

scenes.
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Figure 5.4 shows the average fixations durations maps for each of the 3 scenes.

In order to determine the magnitude of the fixation duration for each zone of the

scene, we extracted the average of the Z-scored fixation durations across all trials.

We then decomposed the fixation map of each scene into two separate maps, with

either perifoveal or peripheral masks. Comparing the two fixation maps revealed

that the fixated areas were independent of the mask’s diameter as the euclidian

distance between the two fixation maps were lower than the null hypothesis 1%CIs

(estimated with 100000 permutation) for each of the three scenes.

(a) (b)

(c) (d) (e)

Figure 5.4: (a-b-c) Pattern of fixations for all trials for scene 1, 2 and 3. Fixations maps

were created by collapsing z-scored fixation durations across all trials and all masks’ sizes.

(d) Fixation map of scene 1st scene for the foveal (< 1.09◦) masks. (e) same as (d) for the

peripheral (> 5.82◦) masks.

Unsurprisingly, we found a strong positive correlation between the average num-

ber of fixations and the fixation durations (𝑅 = 0.975, 𝑝 < 0.001), the fixation

durations and the scan-path lengths (𝑅 = 0.872, 𝑝 < 0.001) and the average number

of fixations and the scan-path lengths (𝑅 = 0.929, 𝑝 < 0.001). Moreover, a repeated

measure ANOVA revealed interaction effects between the masks’category (i.e. foveal
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or peripheral) and the average number of fixations (𝐹 (1, 41) = 38.372, 𝑝 < 0.001, 𝜂2 =

0.483), the average fixation duration (𝐹 (1, 41) = 35.446, 𝑝 < 0.001, 𝜂2 = 0.464) and

the length of scan-path (𝐹 (1, 41) = 64.171, 𝑝 < 0.001, 𝜂2 = 0.610).

Repeated measures ANOVA conducted on the median decision time revealed a

significant main effect of the masks’ category (𝐹 (1, 41) = 37.995, 𝑝 < 0.001, 𝜂2 =

0.481). The reaction time was longer while using the peripheral vision. We found a

significant effect of behavioural responses on decision time. The analysis revealed

that observers had lower reactions when they answered that they did not detect a

difference in quality (𝐹 (1, 41) = 87.780, 𝑝 < 0.001, 𝜂2 = 0.682)

5.10 Discussion

In the present research, we used the adaptive Bayesian psychometric method

Quest+ to estimate the spatial extent of the information used by the participants

when assessing the presence of visual noise in CGIs. We first estimated the observers

individual threshold of noise perception by manipulating the NSPP in the images.

This threshold was then used to investigate the relative contribution of central

and peripheral vision when searching for the presence of visual noise. Our gaze

contingent paradigm simultaneously provides central visual information from the

reference image and peripheral visual information from lower NSPP image. Our

data show that blocking a limited part of the central vision (3.64◦) is sufficient to

greatly impair the observers ability in detecting the presence of noise.

These results are in strike to contrast with observations obtained with gaze

contingent scotoma paradigms when searching for target objects in natural scenes.

Indeed, central masks of up to 6 degrees did not impair object finding, revealing

the ability to capture the scene gist and identify objects peripherally (David et

al., 2021; Nuthmann, 2014). Moreover, studies with patients affected by central
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visual pathologies show that they may consistently use peripheral vision to perform

everyday tasks (Boucart et al., 2013; Thibaut et al., 2018; Tran et al., 2010). This

discrepancy may be attributed to the difference in the nature of the tasks at hand:

searching for visual Monte Carlo noise in a CGI must rely on central vision as the

stimulus is, by definition, at the pixel level. On the contrary, visual search of objects

may rely on object grammatical constrains and łanchornessž (Draschkow & Võ,

2017), in addition to low level visual information. These differences highlight the

necessity to specifically study the perception on Monte Carlo noise in rendered

images as it may prove impossible to simply generalize conclusions from established

results in other types of search tasks : much as looking for a simple shape among

distractors may differ from searching an object in a real-world scene (Eckstein,

2011; Wolfe et al., 2011) deciding whether a CGI image is noisy may rely on specific

strategies.

Importantly, our gaze-contingent mask also significantly affected the way ob-

servers explored the scenes. It is found that smaller windows led to longer fixations

(Loschky & McConkie, 2002). Interestingly we observed the opposite effect as in-

creasing the mask diameter, which mechanically reduces the amount of visual noise

in the image which otherwise had a fixed level of noise, resulted in increased fixa-

tion duration as well as in the number of fixations and length of scan-paths. Noise

detection performance was comparable for the three scenes and eye movements

were affected by the increase in mask diameter in a similar way. These changes in

eye movements should not be attributed to an artefactual effect due to the mere

presence of the mask as all observers reported that the mask was not visible. Instead

we postulate that it is because observers were searching for the presence of noise

that eye movements changed when the amount of visual noise decreased.

In both tasks we found a significant effect of the task difficulty on the time to

reach a decision. In the first experiment, the decision time depended on the level of

noise. Observers needed more time to answer for noise levels above their threshold
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than for noise levels below their threshold. Importantly, the individual perceptual

thresholds were not correlated with the time spent observing during the experiment,

indicating that the effect of the difficulty of the task was relative to the observers

sensitivity. In the gaze contingent experiment the difficulty depended on the mask

diameters as it was positively correlated with decision time.

Observers increased their detection at threshold from 50% at the end of the first part

of the study to 30% with the smallest mask (0.04◦, or 1 pixel) in the gaze contingent

experiment. It is noteworthy that this mask was presented to the observers in only

5 trials on average, because the Quest+ procedure does not promote extreme values.

This small number of data implies that one should consider this effect with caution.

This threshold improvement may be explained by a learning effect but also could

be attributed to well described effects of stimulus range and frequency on mean

category scales (Macmillan & Creelman, 2005). In the first part of the study, the

observers were exposed to a wide range of stimuli while in the second part we

presented only the stimulus at threshold.

As Figure 5.2 shows, we estimated a large range of perceptual thresholds across

observers, comprised between 0.1 and 0.9. We found a correlation between the

estimated perceptual threshold and the corresponding values of PSNR. We computed

that, for the lower and upper quartiles of thresholds, the corresponding PSNR values

had very small differences (0.031, 0.048 and 0.029 for the first, second and third

scenes, respectively). This indicates that half of the observers had a threshold close

to the same level of noise when considering the PSNR rather than the NSPP. The

present data demonstrate that even if observers use their central and peripheral

vision they will not be able to detect a difference above their perceptual threshold.

This could permit to stop the computation of a CGI earlier (i.e. with less NSPP), as

the quality of the image can not be perceptually improved. These results could be

used to design a new method for establishing a perceptual stopping criterion when

generating CGIs (Buisine et al., 2021).
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Based on Yarbus’s (1967) well-known study, one might expect that the pattern

of fixations should depend on the aim the task. Indeed, when exploring an image

observers make a series of saccades toward a limited number of local regions that are

informative depending on the task demands and these regions are often inspected

earlier during the course of the exploration and attract more fixations than other

parts of a scene. However, fixations are not only influenced by the aim of the task

but also by visual saliency and by global scene properties (Henderson, 2007). It

is well established that image features strongly influence human eye movements

in natural viewing tasks (D. J. Parkhurst & Niebur, 2003; Reinagel & Zador, 1999):

eye movements are attracted to image areas with high contrast and low interpixel

correlation (Rajashekar et al., 2002). In our study observers fixated the same areas

within a scene regardless of the mask’s diameter. However, when searching for

the presence of visual noise the regions of interest for each scene appear to vary

with the actual features of the scene. We noticed that the areas without a texture

were fixated more often, possibly because detecting some noise at the pixel level

in low frequency areas is easier than in areas with high visual frequencies due to

textured patterns. This has been previously reported and it is established that the

human visual system is less sensitive to errors in areas of a CGI that comprise high

visual frequencies (Bolin & Meyer, 1998; Myszkowski, 1998; Ramasubramanian et al.,

1999). In summary, we have shown that assessing the presence of Monte Carlo

visual noise in a computer-generated image strongly rely on central vision. Our

studies could have practical use to define an automatic stopping criterion for photo-

realistic rendering (Takouachet et al., 2017) and contribute to improving real-time

rendering by achieving the optimal level of photorealism at the minimum rendering

cost. Moreover, our data show that there are specific zones, with a higher level of

visible noise, depending on the features of the scene, that attract more fixations.

A realistic description of the characteristics defining these perceptually relevant

regions grounded on the properties of human vision may serve adaptive frameworks
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for image computation relying on specifically targetting noisy parts of a scene (Vorba

et al., 2019).

5.11 Supplementary experiment

One may wonder whether participants fixated the same areas of the scenes due

to the presence of the mask or because of the specific features of those areas. To

disentangle between these two possibilities we sought to study the scan-paths of

scene exploration when performing the 2AFC task without a Gaussian mask. To

this end we repeated the same study, separated into two tasks with a new group of

observers (𝑁 = 24). The first task aimed at estimating the perceptual threshold of

each observer. For the second task, we constrained the random parameters to create

the stimulus configuration : images were cropped horizontally or vertically, either

264 pixels from the left or top or 528 pixels from the right or bottom. The reference

image (RI) was cropped and the missing portion was replaced with an image from one

of three categories based on the amount of noise; high, at the perceptual threshold,

and low (figure 5.5).

Figure 5.5: Schematic of the stimuli presented in this study. The last generated image of

each set (i.e. with less visual noise) was used as the RI and compared to the other images in

the set. Each comparison image was cut randomly and the missing part was replaced with

the corresponding part of an image belonging to the following three categories: easy (25%

perceptual threshold), at perceptual threshold and hard (75% perceptual threshold).
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In the second task, we recorded eye movements and used these data to create

fixation maps by collapsing z-scored fixation duration across all study conditions.

We separated the data according to the two extreme difficulty levels of the presented

stimuli (easy, hard) and the responses given (different quality, same quality). Figure

5.6 shows the maps for the four conditions for both scenes. We noticed a strong

repetition of the fixation pattern regardless of the condition. The regions of interest

were not affected by the difficulty of the presented configuration or the ability of

participants to detect a difference in quality.

To further answer the question of what attracts their fixations the most, we

compared the fixation maps with saliency maps. We used the saliency map as an

approximation to estimate where attention might be deployed in the visual scene.

Saliency maps were created using the method of Itti et al. shown in figure 2.1. The

(a) Fixations for answer : different quality (b) Fixations for answer : different quality

(c) Fixations for answer : same quality (d) Fixations for answer : same quality
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(e) Fixations for a stimulus that corresponds
to the category of easy stimuli

(f) Fixations for a stimulus that corresponds
to the category of easy stimuli

(g) Fixations for a stimulus that corresponds
to the category of hard stimuli

(h) Fixations for a stimulus that corresponds
to the category of hard stimuli

Figure 5.6: Fixation maps for the two scenes under different conditions. a-b: maps created

only by data from trials for which participants responded that they detected a difference

in quality, c-d: maps created by data for which participants responded that they did not

detect a difference in quality, e-f: maps created by data for which stimuli came from the easy

category, i.e. 25% of threshold, g-h: maps created by data for which stimuli came from the

difficult category, i.e. 75% of threshold.
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saliency maps for both scenes were computed based on three main features, colour,

intensity and orientation. The visual noise is not considered in these maps.

Figure 5.7: Fixation maps for the two scenes with data from all the trials and the saliency

maps of these two scenes calculated by the Itti and Koch method (Itti & Koch, 2000).

Figure 5.7 shows the average fixation maps for all trials and the saliency maps

for both scenes. Comparison of the fixation and saliency maps shows that the most

frequently fixated areas are not the most salient. This is not surprising because

salience is computed on three features of a scene without taking into consideration

the visual noise. In our case, the less salient areas attracted more fixations, which
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was strongly related to the task objective. Participants focused on finding visual

noise in scenes and ignored the salient areas.

(a) Areas more often fixated for scene 1 (b) Areas less often fixated for scene 1

(c) Areas more often fixated for scene 2 (d) Areas less often fixated for scene 2

Figure 5.8: We defined the areas more often and less often fixated. We covered the informa-

tion from all over the scene and we kept only these areas visible.

The next step in our analysis was to define and isolate the more or less frequently

fixated areas for comparison between them. We considered the more frequently

fixated areas as those areas where the fixations were greater than 30% of the total

fixations. Inversely, the less frequently fixated areas were defined as the areas where

fixations were less than 30% of the total number of fixations for that scene. We then
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generated two new sets of images using only this information. We covered the entire

scene except for these areas. Figure 5.8 shows examples of these new image sets.

We compared the new image sets with the initial image by calculating the PSNR

(eq. 5.1). PSNR is used as a measure of image quality and is applied to the new

images and the initial image (figure 5.9). The results show longer fixation durations

in information-rich areas : more frequently viewed areas have higher noise levels

than less frequently viewed areas. The subjective assessment of image quality was

therefore validated by this additional analysis of the noise level in each area of a

scene using an IQ metrics. This supplementary study was useful in validating our

hypothesis that participants focus on the noisiest areas of a scene. Although we

used only two scenes for these studies, these results provide an important hint on

the perception of visual noise when different features are present.

Figure 5.9: The PSNR between each image and the reference image (RI) is lower for the

more viewed areas than for the less viewed areas in both scenes (𝑝𝑣𝑎𝑙𝑢𝑒 < 0.01). The entire

image lies between the other two images sets.
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6.1 Abstract

Online studies are increasingly popular among behavioral researchers, allowing

to collect data from larger and more diverse samples. However, it is not always

trivial to create computationally demanding experiments and ensure the quality of

the data. Here we present a method for conducting online studies and exemplify it

using the Bayesian adaptive QUEST+ algorithm. Our method is mostly implemented

in Python as only the participant’s interactions are processed in JavaScript. With

the use of the Python web framework named Django, it is possible to build solutions

that involve any Python libraries. To illustrate our method, we present a case study

and the results we collected online. The example is a simple discrimination task in

which we use the QUEST+ method to estimate a perception threshold. This method

can be adapted and used for many types of online experimental studies using Python

as the main programming language.

6.2 Introduction

Online behavioral experiments have gained popularity in the past decade (Gosling

& Mason, 2015) and the COVID-19 pandemic undoubtedly amplified this phe-

nomenon. Online experiments have intrinsic advantages over conventional lab-based

behavioral experiments. Specifically, the ease and scale of participant recruitment
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for online experiments have profound impacts on our research practices. Indeed,

it is now possible to quickly collect data with sample sizes that would be nearly

impossible to reach in lab-based settings. In the context of the łreplication crisisž

in psychology (Pashler & Wagenmakers, 2012), increasing the statistical power to

detect effects of limited magnitude is both desirable and necessary (Maxwell et al.,

2015). When exploring new questions, the ability to rapidly evaluate the feasibility

of a protocol and to quickly estimate the effects of different tasks or experimental

conditions also explains the growing use of online studies. Moreover, specific and

diverse populations become more easily accessible with online recruitment. This

is especially useful when one needs to move away from the typical population of

young undergraduate college students to conduct clinical or cross-cultural studies,

to probe the particularities of some expertise, or to collect data in hard to reach

participants. It has also been argued that research run online improves ecological

validity by permitting to study behaviour as it occurs in the real world (Gosling &

Mason, 2015). Another great benefit of online experiments concerns the possibility

to practice truly reproducible and open science as the exact same experimental

protocol may be replicated by any research group - provided the original computer

code is shared within the scientific community. There are also obvious limitations

when compared to laboratory settings such as data quality or number of dropouts

(Birnbaum, 2004; U. D. Reips, 2002b). It is however apparent that online research has

become a major tool for experimental researchers.

Moving from lab-based to online research is not always as easy as it might seem

at first glance (Grootswagers, 2020). From a practical point of view, running be-

havioral experiments online require the researcher to i) program an experiment,

ii) deploy it on a server and iii) recruit participants. Fortunately, many tools have

been recently developed to facilitate implementing the necessary components of

online experimentation (see (Sauter et al., 2020) for a recent survey) and there are

now commercial solutions integrating all the necessary steps. Importantly, the
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programming language used in the large majority of available solutions is JavaScript

(JS). JavaScript is mainly a client-oriented language in which scripts are loaded

in a web-browser application at each page refresh, allowing the user to manage

the page content in a dynamic way. On the other hand, the languages used in

the psychology laboratories to program experiments are often C++, MATLAB or

Python. This creates a situation in which implementing similar experiments online

and in the laboratory is not trivial. One possibility is to use a JS-based solution to

program online experiments while continuing to use Python or MATLAB in the

laboratory. Although this might be practical in some circumstances it would often

be helpful to have the ability to use the same language online and in the lab. Indeed,

many researchers have developed specialized libraries that would not be easy to

transpile in JavaScript. In the same vein, many codes and dedicated toolboxes have

been shared within the scientific community over the years that one may use to

ease the implementation of complex experiments in the laboratory. Moreover, it is

often the case that companies developing experimental devices used in behavioural

experiments, i.e. eye trackers, movements digitizer, EEG recording systems etc., ease

the development of computerized experiments by providing software and functions

that may easily be integrated within existing programs in Python. The ability to

use stripped down versions of these experiments online helps transitioning from

laboratory settings and considerably reduce the time and cost associated with im-

plementing similar experimental procedures online and in the laboratory. Another

benefit of using a single language online and in the laboratory is the ability to use the

exact same code, allowing one to directly compare the data and assess the quality of

the measurements across those different settings, possibly even using intra-subjects

design.

Importantly, a JavaScript program runs locally on the participant’s computer

and commercial solutions for JS online experiments such as Pavlovia or Gorilla

(Anwyl-Irvine et al., 2020) offer to host the experiments, manage the data storage
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and handle participants. On the other hand, non-JS based programs must run on a

specific server. Moving away from the JS-based solutions therefore implies that one

must setup and maintain a server, a requirement that may be intimidating at first.

Fortunately, many labs or academic institution already own and maintain servers

that may be used to host online studies, allowing full control and better flexibility at

a relatively low cost as a handful of free open source packages are now available

allowing to easily setup a server to run experiments online. However, there are no

packages readily available dedicated to host and easily deploy non JavaScript online

behavioural studies on a server.

In this paper we propose a solution consisting in a generic Python-based frame-

work that may be adapted to many online psychophysics experiments. Indeed, many

behavioural experiments share the same generic structure consisting in repeating

discrete trials in which the participant is presented with a single or several stimuli.

The participant’s task is to report whether a stimulus is present or to report which of

the stimuli present some specific characteristics. Typically, what varies across exper-

iments is the computation occurring between trials to set the parameters defining

what will happen in the next trial. For instance stimuli might be chosen indepen-

dently from the outcome of previous trials, either randomly, or from a list, within a

pre-defined set. In adaptive procedures the parameters of the next trials depend on

what has been presented in previous trials and the answers that have been collected.

It may also be the case that a visual stimulus needs to be redrawn before each trial

depending on the experiment’s progress. In other procedures, stimuli parameters

might depend on the responses of other participants. From a programming point

of view it appears that once the main architecture of a trial is set, i.e. presenting

a stimulus and collecting a response, what matters is the specialized computation

carried between trials in order to choose the next trial parameters or to construct

the next stimulus.

Here we provide a set of functions that may be used to deploy any trial-based
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procedure online using the Python Django web framework. An obvious advantage

is that any Python package may easily be integrated for advanced computations

between trials allowing a wide range of online experiments. Importantly, the Python

code used in the laboratory to define the trials parameters might be used to deploy

online experiments as well. In addition, our set of functions manages the necessary

identification of the participant, the proper data management on the server side, and

the communication with the local computer. Interacting with the participant is done

locally using a set of JavaScript functions. To exemplify our Python framework we

tested an online implementation of the psychophysical Quest+ procedure (Watson,

2017; Watson & Pelli, 1983).

6.3 Technical challenges

In this section we detail the technical choices for implementing Python experi-

ments online.

6.3.1 Python

Python is an easy and general-purpose programming language that became widely

used over the years. Python has many advantages over other languages that justify

its popularity. Python is a free, open-source, platform independent, interpreted

language with a simple syntax that is easy to learn and use in the scientific context

(Bassi, 2007). According to PYPL (PopularitY of Programming Language), an index

that measures how often language tutorials are searched on Google, Python is the

first language (30.6%). The popularity of Python is such that there is now quite

a rich support available for advanced programming as well as many introductory

tutorials available. Because Python is widely used in many academic, industry data
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science and engineering communities, a great variety of dedicated scientific and

data handling libraries have been developed over time such as NumPy (Oliphant,

2006) and SciPy (Oliphant et al., 2007). For behavioural experiments, specialized

open-source applications have been developed to ease the programming of classical

procedures and provide useful Python functions such as OpenSesame (Mathôt et al.,

2012), Experyment (Krause & Lindemann, 2014) and Psychopy (Brooks, 2019; J. W.

Peirce, 2007). Among them Psychopy is a popular library for conducting behavioural

experiments (Brooks, 2019; J. W. Peirce, 2007). It provides a useful set of stimuli,

methods, and advanced procedures. It is noteworthy that it also allows researchers to

create simple python-based experiments using a dedicated builder and automatically

transpile them in JavaScript to be hosted on commercial servers such as Pavlovia.

However, due to important differences between Python and JavaScript, the automatic

transpilation is not fully functional yet, in particular for computationally demanding

programs. Recently a python package to program adaptive design optimization

experimental procedures, termed ADOpy, has been introduced (Yang et al., 2021).

ADOpy is an open-source package which simplifies the implementation of demand-

ing psychophysical model-based procedures. It relies on Bayesian optimization to

maximize the information obtained on the next experimental trial. The ability to use

these specialized tools when programming experiments in the laboratory explains

why Python is now widely used to conduct experiments in the laboratory.

Using Python for online experiments has also some important advantages over

a pure JavaScript program. Because JS runs entirely on the participants computer

a forced refresh of the page or of the browser’s internal storage systems can lead

to a loss of client information and therefore of the state of the experiment. It is of

course difficult to foresee all the possible actions on the client side in order to ensure

seamless data collection over a large sample. Moreover, a JavaScript code can be

easily modified as it is downloaded by the client, rendering it vulnerable to mali-

cious manipulations of data. Furthermore, developing complex and mathematically
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demanding experimental procedure in JavaScript requires non-trivial technical skills.

This might explain why there are many open-source programs to develop complex

adaptive procedures such as Quest+ (Watson, 2017; Watson & Pelli, 1983) or other

adaptive procedures (Yang et al., 2021) available for Python but not for JavaScript

yet. The solution we propose is based on Python and limits the use of JavaScript to

the local interaction with the user.

6.3.2 Django

To deploy Python-based online experiments one needs a web framework that

enables the easy development of secure websites using Python. We chose a well

established high-level Python web framework named Django which includes code

from the Python standard library (Django Software Foundation, 2013). Django is a

stable and well documented method and many private companies such as Instagram,

Pinterest, Mozilla, etc. have been using it for many years. It is open-source Licensed

and includes a copy of the Python license for compliance with Python’s term. Django

is free and open source. Importantly, Django offers an administration interface

which may be used to create secure access pages to store the participants data.

Another important point is that our proposed code offers a Docker (Anderson, 2015)

integration of the Django application. Docker is a free and open-source software

using virtualization that has the advantage of simplifying the server installation.

A server hosting the application using Docker provides an easy online access, and

a set of tools readily available to ease the development and maintenance of web

applications. Docker also allows the user to partition the libraries useful for a specific

application, without conflict versions, and to run in the background while allowing

distant interactions.

87



Chapter

6
A general Python based framework for online behavioral experiments

6.3.3 Developed web platform

The web application we propose is essentially a generic online experiment integra-

tion module in which the majority of the code is in Python. To ease the development

of online experiments, we wanted to propose a modular approach where only some

part of the code needs to be adapted when developing a new experiment. Figure

6.1 describes the exchange of data involved when running an online study with our

solution. The Django server manages the interactions with the client. A unique

identifier is used to keep track of the client identity during the experiment. The

Django server simply sends the trial parameters to the client. On the client side,

a JavaScript code process the keystrokes once the stimulus has been loaded and

displayed, allowing to collect both the participant’s response and response time (i.e.

the time elapsed between the stimulus onset and the keystroke). On the server side,

using Python allows the researcher to integrate any pre-existing Python package

and source code easily. Importantly, the whole code of the study is stored on the

Django server, allowing both persistence and regular backup of the experiment so

that no information regarding the client’s state may be lost in case of a communica-

tion problem. The proposed set of functions is freely available online on Github :

https://github.com/prise-3d/WebExperiment-QuestPlus

The example application incorporates the Quest+ method to adjust the stim-

uli parameters throughout the experiment. The use of Quest+ is provided here

as an example for a better understanding of the tool and to allow other users to

modify the relevant parts as necessary to implement experiments according to

their own needs. A detailed documentation describing the functions usage and

the data transactions between JavaScript and Django is available as well. The

Quest+ adaptive procedure is often used in the laboratory using Python implemen-

tations. However, only one implementation of Quest+ for online studies exists in JS

(https://github.com/kurokida/jsQUEST). Here we used Quest+ to better describe the
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Figure 6.1: Overview of the experiment protocol using the Django framework as a server.

The figure describes the implementation of a Quest+ procedure to exemplify the flow of

data during an experiment. The Django server initializes the experiment and the Quest+

instance associated with the specific participant. The server then send the content of the

web page to the client computer. The JavaScript code loads and display the stimulus within

the participant’s web-browser. The participant will then have to respond to the stimulus

once by a keystroke. Once a keypress is detected the response and the response time are sent

to the server. The server saves the incoming data and updates and stores the Quest+ instance

to the server’s file system. The participant is then presented with new web page content

that depend on the updated Quest+ instance. The experiment ends once a stopping criterion

is reached, either from the Q+ procedure or after a user defined number of iterations. In

addition, a unique identifier generated by the server is stored in the client’s browser. This

identifier links the server and the client which enable to store the data in relation to this

unique identifier. Importantly, the experiment may be stopped and restarted using this

unique identifier. On the Django server, the administrator can access the collected data.

tool and to allow other users to modify the relevant parts as necessary to implement

any Python based experimental procedures according to their own needs. This study
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was tested across several browsers (Google Chrome, Firefox, Safari) and operating

systems (Microsoft Windows, Apple macOS, Linux).

6.4 Case study: online deployment ofQuest+

To probe our solution and exemplify the usage of our program we implemented

an online study using the Quest+ procedure. Many Python implementations of the

Quest+ method developed are freely available. In this paper we adapted and used

an implementation available here : https://github.com/mmagnuski/questplus. This

implementation was tested and compared to laboratory results of the same study

in Matlab. We found a significant similarity between the two conditions (Myrodia

et al., 2021).

6.4.1 Quest+

Quest+ is a generalization of Quest, an adaptive psychometric method that pro-

vides an estimate of several parameters of a psychophysical model. Quest+ adjusts

the parameters of a psychometric function relying on Bayes’ Theorem to find the

model that best fits the observer’s responses (Watson, 2017; Watson & Pelli, 1983).

One of the benefit of the Quest procedure is that it provides a set of individual param-

eters with fewer trials than other conventional methods such as the constant stimuli

method or staircase methods. In principle, it accommodates arbitrary numbers of

stimulus dimensions, psychometric function parameters, and trial outcomes. It is

therefore suited for a great variety of experiments. The primary role of Quest+ is to

estimate the posterior probability of each parameter value, given vectors of trial-by-

trial stimulus (𝑥 ) and observed responses (𝑟 ). We briefly describe this method using

the logistic psychometric functions (𝛹) with two parameters, 𝑠 = (𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, 𝑆𝑙𝑜𝑝𝑒),
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as an example. The stimulus values 𝑥 that minimizes the computed Shannon entropy

(𝐻 ) defines the stimulus that will be presented on the next trial (see table 6.1). Quest+

may therefore also be set to advise the experimenter on when to stop the experiment,

with a stopping criterion based on the Shannon entropy. This iterative procedure is

repeated until the algorithm converges toward a value that is considered as stopping

criterion. The experimenter may also set a maximum number of trials to terminate

the experimental session before the stopping criterion is reached. Once the stopping

criterion is reached, or the maximal number of trial occurred, Quest+ provides the

values of the model parameters that fit best the experimental data. During an exper-

iment, in order to motivate the participant and increase the speed of convergence,

the experimenter may, from time to time, decide to randomly pick a stimulus among

the weaker cases instead of choosing the stimulus that minimizes the entropy for

the next trial.

6.4.2 Quest+ in a 2 alternative forced choice online experiment

We ran a simple discrimination task to estimate the perceptual threshold for

differences in computer generated image quality using the Quest+ procedure. The

experimental procedure received approval from the Ethical Committee in behavioral

sciences of the University of Lille (Agreement n°2019-392-S78) and conformed to the

standards set by the Declaration of Helsinki. Realistic image computation simulates

the physical interactions of light between the objects, lights and cameras lying

within a modelled 3D scene, a process known as global illumination (Kajiya, 1986).

Numerous light paths are build per pixel and the mean of the samples for each pixel

converges depending on the NSPP (Shirley et al., 1996). Importantly, the perceived

image quality increases when the NSPP increases as some visual noise is perceivable

if the NSPP is too low. In the present experiment we generated a set of images with

a family of NSPP. Each stimulus presented during the experiment was either the
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Table 6.1: Description of Quest+ adaptive psychometric method

Method illustration Description

Initialization This method considers that the ini-
tial prior probabilities of each parameter has a non-
zero uniform value if no prior data is available.

Trial k :

Posterior probability For a trial 𝑘 the posterior
probabilities of the parameters is the product of the
prior probabilities and the likelihood of the collected
data.

𝑝 (𝑠 |𝑋𝑘 , 𝑅𝑘) = 𝑃 (𝑠)
𝑘∏

𝑖 = 1

𝑝 (𝑟𝑖 |𝑥𝑖, 𝑠)

𝑝 (𝑟𝑖 |𝑥𝑖, 𝑠) =
{
𝛹 (𝑥𝑖, 𝑠) si 𝑟𝑖 = 1
1 −𝛹 (𝑥𝑖, 𝑠) si 𝑟𝑖 = 0

On each trial, the posterior probabilities is a combi-
nation of the prior probabilities and the likelihood of
every possible combination between all stimuli and
both alternatives.

Entropy Thus, after 𝑘 trials, the entropy from the
response 𝑟 at stimulus 𝑥 can be computed using the
following equation

𝐻 (𝑥, 𝑟 ) = −∑(𝑃 (𝑠 |𝑋𝑘 , 𝑅𝑘 , 𝑥, 𝑟 )·
log(𝑃 (𝑠 |𝑋𝑘 , 𝑅𝑘 , 𝑥, 𝑟 )))

The stimulus that minimizes the entropy will be pre-
sented to the next trial 𝑥𝑘+1. This procedure is re-
peated until the entropy reaches a stopping criterion.
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image computed with the highest NSPP (the reference image, RI) or a composite

picture in which a random part of the picture had the highest NSPP and another

part of the image had a lower NSPP (the stimulus image, SI). A participant was

asked to report whether he thinks the quality is the same across the whole picture

or whether he notices a difference in quality in a 2AFC task. By experimentally

manipulating the NSPP of the stimulus image one may estimate the individual

psychometric function describing the relation between number of samples per pixels

and the image perception. A Python implementation of the Quest+ method (Watson,

2017; Watson & Pelli, 1983) was used to choose the NSPP of the stimulus image for

the next trial. To this end, the threshold and slope of a logistic function minimizing

the entropy were computed after each trial.

Figure 6.2 displays the timeline of the experiment. The study starts with a set of

written instructions. We also ask for the participant’s consent. Then we implemented

six training trials in which a feedback, a black line displayed to reveal where the

two images would meet if there were a difference in quality, signalled the expected

answer. Participants are asked to look at the image for as long as they want before

pressing either the left or right arrow key to report whether they perceive a difference

in image quality or not. No feedback was given for the remaining experimental

trials. We chose a stopping criterion, i.e. a minimal value of entropy, based on other

similar pilot experiments. For this particular experiment the minimum number of

trials was set to 200 and the maximum to 250. As it is often recommended (Sauter

et al., 2020) we added a checkbox for attention control during the experiment. At the

end of the task, participants are asked to report the setting under which the study

was performed (in the dark or not, etc.). We also had an instructional manipulation

check (IMC) for estimating how well the participant understood the instructions

(Oppenheimer et al., 2009). These additional steps were included because online

participants may be more distracted along the course of the session than when

physically present in the laboratory (Chandler et al., 2014) (Jun et al., 2017).
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Figure 6.2: Timeline of the experiment. Participants first see a series of instructions. Then

they experienced six training trials in which a feedback signals whether the answer was

correct or not. In the experimental trials no feedback was delivered and the quality difference

between the reference image (RI) and the stimulus image (SI) was adjusted by the Quest+

algorithm.

6.4.3 Results

After each trial we recorded the threshold and slope computed by Quest+, the

entropy, the participant’s response and the decision time. The decision time was

recorded on the client’s side and then sent and saved on the server’s side. Figure

6.3 (a) plots the evolution of the perceptual threshold normalized by the maximum

NSPP with respect to the trial number. We estimated a convergence of the threshold

after the 100th trial and the threshold remained stable for the remaining trials. This

indicates that the Quest+ predicted threshold converged toward the actual perceptual

threshold within the first 100 trials. Figure 6.3 (b) shows the corresponding evolution

of the entropy. As can be seen, the entropy steadily decreased until the stopping

criterion was reached at the 55th trial. Because we imposed a minimum number of

trials the experiment continued until the 200th trials. The entropy decrease reflects
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the minimization of the disorder of the model across trials and the convergence

to the final values for the two parameters of our psychometric function. The final

value for each of these parameters, the threshold and slope of the logistic function,

were computed by Quest+. We used these values to plot the sigmoid function (figure

6.3 (d)). Figure 6.3 (c), shows the decision time distribution. The median decision

time was 2138 ms (median absolute deviation = 877 ms) for this participant.

(a) Evolution of thresholds (normalized) across
the experimental trials.

(b) Evolution of entropy across the experimental
trials.

(c) Decision time distribution (ms). (d) Probability of reporting seeing a uniform im-
age as a function of the normalized NSPP. Ac-
tual data (dots) superimposed to the psychometric
function with the threshold and slope estimated
by Quest+ (solid line).

Figure 6.3: Summary of data collected in a single participant.

The observed pattern of change of the threshold and the diminution of entropy
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is consistent with previously observed effects. Indeed, we have conducted similar

studies in the laboratory and compared the results to online data across conditions

(Myrodia et al., 2021). We found a significant similarity in the online and laboratory

data.

6.4.4 Server / Client exchanges during the experiment

Figure 6.4 shows the HTTP exchanges between the server and the client during

the experimental procedure. When a participant first clicks on our study’s link, the

internet browser sends a request to the Django server to open a new session. A

unique identification (ID) number is then generated that will be saved on the client’s

side before the beginning of the study. The client identifier is stored locally at the

level of the browser’s local cache to be retained even after the browser or computer

has been closed. At the beginning of the study, a Quest+ object is created and saved

on the server’s side and associated with the user’s ID. This object is necessary for

the whole study as it includes all the information used to update the algorithm along

the course of the experimental session. During a trial the stimulus is displayed until

the participant press a key. The choice and decision time are sent and saved on

the server. The stimulus parameter and response are used to update the Quest+

object and choose the stimulus that will be presented next based on the computed

entropy. This procedure is repeated until the algorithm convergences or until a

specific number of trials is reached. The decision time is extracted and recorded on

the client’s side as the accuracy and precision of JavaScript in measuring reaction

time has been proved reliable (de Leeuw & Motz, 2016; Semmelmann & Weigelt,

2017).
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Figure 6.4: Description of the main server / client communications during the experimental

procedure.

6.5 Conclusion

In the present article we have presented a general method to design and conduct

online behavioral studies using programs developed in Python. We illustrated

our solution with an online perceptual threshold measurement experiment using

the Quest+ adaptive method. In our framework, most of the computation is done

with Python using the Django web framework. The use of JavaScript is limited to

display the stimuli and handle the participant interactions within the local browser.

Although our solution might be more demanding at first than other pure JavaScript

framework already available, it is a suitable option for many researchers willing to

implement computationally demanding experimental procedures online. The main

benefit is that it is possible to use any Python libraries or pre-existing functions as

the Django server handles a version of Python identical to the one typically used on

a local computer. Beyond obvious practical advantages, this opens new possibilities

for behavioural online studies, expanding the range of procedures one may use
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while allowing faster implementation and a greater similarity between lab-based

and online methods.
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7 Comparison of threshold measurements in labora-

tory and online studies using a Quest+ algorithm

7.1 Abstract

Online experiments have become popular and it is useful to test how data collected

online compare to data measured in the laboratory. Here we compared perceptual

thresholds of the perceived quality of CGI in a large-sample (𝑁 = 174) measured

online, and a smaller-sample (𝑁 = 71) obtained in a laboratory-controlled study.

Stimuli were three sets of CGIs picturing different scenes of the interior of an apart-

ment. We found no significant difference between the two conditions (𝑝 = 0.511).

We conducted a second study with repeated measurements in laboratory and online

condition. The objective of this study was to define a pattern of thresholds and

generalize the findings of a previous study across different scenes with various

features. Observers participated in an experiment separated in 5 sessions with 5

indoor and outdoor scenes. We measured perceptual thresholds of the perceived

quality of CGI in an online experiment (𝑁 = 60), and in a laboratory-controlled

study (𝑁 = 11). For the online condition, the Kruskal-Wallis test showed signifi-

cantly different thresholds between the five scenes (𝑝 < 0.05). The same significant

difference was observed in the laboratory condition (𝑝 < 0.05).
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7.2 Introduction

Many applications such as video games, films, architecture or design heavily

rely on realistic computer-generated images (CGI). The main method to compute

these images, the physically-based rendering (PBR), was developed by simulating

the interactions of light with the textures and materials present in a scene (Pharr

et al., 2016). To this end a Monte-Carlo approach based on the global illumination

method (Kajiya, 1986) in which stochastic paths of luminance are generated from

the camera’s point of view toward the 3D scene has been proposed. Importantly,

the quality of a CGI strongly depends on the number of paths or samples per pixel

(NSPP) because the Monte-Carlo methods induce some visual noise that is inversely

correlated to the NSPP : if the NSPP is too low, the algorithm did not converge and

some random luminance colour values are attributed to a fraction of the pixels of

the image. The appearance of this noise is illustrated Figure 7.1 which shows images

at different stages of computation. There are currently no mathematical solution to

predict the actual NSPP required to achieve convergence in a given image. This has

important practical consequences as stopping the computation too early reduces

the computing time but results in low quality images, while stopping the generation

too late unnecessarily increase production costs.

Our research focuses on the perception of visual noise when evaluating CGI

quality in an attempt to better describe the conditions under which the Monte-

Carlo noise appears to be visible to human observers. Importantly, CGIs are used

in everyday life and we are interested in exploring the perception of Monte-Carlo

noise in ecological settings. We reasoned that conducting online experiments may

therefore provide us with a more realistic description of the phenomenon at hand

than conventional laboratory settings. Indeed, Monte-Carlo noise perception may

be susceptible to the influence of many parameters that are typically neutralized in
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laboratory studies such as the nature and configuration of the display, the viewing

distance or the effects of ambient light during measurement.

Internet-based testing has several advantages including they are quick, less expen-

sive, a researcher can collect data from a large sample or a representative population

(Woods et al., 2015) and online studies have become very popular in the last decades

(Gosling & Mason, 2015). There are many examples of successful online studies

based on crowdsourcing such for visual search (de Leeuw & Motz, 2016) or reaction

time (Sasaki et al., 2017). However, only a limited number of studies have been

carried on on sensory perception yet, e.g. on size perception (Brady & Alvarez,

2011) or colour perception (Ware et al., 2019). Until now, there were some questions

regarding the quality data collected online. The findings demonstrate that data

from online studies can be equivalent from laboratory data (Germine et al., 2012;

Gosling et al., 2004). The literature provides evidence that short and simple tasks

can be run reliably online, for instance in a problem-solving task (Dandurand et al.,

2008). Psychophysical measurements are demanding as it is necessary to implement

rigorous control during the whole study. Findings from online behavioural studies

are rarely compared to laboratory findings where the condition are controlled but

some examples exist: Sasaki and Yamada conducted a contrast threshold study in

both conditions and found a significant equivalence in the contrasts between the

results of the laboratory and online repetition conditions, even though the thresholds

were significantly higher in the online non-repetition condition compared to the

laboratory one (Sasaki & Yamada, 2019).

Here we examined the suitability of online experiments on Monte Carlo noise

perception task and we first directly compared the estimated thresholds of visual

noise perception in an online condition to data collected in the laboratory. We used

different scenes with various features to explore the perception of participants in a

large variety of scenes. The aim of the second study was to explore the intra-subject

effects of the scene on thresholds’ estimation in both conditions (online, laboratory).

101



Chapter

7

Comparison of threshold measurements in laboratory and online

studies using a Quest+ algorithm

Figure 7.1: Example of a scene at different stages of computation. The visual noise decreases

as the computing time increases.

The study was separated into 5 sessions with 5 different scenes presented in a random

order.

7.3 Method

This study focused on measuring the visual perceptual threshold of noise in

computer-generated images, measured in NSPP, for different scenes. We estimated

these perceptual threshold online as well as in laboratory experiments.

7.3.1 Apparatus

In the laboratory condition, stimuli were displayed using Psychophysics Toolbox

extensions (Brainard, 1997; Pelli, 1997) for Matlab R2015 on a video monitor (Iiyama

HM204DT, 100 Hz, 22 in.). The stimuli (768x800 pixels) were presented on a screen at

a 768 × 1024 resolution. The observer’s visual field was fixed using a chin-and-head

rest at a viewing distance of 60 cm from the display. Participants were seated on an

adjustable stool in a darkened and quiet room.

In the online condition, the experiment was conducted on python by using Django

(Django Software Foundation, 2013), a python web framework. We used Django to
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create an online study exclusively in python. The viewing distance and the lightness

was not controlled and varied across the participants.

7.3.2 Stimuli

The scene stimuli (768x800) were 5 coloured, realistic computer-generated, indoor

and outdoor scenes that were created using physically based rendering with various

geometries, materials and lighting effects. Our image database consisted of images

from 5 different scenes with a different per-pixel sampling for each scene. The

generation of each scene was stopped when the visual noise was not perceived by a

human observer. For each scene we obtained a set of images during the rendering

process by saving the images at different stages of computation. For scene 1 we

recorded a set of 400 images, ranging from 50 samples to 20 000 samples (i.e. with

a 50-samples increase). Scene 2 ranges from 10 samples to 2 000 samples with a

10-samples increase (200 images). Finally, scenes 3, 4 and 5 range from 20 samples

to 10 000 samples with a 20-samples increase (500 images). The images with the

highest NSPP (i.e. the final image of a set) were considered as RI.

In both of the following studies, each RI was randomly cut either horizontally or

vertically and the missing part of each image was replaced by the corresponding

part of an image with lower NSPP (i.e. with more Monte-Carlo noise) to create a

composite image. The location and NSPP of the noisier image was manipulated

across trials. Images always were cut from side to side. To avoid large inequalities

between the size of the two parts, the cut location was constrain to leave at least

100 pixels from an edge.
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7.3.3 Procedure

Figure 7.2 (a) shows the timeline of the procedure in the laboratory condition.

After the instructions and the examples, the participants initiated each trial by a

fixation point in the centre of the screen for 200ms. The fixation point disappeared

the instant the reconstructed configuration of a scene appeared. The scene remained

on the display until the observers answered by using a joystick. Participants were

asked to report by choosing łLeftž or łRightž whether they see a single image with

the same quality everywhere, or whether they think it is composed of two images

with different qualities in a 2-Alternative Forced Choice (2AFC) task. Following the

answer, the quality of the presented reconstructed scene is then adjusted according

to the Quest+ algorithm (Watson, 2017).

Quest+ is based on the notion of entropy may help deciding when to stop testing.

Prior to the actual experiments, we conducted pilot testing (n=3) to find the stopping

criterion of the algorithm Quest+ by using the method of constant stimuli in the

laboratory. We also defined the initialisation of thresholds and slopes with possible

values. The Quest+ algorithm estimates the whole psychometric function but we

decided to use the 50% perceptual threshold as the stimulus judged as łsame qualityž

50% of the time, i.e. the PSE or point of subjective equality (Macmillan & Creelman,

2005). In case that QUEST+ did not converge or converge too fast, we forced a

minimum number of possible trials (100) and a maximum number of possible trials

(600).

In the online condition, the procedures were identical to that of the laboratory

conditions except for a couple of adjustments that we have conducted to ensure the

data quality. The participants accessed the experiment either by the mailing list of

the university or by the page of crowdsourcing. As it is presented in figure 7.2 (b), we

first gave the instructions of the task. We then presented the participants with some

examples from the easiest case to the more difficult. The participants could spend as
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much time as they needed on each example and when they answered, we provided

a feedback indicating the correct answer. If the example was a configuration of two

images with different qualities, we presented a bold, black line indicating the limit

between the two images. The last step before the beginning of the task was the

consent form. After completing the experiment, we provided a 14-digit number or in

the case of Prolific, they were redirected automatically to the validation page. With

both of these methods, we could verify that the participant completed the task. In

the online condition, we decided to reduce by 50% the size of each dataset. We did

this by multiplying by two the step of each scene, so as to reduce the necessary time

for the convergence of the algorithm Quest+ without a quality loss. For the stopping

criterion, we used the entropy. In this case, we calculated the entropy’s difference

across the 10 last trials, if this difference was inferior to a limit, we considered that

the algorithm converged. The minimum possible number of trials was 200 and the

maximum 250. The average duration of the study was 20 minutes. The time limit (87

minutes) was calculated by Prolific and it depends on the estimation of the average

duration for this study.

Another issue for online study is to deal with the boredom and attention liability

in the participants (Chandler et al., 2014). To avoid low-quality data we added a

checkbox for attention control during the experiment and at the end of the task, we

asked some attention questions and questions regarding the task.

7.4 Study 1

7.4.1 Participants

For the laboratory study we had 71 Participants. (M age = 23, 82% women)

with normal or corrected-to-normal vision who participated for course credit or
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(a) (b)

(c) (d) (e)

Figure 7.2: (a) Timeline of the experiment in the laboratory condition. For enhanced

visibility, we presented the stimulus with the maximal difference in quality between the two

subparts in this figure. (b) Timeline of the procedure in the online condition. Before the

beginning of the task, we showed some examples to the participants to explain the task. For

these examples, we used the same scene as in the main study and provided feedback to the

participant with a bold black line in the position of the cut (if there was one). Examples of

pictures that were created by combining two images with different qualities. (c) the picture

is composed of two images with quite different qualities, the upper part originating from

the reference image (i.e. with a large NSPP), the bottom part originating from a low NSPP

image (50 NSPP). The visual noise is visible on the bottom part of the picture. (d) in the same

scene, note that the picture is now composed of two vertical images, the noisy one being in

the right part of the picture while the left part originates from the reference image. In this

example, the noisy part consists of an image with 550 NSPP. (e) This image has the same

quality everywhere, i.e. is the reference image (RI).

compensation. Among these participants, 33 were recruited specifically for this task

and the remaining 36 participants took part in another study as well (these data are

both reported here). Two participants were considered as outliers and there data

were not analysed. For the online version, we recruited 174 participants (M age =

28.1, 55% women). Thirty four participants were considered as outliers and there

data were not analysed. In this first study, we used 3 coloured, indoor scene images.
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Each participant performed a single session with only one of the scenes. They were

not aware of the objective of this study. The protocol of the study was approved by

the Ethical Committee of the University of Lille (Agreement n°2019-392-S78). All

participants gave informed written consent before the laboratory study. To obtain

consent in the online version we gave analytical instructions before the beginning of

the study, and asked participants to take part in the experiments only if they agreed

to the instructions. We clarified that they do not have to participate in this study

or may choose to leave the study at any time. We recruited our participants either

from the University of Lille for course credit or from an active pool of potential

participants named Prolific. Prolific provides a recruitment service and payment

handling services anonymous and secured (Palan & Schitter, 2018). We also had

the opportunity to make our study available only for participants with normal or

corrected-to-normal vision.

7.5 Study 2

7.5.1 Participants

Participants were 11 for the laboratory study (M age = 20, 63% women) with

normal or corrected-to-normal vision participated in this task for compensation.

For the online version, we recruited 60 participants and we had 11 outliers (M age

= 25.3, 34.7% women). We used the 5 coloured, indoor and outdoor scenes. Each

participant saw all 5 scenes in separate sessions, in random order. They were not

aware of the objective of this study. The study aimed at investigating the variability

within-subjects across the five sessions of this study. We also aimed at estimating

the perception thresholds of Monte Carlo with a variety of scenes with different

features to generalize the results of the first study. The method that we used was the
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same as in the first study except that measurements were repeated for each scene in

5 different sessions.

The protocol of the study was approved by the Ethical Committee of the Univer-

sity of Lille (Agreement n°2019-392-S78). All participants gave informed written

consent before every session in the laboratory condition. For the online condition,

participants had access to a new scene 24h after they had finished the previous scene.

We gave analytical instructions before the beginning of the study and informed our

participants that a bonus payment for their commitment was planned at the end of

the 5 sessions.

We specified that it was possible to leave the study at any time. We recruited our

participants only from the active pool of Prolific. Our study was available only for

participants with normal or corrected-to-normal vision.

7.6 Data processing

Data analysis was performed in Matlab for the laboratory condition and in Python

for the online condition. The first step was to detect and exclude the outliers for

both conditions. As outliers, we considered participants who completed the study

exceptionally fast (3 standard deviations below the mean) or exceptionally slow.

For the online condition, we added crucial questions at the end of the experiment.

Participant who failed 2 or more of these questions were excluded for further analysis.

Finally, to remove participants that answered independently from the displayed

stimuli, we used the maximum threshold calculated in the laboratory as an inclusion

criterion. We considered this value as the upper limit of a possible threshold. All

participants with a perceptual threshold higher than this value after the first 50

trials were considered as outliers. For the first study the maximum threshold in the

laboratory was 0.94 and for the second study was 0.93.
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Perceptual threshold data were recorded during the experiment and used to

define the final threshold for each scene. Data must be normalized in some way

because the scenes had a different NSPP during their generation. Each scene was

normalized according to the NSPP of the reference image. The normalization allows

us to compare the relative thresholds across different scenes and between the two

conditions.

Performance was quantified by the stability of threshold evolution and entropy

convergence. As our purpose was to examine whether the perceptual thresholds

were significantly different for the two conditions, we conducted a permutation test

and a Mann-Whitney equivalence test between the 2 conditions.

The median decision time for the online condition was not a precise variable to

compare between the two conditions because of the variable connection delays to

the server. We measured the velocity of convergence by estimating the convergence

trial based on the time course of the threshold. For the second study, we did a

pairwise comparison for all the measurements. We compared the thresholds and

the convergence trial between the different scenes and sessions. We tested the

correlation of thresholds among the five scenes and sessions. We conducted a

pairwise comparison for the variable of the decision time only in the laboratory.

7.7 Results

7.7.1 Study 1

In the laboratory condition two participants were excluded because their decision

time were exceptionally slow (Mean reaction time = 3.07 ± 1.72 and outliers mean

reaction time = 9.83s) so that data from 69 observers were analysed. In the online

experiment 34 participants were excluded, 17 because their threshold exceeded the
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maximum threshold calculated in the laboratory (0.94 NSPP), 9 participants were

excluded because they failed at least two attention check questions (ACQs) and 8

participants failed in both criteria. Data from 135 observers were analysed.

We measured the perceptual threshold of the participants for one of the three

different scenes using the Quest+ method. The estimated thresholds in the laboratory

and online experiments are shown Figure 7.3. First, we compared the results be-

tween the two conditions using a permutation test. Non-significance difference was

assessed with permutation test, in which the data were shuffled for 1 000 iterations

(𝑝 = 0.511).

To test for the similarities across conditions we used the Mann-Whitney equiva-

lence test (Wellek, 2010). The corresponding tolerances of the 𝜀′𝑣 are 𝜀
′
1 = 𝜀

′
2 = 0.1 and

the significance level 𝛼 = 0.05. The Mann-Whitney test yields the Mann-Whitney

statistic𝑊 + = 0.5, the estimated standard deviation 𝜎 [𝑊 +] = 0.04 and the critical

bound 𝐶𝑀𝑊 (0.05, 0.1, 0.1) = 0.79. Mann-Whitney test for equivalence leads to the

rejection of the null hypothesis of non-equivalence, revealing that the equivalence

between the thresholds in the laboratory and online conditions was significant.

To further analyse the observers perception, we plot in Figure 7.4 the evolution of

the thresholds and entropy as estimated by the Quest+ algorithm for both conditions

and 3 scenes. In both conditions there is a large between subjects variability in

their final thresholds but not in the values of entropy. The entropy systematically

converged to the limit that we had set or close to this limit. We noticed that the

entropy continued to decrease until the end of the experiment in the cases in which

the minimum number of trials was not reached. This might be explained by a change

in strategy of answering during the experiment. The stopping criterion is calculated

based on the minimum Shannon entropy. For laboratory conditions, we performed

pilot tests prior to the actual experiments to define the entropy convergence limit

[𝑆𝐶𝑠𝑐𝑒𝑛𝑒1 = 5.46; 𝑆𝐶𝑠𝑐𝑒𝑛𝑒2 = 4.59; 𝑆𝐶𝑠𝑐𝑒𝑛𝑒3 = 6.50]. For the online condition, we
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(a) (b)

Figure 7.3: Results of the calculated thresholds (a) in the laboratory and (b) online experi-

ments for 3 scenes. The NSPP was normalized between 0 and 1.

calculated the entropy’s difference of the 10 last trials, if this difference was less

than 0.05 we considered that the algorithm is converged.

The evolution of perceptual threshold for the 3 scenes revealed that the Quest+

algorithm estimated the threshold rapidly and that the threshold remained mostly

stable until the end of the experiment. Stability is measured by finding the conver-

gence trial of the thresholds’ evolution. We calculated the mean evolution velocity

of each subject. We considered as the limit of stability the mean plus 2 times the

velocity standard deviation. For each scene and each participant, we compared the

evolution’s velocity with the stability limit. When the limit was reached, we noted

the trial as the convergence trial.

Figure 7.5 plots the convergence trials for both conditions. A permutation test

first assessed the non-significance difference of convergence trials between the

online and the laboratory conditions. The convergence trials were shuffled for 1

000 iterations (𝑝 > 0.05). Then a Mann-Whitney equivalence test was conducted

did not reveal a significant equivalence with values𝑊 + = 0.73, 𝜎 [𝑊 +] = 0.03,

𝐶𝑀𝑊 (0.04, 0.1, 0.1) = 1.26. To probe whether this result was due to the different

sizes of the image set. As we explained before, in the online condition, we divided
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Laboratory condition

Threshold

(a) (b) (c)

Entropy

(d) (e) (f)

Online condition

Threshold

(g) (h) (i)

Entropy

(j) (k) (l)

Figure 7.4: For the laboratory condition : (a-c) Evolution of the threshold for the 3 scenes

along the course of the sessions. The NSPP was normalized between 0 and 1. Each colour

is a participant. (d-f) Corresponding entropy. The entropy decreases until it reaches the

convergence limit. For the online condition : (g-i) Evolution of the threshold for the 3

scenes along the course of the sessions. The sizes of the image sets were divided by 2.

(j-l): Corresponding entropy. In this condition, the limit of convergence was calculated by

considering the difference across 10 consecutive trials.
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by two the size of the image sets to decrease the duration of the study. For the

first scene, we had 200 images, for the second scene we had 100 images and for

the third scene, we had 250 images. With the same parameters used in each actual

conditions we simulated data from 120 participants per condition. We found that

the velocity of convergence is independent of the size of the image set, as for the

simulated laboratory participants we found that the convergence trial was 75 and

for the online was 72.

(a) (b)

Figure 7.5: Convergence’s trials for the 3 scenes and for both conditions. In the online study

the median convergence trial is earlier than in the laboratory.

7.7.2 Study 2

The objective of the second study was to define a pattern of thresholds and

generalize the findings of the first study across different scenes. For this study, we

collected data from 11 observers in the laboratory condition and 49 in the online

version of the study. The exclusion criteria were the same as in study 1. We excluded

11 participants from the online study, 2 because they failed ACQs, 8 had thresholds

exceeding the upper limit of threshold calculated in the laboratory (0.93 NSPP) and
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1 answered exceptionally slow during scene 3 (Mean reaction time = 4.60 ± 2.17 and

outlier mean reaction time = 19.31s).

This study is separated into 5 sessions : in each session, a different scene was

presented to the participant. Each subject participated in all 5 sessions and the order

that the scenes were presented to each participant was randomized. Figure 7.6 plots

the calculated thresholds for the 5 scenes in the laboratory and online conditions.

To define a pattern of thresholds we used a multiple comparison test.

For the online condition, a Kruskal-Wallis test revealed a significant difference

(𝑝 < 0.01) between the calculated thresholds of the 5 scenes. A pair-wise multiple

comparison test with Tukey’s procedure showed that the mean ranks of thresholds

for scenes 1, 2 and 3 are significantly higher compared to scene 4 (𝑝1−4 = 0.006, 𝑝2−4 =

0.003, 𝑝3−4 < 0.01). Thresholds for scene 3 were significantly higher compared with

scene 5 (𝑝3−5 = 0.004). For the laboratory condition, the Kruskal-Wallis test showed

a significant difference between the scenes (𝑝 < 0.01). The multiple comparison tests

showed that the mean ranks of scenes 1, 2 and 3 are significantly higher compared

with scene 4 (𝑝1−4 = 0.002, 𝑝2−4 = 0.002, 𝑝3−4 < 0.01).

(a) (b)

Figure 7.6: Results of estimated thresholds by Quest+ in the laboratory and online experi-

ments for 5 scenes. In both conditions, each participant saw all 5 scenes.

We then compared the thresholds obtained in the 5 sessions. We supposed that
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there could be a learning effect between the first and the last session. However,

for both conditions (online or laboratory), we did not find a significant difference

between the calculated thresholds of the 5 sessions (𝑝𝑜𝑛𝑙𝑖𝑛𝑒 = 0.250, 𝑝𝑙𝑎𝑏 = 0.272).

(a) (b)

Figure 7.7: Results of the convergence trials in both conditions for 5 scenes.

For the convergence trial, we did not find a significant difference between the 5

scenes in the online condition (𝑝𝑜𝑛𝑙𝑖𝑛𝑒 = 0.214). However, for the laboratory condition,

the Kruskal-Wallis test showed a significant difference (𝑝𝑙𝑎𝑏 = 0.012). The multiple

comparisons showed the convergence trials of scenes 1 and 3 are significantly higher

than this of scene 4 (𝑝1−4 = 0.036, 𝑝3−4 = 0.016). For the 5 sessions, in the laboratory

and the online study we did not find a significant difference for the convergence trial

( 𝑝𝑙𝑎𝑏 = 0.119, 𝑝𝑜𝑛𝑙𝑖𝑛𝑒 = 0.090). For the laboratory condition, we tested the effects of

the scenes on decision times. The Kruskal-Wallis test did not show any significant

difference either for the 5 scenes or for the 5 sessions (𝑝𝑠𝑐𝑒𝑛𝑒𝑠 = 0.946, 𝑝𝑠𝑒𝑠𝑠𝑖𝑜𝑛𝑠 = 0.696).

We investigated the effect of the scene on the threshold measurement. Figure 7 shows

the intra-subject variability of thresholds’ estimation during the five sessions and the

five scenes of this study. Tables 7.1 and 7.2 present the Pearson correlations matrix

for the five scenes and sessions in online conditions. For the online condition, the

correlations were significant except for scenes 4-1 and 4-3. For the laboratory data,

we report the correlation, but due to the small number of participants the statistical
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Figure 7.8: Raw data of thresholds from the five sessions and for the five scenes in both

conditions. Each colour is a new participant and the line indicates the intra-subject variability.

power is low. We will just mention that we found a significant correlation between

the scenes 2-3 (𝑅 = 0.81, 𝑝 < 0.05) and between the sessions 2-3 (𝑅 = 0.79, 𝑝 < 0.05).

7.8 Discussion

This research examined the perceptual threshold of visual noise in CGI with two

implementations of the same task, one online and one in laboratory conditions. The

aim of measuring perceptual threshold outside a controlled laboratory condition was

to investigate noise perception under more ecologically realistic conditions. Online

settings necessarily means that various monitors, environments and contexts may

contribute to the actual psychophysical results. The objective of our first study was
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Table 7.1: Correlation matrix for 5 scenes on online condition

Table 7.2: Correlation matrix for 5 sessions on online condition
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to compare the measurements between the two conditions while the second study

aimed at generalising the estimates of perceptual thresholds across different scenes

with varying features. Before discussing some specific aspects of our data we will

present some of the potential pitfalls associated with online studies.

Online research gives easy access to large participants pools via recruitment

platforms in a short time (Gosling & Mason, 2015). As in the laboratory studies, it is

necessary to develop some controls because quality assurance measures contribute to

data quality (U. D. Reips, 2012; U.-D. Reips, 2000). There are several ways to improve

data quality. For instance we have implemented ACQs during both online studies. An

instructional manipulation check (IMC) is also mandatory for detecting participants

who do not read carefully all the instructions (Oppenheimer et al., 2009), which

might affect the final results. Also, the questions at the end of the study allowed

us to probe the conditions under which the participants have completed the task.

We excluded participants who self-reported low-quality answers or inappropriate

conditions. We had also added a checkbox during the study to help participants to

maintain their motivation while performing the task. In a multi-part online study is

easier and more common for a participant to lose motivation. Our second study was

more demanding as it was separated into 5 sessions so we offered a bonus payment

when all 5 sessions were completed. Overall, we excluded 19.5% of the data from the

first study and 18.3% from the second multi-part study.

The results of the first study showed equivalence in the measured thresholds

online and in the laboratory, confirming that the data collected online robustly

estimated the participants perceptual thresholds. The convergence trial was not

significantly different between the two conditions, but participants in the online

study seemed to converge faster than in the laboratory study and stayed stable

until the end of the experiment. One may suppose that the online version of this

study is easier and that participants were more consistent in detecting or ignoring

a given amount of noise. This may happen because of the actual context under
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which participants carried the experiments the study. The presence of ambient

light, the distance from the screen and the screen brightness may influence the

level of difficulty and it is possible that the increased inter-trials variations of these

parameters may facilitate the overall noise discrimination.

The second study was a generalization of the first study using more varied indoor

and outdoor scenes with different features. We noticed that the perceptual threshold

of scene 4 was significantly lower than the thresholds of scenes 1, 2 and 3, indicating

that the same general behavioural pattern may be observed in laboratory and online

studies. The effect of the scenes on thresholds estimation was confirmed by the

correlation analyses. For the online condition, we found a medium size correlation

that is not uniform. However, it shows the tendency that a participant with a

high threshold in one scene will have a high threshold in the other scenes. This

relationship was not validated only for scenes 1-4 and 3-4, again pointing to a

specificity of scene 4 in which the dark colours and the textures might constrain the

visibility of the visual noise.

We confirmed that the level of difficulty depended on the scene and not on the

order of the sessions as we did not find any significant difference when we tested

the effects of the order. Moreover, the correlation between the thresholds of the five

sessions did not show a regular correlation and we did not find a learning effect

across the sessions.

The variable of decision time in the laboratory condition did not show any sig-

nificant difference either for the 5 scenes or 5 sessions. It is noteworthy that the

decision time was not considered for the online study as recorded the reaction time

of each answer on the server’s side. Even if the accuracy and precision of JavaScript

in measuring reaction time is reliable, we could not benefit from this precision as we

can not ignore the variability in the internet connections (de Leeuw & Motz, 2016;

Semmelmann & Weigelt, 2017).

Results indicated that, given basic quality assurance measurements, we can collect
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reliable data from an online study, much as in a laboratory study. Moreover, we

showed that the perceptual threshold for visual noise in CGI is strongly dependant

on the features of the scene. This means that it is difficult to generalize the results

from one scene to other scenes. Further work could explore more this effect by

generating new scenes with different features to understand what are the properties

in terms of luminance or textures that affects noise visibility. On the long term,

these results could be used to implement an automatic stopping criterion for the

generation of CGI.
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8.1 Abstract

Rendering of computer generated images provides photorealistic images by simu-

lating the light diffusion in a modelled 3D scene using Monte-Carlo estimation. This

global illumination method is known to produce highly perceptible artefacts, i.e.

visual noise if the number of samples per pixel is too low. A major issue is to decide

when the computation can be stopped so that observers can not perceive the visual

noise, but the characterization and measurement of this noise visible during the

image rendering remain scientifically challenging. In this paper, we asked human

observers to judge whether some noise was visible in the image and recorded their

eye movements during the detection task to produce fixation maps. These maps

were then compared to GBVS maps (Graph-Based Visual Saliency) to assess whether

visible noisy parts of a scene might be predicted. We show that a GBVS map of a

noise map obtained by differentiating two images with different noise levels might

help to estimate the observers’ fixation maps. Using these results, we propose an

architecture that allows progressive rendering based on an approximation of human

noise perception.
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8.2 Introduction

Realistic image computation mimics the natural process of acquiring pictures by

simulating the physical interactions of light between all the objects, lights and cam-

eras lying within a modelled 3D scene. This process is known as global illumination

and was formalised by Kajiya (Kajiya, 1986) with the rendering equation.

𝐿𝑜 (𝑥,𝜔𝑜) = 𝐿𝑒 (𝑥, 𝜔𝑜) +
∫

𝛺

𝐿𝑖 (𝑥, 𝜔𝑖) · 𝑓𝑟 (𝑥, 𝜔𝑖 → 𝜔𝑜) · cos𝜃𝑖𝑑𝜔𝑖 (8.1)

where:

· 𝐿𝑜 (𝑥, 𝜔𝑜) is the luminance travelling from point 𝑥 in direction 𝜔𝑜 ;

· 𝐿𝑒 (𝑥, 𝜔𝑜) is point 𝑥 emitted luminance (it is null if point x does not lie on a

light source surface);

· the integral represents the set of luminance 𝐿𝑖 incident in 𝑥 from the hemi-

sphere of the directions 𝛺 and reflected in the direction 𝜔𝑜 (two of these

directions are shown in figure 1 as 𝜔𝑖1 and 𝜔𝑖2). The reflected luminance

are weighted by the materials reflecting properties (bidirectional reflectance

function 𝑓𝑟 (𝑥, 𝜔𝑖 → 𝜔𝑜)) and the cosinus of the incident angle.

This equation cannot be analytically solved and Monte Carlo approaches are gener-

ally used to estimate the value of the pixels of the final image.

This equation is classically solved through Monte Carlo methods where sampling

is performed through the build of random light paths between the camera and the

light sources lying in the 3D scene: a ray is sent from the camera location through

a pixel and is randomly reflected by the surface of the first object it encounters.

The process is recursively performed until a light is reached or a Russian roulette

process decides to stop the path. Numerous light paths are build per pixel and

according to the law of large number and the Monte Carlo approach, the mean of the

samples for each pixel converges to the solution following a 1√
𝑁
rate where 𝑁 is the
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number of samples per pixel (NSPP) (Shirley et al., 1996). Unfortunately, convergence

often requires several hours (even days) of computation before a fully converged

image is available, due to both the complexity of paths computation and the high

number of samples that are required. Furthermore, a visual noise is perceivable if

the generation of the image is stopped too early and the NSPP is too low (see figure

8.1), considerably affecting the perception of the image. Instead of increasing the

number of samples per pixels it would therefore be economical to automatically stop

the computation once the visual noise becomes undetectable by a human observer.

(a) 1 sample per pixel (b) 10 samples per pixel (c) 100 samples per pixel

Figure 8.1: Effect of the number of light path estimation on visual noise.

In this article we propose a first step toward establishing a systematic method

for optimized image computation by comparing where human observers look when

searching visual noise in a CGI to a predicted visible noise map.

8.3 Previous works

Saliency maps were first introduced by Koch and Ullman (Koch & Ullman, 1985)

as an attempt to account for the regularities of visual fixation patterns. Aspects of

attentional control induced by the visual environment, i.e., bottom-up attention,

are easier to grasp than those influenced by internal states as they mostly depend

on the properties of the visual system. They proposed that the various visual
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features contributing to attention allocation within an image (i.e. colour, orientation,

movement etc.) may be combined into a single topographically oriented map, termed

a saliency map, which integrates the normalized information from the individual

feature maps into one global measure of conspicuity. Importantly, saliency maps

usually attempt to reproduce key properties of human vision incorporating the

specifics and limits of the human visual system.

A fairly large number of salience models currently exist, and Kümmerer et al.

(Kümmerer et al., 2018) offered a saliency maps benchmark available online (Küm-

merer et al., n.d.). The proposed saliency models have been designed for so-called

natural images but saliency maps have also been applied to synthetic images as well.

Hector Yee first used saliency maps to select the quality in global illumination render

for animation (Y. Yee et al., 2002; Yee et al., 2001). In 2006, Longhust (Longhurst et al.,

2006) used GPU acceleration to compute real time saliency maps within a rendering

system. Koulieris in 2014 proposed using a selective attention model named Level

Of Detail (LOD) (Koulieris et al., 2014). Although the results appear promising, one

challenge for applying saliency models to image rendering is that they generally

account for estimating salient regions in an actual image, but they do not detect the

Monte-Carlo artefactual noise generated during rendering. We propose to use noise

maps obtained during rendering rather than the whole generated image itself when

applying saliency maps to predict regions with perceptible visual noise. To this

end we will use an extension of the Itti et al. influential model (Itti et al., 1998), the

GBVS (Harel et al., 2007), which predicts human fixations with higher accuracy than

the standard algorithms. These predicted regions will then be compared to regions

that have been fixated by human observers to further probe whether saliency maps

might account for noise perception.
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8.4 Methods

We had 22 human observers performing a 2AFC task in which they had to decide

whether they saw a single image with the same quality across the whole image,

or whether they thought the picture was composed of two images with different

qualities. The participants were separated in two groups. In the first group, we used

one scene from the previous study 8.2 (a). We detected the areas more often (wall)

or less often (floor) fixated and we varied either the texture of the wall 8.2 (b), or

the texture of the floor 8.2 (c), or both 8.2 (d), to probe whether these changes in

texture might affect where human observers gather visual information about the

presence of visual noise within the image. The purpose of manipulating the texture

is to attempt to control the location of the visible noise in the image. Indeed textures

tend to visually hide the noise generated, known as the masking effect. In the second

group, we presented 5 indoor and outdoor scene images 8.3. Each participant saw

all 5 scenes in random order and during 5 different sessions. The five scenes were

produced with different features (textures and colours).

For both experiments, in an actual trial, participants always saw a composite

picture in which a random part of the picture had the highest NSPP and another part

of the image had a lower NSPP. The NSPP of the lower quality image was individu-

ally set at 50% correct detection following a first experiment designed to estimate

the individual psychometric detection functions (see figure 8.2). All experimental

procedures received approval from the Ethical Committee in behavioural sciences of

the University of Lille Agreement n°2019-392-S78) and conformed to the standards

set by the Declaration of Helsinki. All participants gave written informed consent.

Participants were seated on an adjustable stool in a darkened quiet room, facing the

center of the computer screen at a viewing distance of 60 cm. Head movements were

restricted using a chin and forehead rest, so that the eyes in the primary gaze position

were directed toward the centre of the screen. The experiment was separated in 2
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(a) Initial image (b) Wall transformation

(c) Floor transformation (d) Wall & floor transformation

Figure 8.2: Same bathroom scene with some texture differences in order to change the

location of the generated noise.
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(a) Scene 1 (b) Scene 2 (c) Scene 3

(d) Scene 4 (e) Scene 5

Figure 8.3: Five different inside and outside scenes
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tasks. The goal of the first task was to estimate the individual perceptual threshold

for the visual noise. To assess the perception of the image quality, we asked observers

whether they saw a single image with the same quality across the whole image,

or whether they thought the picture was composed of two images with different

qualities in a 2AFC task. Participants always saw a composite picture in which a

part of the picture had the highest possible NSPP and another part of the image had

lower NSPP. The participants reported their choice by pressing the left or right key

of a joystick. This adaptive process was repeated until the NSPP reached a value

corresponding to the 50% perceptual threshold of the observer.

In the second task, the goal was to define fixation locations when searching for

visual noise. Participants were instructed to perform the same 2AFC task but now the

NSPP of the comparison image was set according the the measured 50% perceptual

threshold. Eye movements were measured continuously with an infrared video-

based eye-tracking system (EyeLink, SR Research), sampled at 2, 000 Hz. Viewing

was binocular, but only the right eye position was recorded and digitized in both

the vertical and horizontal axes. Eye movements were recorded while observers

performed the 2AFC task so as to construct fixation maps quantifying the exploration

of the scenes. These fixations maps may therefore be viewed as probability maps

for extracting visual information regarding the presence of visual noise within each

scene. In an actual experiment, each observer performed 288 trials for each scene.

8.5 Results

Fixation locations and durations were averaged across participants for each image,

Z-transformed and smoothed with a two-dimensional Gaussian Kernel function:

𝐾𝑒𝑟𝑛𝑒𝑙 ∼ N(𝑂, 𝜎2𝐼 ), where I is the input data matrix and 𝜎/2 = 1◦ visual angle

(Caldara & Miellet, 2011; Lao et al., 2017).
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Saliency maps were generated using GBVS (Harel et al., 2007). The GBVS algorithm

extracts image feature vectors for each channel, forming an activation map using

the feature vectors and then normalizing the activation map.

For each image we produced the saliency maps of the visual noise (i.e. noise

saliency maps or NSM). We extracted a noise map by calculating the deviation

between the first and the last image generated during the rendering process. With

this method, we removed all the structure-related features of the image and kept

only the visual noise in the different regions of the image. The noise map was

then compared to the fixation map. Finally, we compared the fixation maps to the

GBVS map computed over the first image of the dataset. To quantify the differences

between the fixation maps and the noise maps or saliency maps we used the classic

method of normalized root mean square error (nRMSE).

Figure 8.4 plots the resulting maps and the comparison scores between the fixation

map and the 3maps obtained fromnoise analysis andGBVS. The comparison between

the fixation map and the NSM revealed a systematically lower error score than for

the noise map or when the saliency map was computed over the whole image. In

our task, participants had to search for visual noise and the saliency maps over the

noise map capture part of the regions that were actually fixated. Importantly, the

NSM also reveal regions where some visual noise is present that has not been fixated

by the human observers. This indicate that the participants accurately looked at

regions of the scene where the visual noise is easily detectable but ignored regions

where some noise is present.

Figure 8.5 shows the fixation maps of human data, the 3 other maps and the

comparison scores. The comparison between the fixation map and the NSM revealed

a lower error score than for the noise map or when the saliency map was computed

over the whole image in all scenes apart from Scene 3. We suppose that for this

scene the saliency attracts more fixations than the noise because the saliency map
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Figure 8.4: The four images used in the experiment (group 1). From left to right, a sample

picture with fixations, the fixation map in grayscale, the noise map, the saliency map formed

when using GBVS on the noise map (NSM) and the GBVS map computed over the image.
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Figure 8.5: The five images used in the experiment (group2). From left to right, a sample

picture with fixations, the fixation map in grayscale, the noise map, the saliency map formed

when using GBVS on the noise map (NSM) and the GBVS map computed over the image.
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which was computed over the whole image had a lower score than the other two

maps.

8.6 Discussion

We have shown that applying the GBVS map model on the Monte Carlo noise

estimated by the difference between two images allows us to better estimate the

fixation maps obtained from human observers with a score of 88.8%. Also, we found

that not all the noisy parts of a scene are fixated equally. We noticed that the noise

depends on the textures and the colours of the scene but more tests are needed

to define how each feature influences the perceived noise. As the fixation maps

extracted during the experiment indicate where the noise is visible, we propose to

implement an automatic stopping criterion adapted to human vision using these

saliency models. The figure 9.1 illustrates how such a NSM could be implemented to

attenuate human perceptible noise when rendering an image. It relies on an iterative

process allowing to decide whether some noise is still visible within the image at

any point during the rendering process. The proposed architecture relies on the

comparison of the last two NSM, obtained from the last two computed difference

images. A nRMSE score specifies how close the current NSM is to the previous one

(obtained 𝑛 samples earlier). nRMSE scores can be estimated as soon as 𝑘 + 2 × 𝑛
samples, i.e. after computing the initial image with a high noise level and the first

two noise saliency maps, and compared to a stopping criterion.
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9 General Discussion

In this thesis, we investigated diverse aspects of noise perception in CGI. The

main objective aimed at better understanding the perception of visual noise and

contributing to finding a stopping criterion for the stochastic computation algorithms

for image synthesis by taking into account the human visual perception abilities.

We will first summarize the main findings and, also, the limitations during these

studies. Finally, we will present some perspectives for future work based on the

results of our studies.

9.1 Main findings

As we mentioned before, the stochastic calculation algorithms generate noise in

the image, which decreases when the NSPP increases. This process aims at optimal

accuracy and precision but it may require a very long computing time to achieve

high-quality images. The first task in all our experimental studies was always to

estimate the perceptual threshold for noise perception in CGIs. Because Monte

Carlo noise visual search is not conventionally studied we implemented and tested

an original paradigm to estimate relative perceptual threshold. We assume that

participants do not have a pre-existing knowledge of what visual noise is or the

areas of a scene where noise is more likely to be detected. When searching for

objects in real-world scenes, scene context may contribute to directing attention

toward regions containing a target (M. L. H. Võ, 2021; M. L. H. Võ et al., 2019). In our

case, we create a configuration of two images with a different level of noise from the
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same rendering process. One part comes from the reference image (RI), i.e. the last

image generated by the algorithm, and the other part comes from an image that we

recuperated during the rendering, i.e lower quality image than the RI. The two parts

were cut randomly in order to create the whole scene. We asked our participants

to evaluate whether they were capable of detecting a difference in quality or not, a

task that should not depend on a subjective understanding on what constitute visual

noise.

We examined also the suitability of online experiments on noise perception task

(chapter 7). We conducted similar visual experiments in the laboratory and online

using different scenes. The use of complex scenes from everyday life allowed us to

study visual attention by implementing an ecological protocol and approach condi-

tions that are natural as participants viewed the images in their natural environment.

One of our contributions concerns our technique to develop the online version of

our study (chapter 6). We implemented the same paradigm that we have used for

laboratories studies using Python language and a python framework named Django.

We used our laboratory method with only limited adaptation using known Python

libraries. One great benefit of using a Python-based web framework for online

studies is that it is possible to use any Python libraries or pre-existing functions

such as the adaptive psychophysics methods, in our case we used Quest+. This

implementation allows every researcher who wants to implement an online study

to compare the results with the laboratory data with the same precision. We give

free access to the necessary code and functions of the whole study through GitHub.

The second contribution concerns the obtained results. The results from this task

showed that the selected scenes’ boundaries include the threshold values and the

thresholds are lower than the NSPP used to obtain the final image. These results

open the way to integrating these thresholds into rendering algorithms with the

final objective to a high-quality image (Buisine et al., 2021). We showed that the

estimated thresholds are not significantly different between the online and the
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laboratory condition. estimated thresholds are significantly equivalent online and in

the laboratory. This is a significant finding for psychophysical studies as it implies

that one can collect high-quality data from an online study. This finding could be

very useful for rendering CGI that will be used in real life. We can optimize the

rendering process without detectable loss of perceptual quality.

We found that the size of a gaze-contingent mask influenced how observers

explored the scenes. Also, when the mask size increased and less noise was visible,

the number of fixations increased. This finding could be considered as a contradiction

to the results of Loschky et al. that showed that smaller windows led to longer

fixations (Loschky & McConkie, 2002). However, one should realize that, in our

experiments, the task of the participant was specifically to search for visual noise.

This might explain why when the mask size was large enough to cover the noisy

areas of a scene, the search and the duration of fixations were longer.

This study has an important implication. Real-time rendering is widely used, for

instance in video game. The idea of computing until high quality is achieved for the

minimal necessary area of a scene could improve the level of realism at the optimal

rendering duration. Indeed our results showed that projecting a high-quality image

on a small area of central vision is sufficient to impair the detection of differences

in quality. We propose that this limit could be integrated into real-time rendering

methods as a technique to adapt computation to preferentially target the areas that

might be seen with central vision.

Furthermore, the analysis of gaze patterns showed that participants fixated the

same areas regardless of the size of the mask. The areas more often or less often

fixated depended on the features of each scene. This is why it is difficult to predict a

general pattern of scan paths. We noticed that the areas without texture and with

bright colours were more often fixated than the areas with textures and dark colours.

To further explore these ideas and generalize our findings, we investigated the effect

of the scene and the effect of the features of one scene in chapter 8.
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In chapter 8, we recorded the participants’ scan-path of scene exploration with

five different scenes. The scenes showed indoor and outdoor natural scenes and

every participant evaluated all five scenes. We found that all observers looked at the

same areas and that these areas depended on the scene. More precisely, one of the

scenes we used had few objects and dark textures and colours except for one object

that was white. The results revealed that the average perceptual threshold of this

scene was lower than the ones for the other scenes and that the colours and textures

influenced the number of fixations. Even if it is difficult to generalize a pattern for all

scenes, these findings could be helpful to categorize the scenes features and predict

the fixations according to these visual features.

We selected one particular scene and we determined the areas more often (wall)

and less often (floor) fixated. We modified these areas by adding or removing a

texture to test how these transformations could affect fixations. We found that these

changes influenced the fixation locations of our participants.

All these fixation maps were compared to GBVS maps computed on the noise map.

We showed that applying the GBVS map model on the Monte Carlo noise estimated

by the difference between two images better match the fixation maps obtained from

human observers with a score of 88%. However, this study revealed that, in some

scenes, salience attracts more fixations than noisy parts. Further testing is needed

to understand why this occurs.

Finally, we found that observers did not fixate every salient noisy region of a scene.

This could contribute to the prediction of the regions of interest for each scene and

improve the computing time of production. In the next section, we will describe

how this new idea of using a noise map as an input for computing a saliency map

may be exploited to limit the presence of visible noise based on the HVS properties.
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9.2 Perspectives

The results of this project may offer many perspectives for future studies. First,

it seems necessary to test even more scenes with other features, apart from colour

and texture, such as depth of view, orientation, and geometry of objects. This is

necessary to better understand how noise perception may be affected by the image

features and among them which are more or less likely to affect eye movements.

In the present work the estimated perceptual thresholds were obtained with naive

human observers. The differences between expert and naive observers is rarely

considered or quantified. The experts could belong to different domains such as

graphic designer and photographers. Expertise can have a profound impact on

how attention is allocated during search because it involves knowledge of multiple

relations between features and image quality. Expertise should influence both the

criteria for assessing the quality of a CGI and the strategy of visual search.

Two other aspects may also be considered for further studies. The first is to

continue the analysis presented in chapter 8 to compare the fixation maps with the

GBVS maps. The aim is to integrate the saliency of noise maps in the rendering

process. This technique could be useful to define a stopping criterion of the rendering

process by using a saliency map calculated on a noise map (i.e. deviation between

two images with different qualities).

An hypothetical method to use stopping criterion during rendering process using

a saliency map model applied to a noise map is described on figure 9.1. First an

initial image is generated using 𝑘 samples. Then, a fixed 𝑛 number of samples are

provided to output a new image (a more converged one). The absolute difference

comparison is obtained from the initial image and the current one. A noise saliency

map is then computed from the difference using a specific saliency model. For the

first iteration, the rendering will continue to samples until at least two noise saliency

maps are obtained. The nRMSE score between the last two obtained saliency maps
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Figure 9.1: Stopping criterion applied during rendering process using noise saliency map

model.

is then computed. Depending of a threshold score criterion the rendering process is

stopped or otherwise iterated to further improve the image quality.

To validate the proposed rendering pipeline a good test would be to produce

images with several defined nRMSE thresholds which may then be presented to

human observers. Computing the saliency maps on noise mask is a new idea that

has the benefit of taking in account the characteristics of human vision. Moreover,

the stopping criterion would specifically target the perceptible visible noise and not

the overall structure of the image. Our proposed rendering pipeline would therefore

generalize regardless of the image characteristics such as the textures, luminance,

colours, orientation, etc.

Finally, in the longer term, it seems interesting to expand our studies to different

type of images such as 3D scenes and real-time rendering. Both of them are widely

used nowadays, so the improvement of the quality of these images could have a

significant impact for optimizing CGI rendering.
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