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Résumé     

Le carbure de zirconium (ZrC) est une céramique non oxyde utilisée dans l'industrie nucléaire et 

aéronautique. Cependant, ses excellentes propriétés mécaniques et physiques sont entravées par 

la formation d'oxydes à des températures de 500 à 600 ° C. Il est ainsi nécessaire de protéger  la 

surface de ZrC avec d'autres matériaux tels que du carbure de silicium (SiC). La théorie de la 

fonctionnelle de la densité (DFT) combinée à une approche thermodynamique a été utilisé pour 

étudier la structure, les propriétés et la réactivité des différentes surfaces de ZrC en vue de leurs 

fonctionnalisation. La stabilité des différentes surfaces à faible indice de ZrC a été étudiée afin 

de déterminer les surfaces exposées lors de la fonctionnalisation et le revêtement avec le SiC. 

Une étude préliminaire de la réactivité de petites molécules inorganiques telles que H2O, O2 et 

H2 a été effectuée. Ensuite, les propriétés des surfaces dans une atmosphère oxydante ont été 

modélisées pour développer des modèles pour les surfaces oxydées et les différents types de 

couches d'oxyde exposées. Plusieurs techniques expérimentales ont été combinées avec les 

études théoriques pour valider ces modèles. La Fonctionnalisation de ZrC a ensuite en partant 

des différents modèles de surfaces oxydées. Différentes molécules organiques ont été testées 

pour la fonctionnalisation. Les molécules utilisées classiquement telles que le 3-bromopropyne et 

le chloro-allylediméthylsilane interagissant très peu avec la surface, nous avons proposé l’acide 

3-buténoïque comme molécule qui se lie très fortement à la surface tout en montrant une très 

réactivité très intéressante vis à vis du diphénylsilane qui est le précurseur de SiC (après une 

étape de pyrolyse).  

 

Summary 

ZrC is a non-oxide ceramic applied in the nuclear and aerospace industries but the excellent 

mechanical and physical properties are hampered by formation of low refractory oxides at 

temperatures of 500-600 oC. A need exists for coating the surface with other materials like SiC. 

Density functional theory (DFT) combined with thermodynamic modelling was used for this 

study. Stabilities of the various low index surfaces of ZrC are studied to determine the 

appropriate surfaces for coating with SiC. A preliminary study of reactivity of small inorganic 

molecules such as H2O, O2, and H2 is carried out. The properties of ZrC surfaces towards 
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oxidation is then studied to develop proper models and understanding of the different types of 

oxide layers exhibited at real oxidizing conditions. Several experimental techniques were 

combined with the theoretical studies to analyse the oxide layers formed on ZrC surfaces. 

Mechanical and thermodynamic models were developed to characterize the interface formed 

between ZrC surfaces and the oxide layer. Functionalization of ZrC was finally carried out on the 

exposed facets of the oxidized ZrC. The functionalized surfaces were first grafted with 3-bromo 

propyne and allyl(chloro)dimethylsilane followed by hydrosilylation in a grafting-to approach 

from diphenylsilane and 1,4-diethynylbenzene monomers (these two monomers form a polymer 

macromolecule). The resulting particles are finally subjected to laser pyrolysis to yield the 

resulting ZrC/SiC core/shell nanocomposites. The use of H2O as functionalizing group however 

did not yield grafted polymer units and hence a dual functional group organic molecule (3-

butenoic acid) was used to yield the desired ZrC/SiC nanocomposites. 
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Transition metal carbides (TMC) are highly important ceramic materials with a wide range of 

applications. These materials are characterized by high hardness, high melting point, electrical 

conductivity and high strength. These excellent physical and mechanical properties renders them 

very useful in a wide range of applications. Due to their hardness, TMC materials can be used as 

drills and other tools that need to be abrasion resistant. Nanostructured TMC materials are also 

used in metallurgical, chemical and the aviation industries. They also find applications in the 

textile industry in making thermostat textiles in nylon, fiber. Majority of these materials have 

oxidation resistance at high temperatures, typically above 1400 oC.  

Owing to the above mentioned properties, TMC’s find applications in the nuclear industry where 

they are employed as nuclear reactor linings. Their applications in high temperature nuclear 

applications takes advantage of their favorable thermal and mechanical properties.[1] Zirconium 

Carbide (ZrC) among the TMC’s has recently been considered as a structural and fission product 

barrier coating material for tri-isotropic (TRISO) coated nuclear fuel used in high temperature 

reactors (HTR’s) for replacement or as an addition to the currently used silicon carbide (SiC) 

material.[2]–[4] The attractiveness for the use of ZrC in high temperature nuclear fuel material is 

due to its high melting point of more than 3400 oC as well as its resistance to fission product 

attack, low neutron absorption cross-sections and high thermal conductivity at extremely high 

temperatures.[1] ZrC satisfies a lot of property criteria for TRISO coatings. This makes it a good 

candidate material for high power density HTR fuels operating at temperatures above 1870 K 

which is considered as a limit for SiC used as TRISO coatings.[2]–[4] Various studies on ZrC as 

TRISO coatings has also shown minimal failure rate and superior fission product retention 

capabilities under various irradiation conditions.[2]–[4] Starting in the late 1970s, ZrC was 

demonstrated as a fuel coating for high temperature gas-cooled reactors (HTGR’s) with a recent 

increase in interest in Japanese and US HTGR programs.[5] It should be noted that, the 

properties of the TMC composites depends strongly on the composition and microstructural 

homogeneity of the material. 

Unlike SiC, ZrC is prone to oxidation at relatively low temperatures. ZrC is known to be 

susceptible to rapid oxidation depending on temperature, porosity, partial pressure of oxidative 

and reductive species from the reaction, carbon content and impurities.[6]–[8] Oxidation of ZrC 
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does not occur at room temperature but takes place and leads to spallation at elevated 

temperatures above 870 K especially in high oxygen partial pressure environments[8], [9]. This 

spallation is due to the formation of weakly protective low refractory oxides.[10] The oxidation 

initiates at temperatures close to 550 K at low oxygen partial pressures (1-50 kPa)[11]. 

Significant oxidation has been observed above 970 K [6]. Formation of this oxide layer causes 

serious deterioration to the excellent physical and mechanical properties of ZrC. In order to 

overcome this, it is necessary to consider its alliance with a compound that forms a protective 

oxide layer in an oxidizing environment. No method of control of oxidation against systems of 

ZrC has been described. SiC however meets this requirement. SiC forms a protective layer of 

silica at temperatures above 1400 oC. It is also possible to consider the association of the 

oxidation products of SiC and ZrC, i.e. formation of ZrSiO4[12]. With this approach, a 

composite material can be formed with SiC forming a protective shell around ZrC against 

oxidation while maintaining the excellent physical and mechanical properties of ZrC for 

applications in the nuclear industry. 

For taking advantage of the oxidation protection of SiC, it has been proposed to use a pre-

ceramic polymer for the SiC. Currently, SiC ceramics derived from polymers are known for their 

outstanding properties at high temperatures[13], [14]. The conventional method for producing 

ZrC/SiC composites is to use conventional powders of SiC and Zr which are mixed and then 

sintered. However, a problem with this method arises from the step of homogenization of the 

powder mixture and hence the pre-ceramic precursor route can be exploited [15], [16]. A recent 

preparation of ZrC/SiC composite has been achieved by the Laboratoire Science des Procédés 

Céramiques et de Traitements de Surface (SPCTS) in Limoges through coating of the pre-

ceramic polymer SiC on the ZrC particles. This study has showed the interaction between the 

vinyl groups of polycarbosilane (PCS) and metallic zirconium in ZrC[17]. Thus the affinity of 

the vinyl groups on the ZrC surface has been exploited for the synthesis of polyvinylsilanes 

which allows improved microstructural homogeneity of the resulting composites[17]. However, 

the nature of the grafting of the polymer precursor of SiC on ZrC has not yet been addressed. As 

such, it is necessary to study the grafting of organic or covalent polymers onto the inorganic 

surface and follow the mechanisms of transformation of the ceramic material during pyrolysis. 

Additionally, strategies to promote strong interaction between the ceramic particles and the 

polymeric coating has to be developed. 
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In order to develop specific reactivity of the surface organic precursors, a prior step of 

modification of the inorganic ZrC particle surface is needed. For ZrC the available surface 

modification in the literature is oxidation[18]. Previous works have studied the adsorption of 

H2O and methanol on single crystal oxygen modified ZrC, particularly on the surfaces (100) or 

(111) and XPS revealed formation of OH groups[19], [20]. Candidate molecules that can 

generate functionalization of the surface include H2O, NH3 and the radicals of azo initiators[21].  

It is clear that no attempts have been made to provide control for the oxidation of ZrC nano 

particles in order to take advantage of its excellent mechanical and physical properties. In this 

context, there is the justification for carrying out such project. In this project, we aim at 

developing methods of control for ZrC oxidation. Our approach is to coat the surface of ZrC with 

another ceramic material, SiC which forms a protective layer at the temperatures at which ZrC 

easily oxidizes. The method we wish to develop here is first to study the surface properties and 

stabilities of the ZrC and then subsequently functionalize the surfaces with a modifying group 

that can be used for further grafting. A polymer precursor is then grafted onto the functional 

groups available from the molecules used in modifying the ZrC surface. In this respect, we 

intend to make use of modifying agents that satisfy such requirements. The organic polymer 

precursor used contains Si that can be utilized in forming the protective layer on the ZrC. In a 

final step, laser pyrolysis will be used to convert the polymer into SiC with residual carbon.  

This project is therefore a bi-directional project which combines both experiments with 

theoretical studies for guidance and validations. Our part is to model the surface properties of 

ZrC, surface stabilities, surface reactions, surface modification, grafting of polymer precursors 

and interface between ZrC and SiC. 

Chapter I is dedicated to a presentation on the current theoretical and experimental data on ZrC. 

A presentation on the current application areas of ZrC will be made. This review chapter will 

also present data on all current and available studies on the solid and bulk properties of ZrC. A 

part of this chapter will include the up to date review on the oxidation process of ZrC which 

leads to the formation of oxide layers on the surface. A survey of the available data on reduction 

of ZrC will be presented in addition to the current available data on the surface modification of 

ZrC nano particles with H2O and other functional groups. In another part, a review of ZrO2 

formed on ZrC surfaces will be presented. A section on the grafting of polymeric precursors on 
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ceramic surfaces and the current state of the art routes in achieving ceramic coatings on other 

ceramics through the organic precursors will be given.  

Chapter II presents the theories and methodology used for this project. An account on the theory 

of many-body physics is given. In another section, Hartree-Fock theory is presented followed by 

post Hartree-Fock treatments. Density functional theory (DFT) is also presented in this chapter 

as well as ab-initio molecular dynamics method and atomistic thermodynamic treatments are 

discussed.  

Chapter III will provide details analysis on the bulk and defect properties of ZrC. This chapter 

includes a section on obtaining accurate bulk parameters such as lattice parameter and bulk 

modulus as well as the elastic constants of ZrC. An insight into the formation and stability of 

point defects in ZrC will also be presented. 

In chapter IV presents all studies done on the surface ZrC including stability of all low index 

surfaces, adsorption and reactivity of small molecules on the surfaces. This chapter is divided 

into three parts comprising three separate fully published articles. This first part gives a complete 

account on the oxidation of all the low index of ZrC is presented. This account is entailed in a 

fully published article entitled “Oxidation and Equilibrium Morphology of Zirconium Carbide 

Low Index Surfaces Using DFT and Atomistic Thermodynamic Modeling” and is published in J. 

Phys. Chem. C, 2016, 120, 8759−8771(DOI: 10.1021/acs.jpcc.6b01460).  

The second part of chapter IV presents the reactivity of small molecules such as O2, H2 and H2O 

on ZrC(100) surface. This part is presented as a fully published article as it contains all data on 

methodology, results, discussions and conclusions. This article is published entitled “Periodic 

DFT and Atomistic Thermodynamic Modeling of Reactivity of H2, O2, and H2O Molecules on 

Bare and Oxygen Modified ZrC (100) Surface” in J. Phys. Chem. C, 2014, 118, 

12952−12961(DOI: 10.1021/jp503208n).  

The last part of chapter IV presents hydration and equilibrium morphology of ZrC(111) and 

ZrC(110) surfaces. This section consists of a fully published article entitled “Stability, 

equilibrium morphology and hydration of ZrC(111) and (110) surfaces with H2O: a combined 

periodic DFT and atomistic thermodynamic study”. The article is published in Phys. Chem. 

Chem. Phys, 2015, 17, 21401(DOI: 10.1039/c5cp03031e) 
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Chapter V is dedicated to all interfacial studies and it is divided into two parts. The first part 

provides studies on the interface between ZrC(100) and c-ZrO2(100). This part is made up of a 

full article which is under review. The article is entitled “Structure and Energetics of 

ZrC(100)||c-ZrO2(001) interface: A Combination of Experiments, Finite Temperature Molecular 

Dynamics, Periodic DFT and Atomistic Thermodynamic Modeling”. The article is to be 

published in American Chemical Society, the Journal of Applied materials and interfaces. 

The article includes experimental analysis of oxidized ZrC nanoparticles using X-ray 

Photoemission Spectroscopy (XPS), Time of Flight Secondary Ion Mass Spectrometry (ToF-

SIMS), Transmission Electron Microscopy Electron Diffraction (TEM-ED) for characterizing 

the oxide layer ontop of ZrC particles. A finite temperature molecular dynamics simulation was 

also used to gain more insight on the build-up of an oxide layer on the ZrC surface and DFT 

analysis combined with atomistic thermodynamics to characterize the ZrC||c-ZrO2 interface. 

The second part of chapter V provides studies on the characterization of ZrC(111) and c-

ZrO2(111) interface. The section is made up a full article which is under review. The article is 

entitled “Characterizing the ZrC(111)//c-ZrO2(111) Hetero-ceramic Inter-face: A First 

Principles DFT and Atomistic Thermodynamic Modeling”  and is to be published in American 

Chemical Society, the Journal of Applied materials and interfaces.   

In chapter VI, the final part of this project is presented. In this chapter, studies on the 

functionalization of ZrC//ZrO2 surfaces with organic molecules and subsequent grafting of 

polymeric precursors on the functionalized surface. This chapter is presented as a full article 

which is under review for publication. 

 In the last chapter, a general conclusion which links all parts of the project together is presented. 

This conclusion part starts with the general properties of ZrC through the studies on stabilities 

and functionalization of the surfaces to the grafting of polymeric precursors on the surface and 

final perspectives. 
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1. Introduction 
 

ZrC is a non-oxide ultra-high temperature ceramic (UHTC) with a high melting point of ~ 3400 
oC. With its excellent physical and mechanical properties, it is usually used in areas such as 

cutting tools, nano-structured composite part coatings, and can be used in harsh environmental 

conditions such as extreme temperature with applications such as the aerospace industry and 

nuclear fuel reactors. Its application is however limited due to the problem of the oxidation of the 

nano-particles at low temperatures in the regions of 300 oC to 600 oC[1]–[3]. This subsequently 

leads to spallation of the nano crystallites due to the low refractory oxides formed on the surface 

of ZrC particles.  

Moreover, according to the literature, no attempt is being made to control this oxidation process 

and maintain the excellent physical and mechanical properties which makes ZrC advantageous in 

different applications. In this respect, this project aims at providing a solution for the control of 

oxidation of ZrC particles in order to make it useful for its intended purposes.  

In order to proceed with developing methods for control of oxidation of ZrC surfaces, a thorough 

survey of the literature on ZrC systems has to be made. This survey is intended to shed light on 

what has actually been done on ZrC, the methodologies used, the challenges encountered, the 

synthesis processes used, how certain challenges are by-passed or solved and what has not been 

achieved so far. Such an analysis will provide guidance and direction for this research work. It 

will provide indications on which areas to focus and where to depend on results from works 

conducted by others. This survey is intended to be as exhaustive as possible so as to have a fair 

idea and knowledge on the system.  

The literature survey is divided into many parts as follows: a section is devoted to the general 

class of transition metal carbide (TMC) ceramics, their properties, their applications and 

challenges faced in their synthesis and usage. As ZrC is a member of the TMC group of 

ceramics, a separation section is carved out and is dedicated to ZrC. This presents ZrC, the areas 

of application, the various synthetic methods and routes and the challenges in their synthesis. 

Another section is devoted to the crystal structure of ZrC, various bulk properties that has been 

addressed in the literature as well as studies on various compositions of ZrC phases and defect 

studies. In the next section, a literature account is given on the various low index surfaces of 



 

18 

ZrC. This section comprises studies on the stabilities of the various surfaces, their compositions 

and their properties in different environmental conditions. The last part of this section presents a 

survey on the reactivity of various small molecules on the low index surfaces of ZrC. The 

reactivity involves molecules like H2, O2, H2O, their adsorption properties, their reactivity and 

mechanisms and their structure. In the subsequent studies, account is given on the various 

interfaces formed between ZrC and other oxide layers that form ontop of ZrC surfaces such as 

ZrO2. Another section presents studies on the functionalization of ZrC surfaces, reactivity with 

organic molecules and the grafting of polymeric precursors on functionalized ZrC surface. A 

final account is given on the interaction and properties of siC with ZrC surfaces. The chapter is 

concluded with a general conclusion on the literature survey.  

 

2. Transition Metal Carbides (TMC) 
 

Transition metal carbides constitute a diverse class of materials with various technological 

applications. They have extensively been used in applications at extreme conditions of 

temperature and pressure owing to their great strength and durability. Such applications include 

drill bits and rocket nozzles as well as nuclear fuel reactor wall linens. They also exhibit an 

extreme hardness that make them usefu in applications such as cutting tools, show tires and shoe 

spikes[4]. Their hardness is also maintained at very high temperatures. They are also applied in 

ferrous alloys as the components responsible for the toughness of steel. The TMC’s also have 

applications in other areas such optical coatings[5], electrical contacts[6], diffusion barriers[7] 

and several other uses.  

These applications are feasible as these materials have extremely high melting points. They are 

sometimes referred to collectively as “refractory carbides”. They have low chemical reactivity 

and are attacked only by concentrated acids and base in the presence of oxidizing agents at room 

temperature. They also maintain good corrosion resistance at high temperatures. They have good 

thermal shock resistance and good thermal conductivity. This permits heat to be drawn away 

from the surface when they are used as tools. For example, tungsten carbide (WC) is the most 

commonly used for fabrication as “cemented carbide” tool for cutting steel. In this tool, the 

carbide is normally bonded in a metal matrix such as cobalt. TiC, TaC and NbC are often used in 
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conjunction with WC because TiC locally forms a layer of TiO[8] or TiO2[9] which protects the 

tool from wear while TaC and NbC raise the melting temperature and oxidation resistance of the 

tool.  

For high temperature applications, the carbides are used as pure material-sintered parts or in a 

Co/Mo/W carbide sintered composite. They outperform the standard alloys and superalloys in 

applications as rocket nozzles and jet engine parts where erosion resistance at temperatures 

above 2500 oC is crucial. For example, TiC1-x and VC1-x in particular maintain high strengths up 

to 1800 oC and therefore can be used as high temperature structural materials, provided that 

internal and surface flaws such as stress cracks, pores introduced during fabrication and sintering 

are removed. Such defects lead to a high room-temperature brittleness. Plastic flow relieves 

internal stresses caused by defects and leads to reduced brittleness at high temperatures. Plastic 

deformation occurs particularly via a mechanism of dislocation glide along {111} planes.  

In addition to their technological uses, certain carbides have been examined for their catalytic 

properties in a number of reactions in addition to their being potential supports for more 

traditional catalytic materials (Ni, Pt, Rh, etc.) due to their high heat stability. Tungsten has been 

observed to be active as a catalyst and showed selectivity toward xylene formation during the 

isomerization and hydrogenolysis of 1,1,3-trimethylcyclopentane[10]. However, bare transition 

metals do not behave this way. This behavior was explained by invoking the formation of 

tungsten carbide on the surface of the metal; WC is similar to platinum in selectivity for 

neopentane isomerization as well[11]. Mo2C has been found to behave similarly to Ru in CO-H2 

reactions[12]. Carbides of the group IV-VI metals have been studied for their activity in 

oxidation, hydrogenation/dehydrogenation, isomerization, hydrogenolysis, and CO-H2 reactions, 

and in many cases have been found to rival the performance of the less economic group VIII 

metals. Even though the refractory carbides do not show high activity for oxidation reactions, 

they are as active as the transition metals themselves for hydrogenations and dehydrogenation 

reactions. In isomerization reactions, WC, Pt, and Ir ar unique in their high activity and 

selectivity[13].  
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2.1 Structures of Transition Metal Carbides 
 

Most transition metal monocarbides form in the B1 (NaCl) structure, fcc with carbon occupying 

the octahedral interstitial sites. Generally, the shortest metal-metal (M-M) distance is about 30% 

greater in the B1 carbide than in the pure metal for the group IV and V carbides but this drops to 

less than 10% greater for the group VI or VIII carbides[14]. At 100% site occupancy, the 

stoichiometry of the carbide is however MC1.0 although this situation is not mostly realized. The 

resulting concentration ordering of the vacancies from the nonstoichiometric M-C ratio have a 

profound effect on thermodynamic, mechanical, electronic and magnetic properties of the metal 

carbides. Due to the difficulties inherent in synthesizing the pure compounds and measurement 

of the exact details of the crystal structure, there exists a matter of debate in the literature 

concerning the details of these effects. The metal carbides also share some characteristics with 

the metals themselves, having a plastic deformation like the fcc metals, which while lowering the 

high-temperature hardness also protects parts fabricated from the carbide from catastrophic 

failure in response to stresses.  

Most group IV-V TMC’s obey the Hägg’s rules used for prediction of structures of the transition 

metal borides, carbides, halides and nitrides[15]. The radius of the non-metal atom (rn) to that of 

the metal atom (rm) determines the structure adopted by the TMC’s. For (rn/rm) < 0.59, the 

common structures adopted are the simple A1, A2, A3 and hexagonal lattices. More complex 

structures are however formed at ratios > 0.59 in order to avoid expansion of the lattice. The 

monocarbides take an fcc metal lattice with carbon atoms at the octahedral interstitial sites, while 

random occupation of half of the Oh sites in M2C or M3C leads to the L3’ (anti-NiAs) structure, 

and carbon occupation of the trigonal prismatic sites in the hcp lattice formed by the tungsten 

atoms leads to the CdI2 structure[8]. Non-Hägg structures are known among the carbides as well, 

a major example being Cr2C3. A feature which is well known for TMC’s is that, the lattice 

adopted by the metal in the carbide is always different from that of the parent metal itself. For 

example, if the parent metal has an fcc lattice, it occupies a non-cubic lattice in the daughter 

carbide formed. The Engel-Brewer theory[16], [17] of metals has been used to explain this 

phenomenon. In this theory, the structure adopted by a metal or alloy depends on the s-p electron 

count[14]. Across the transition series, with increasing s-p electron count, the metal structure 

progresses from bcc to hcp to fcc. Moreover, the Group IV and V metal carbides form in the B1 
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structure rather than a hexagonal form because the incompletely filled bands of the host metals 

can accommodate a high ratio of sp-electron-rich carbon to metal. In Group VI the stoichiometry 

M2C occurs often, while Groups VII and VIII, when they form carbides at all, take on metal-rich 

stoichiometries M3C and M4C, consistent with an attempt to avoid filling antibonding levels in 

the metal bands[18].  

Concerning bonding in TMC’s, investigations[19], [20] has shown that, the bonding is typically 

interactions of carbon 2s and 2p orbitals with metal d orbitals. The 2s orbitals are however 

localized at low energies so that the main interaction is between the 2p orbitals and the d orbitals 

of the metal (eg and t2g character) as shown in figure I.1.  

 

  

Figure I.1. Electronic Structure of transition metal carbides. Figure is adopted from reference[4] 

 

Interest has long been developed in comparing the electronic structure of carbides to those of 

metals ever since WC was observed to have catalytic properties similar to Pt[11]. An area of 

controversy in the bonding of carbides is however on the direction of electron transfer. It was 

mentioned earlier that concerning properties like structure and composition, the carbon atoms 

appear to increase the density of sp electrons in the compounds. This phenomenon is supported 

by studies of the chemical and catalytic reactivity[14]. Moreover, measurements by X-ray 

photoemission (XPS)[21] and near-edge X-ray absorption fine-structure (NEXAFS) has shown 

that negative charge is concentrated around carbon and this result has been corroborated by 

augmented plane-wave (APW) calculations[20].  
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2.2 Synthesis and Characteristics of Transition Metal Carbides 
 

The more common methods for preparing TMC’s involves direct reaction of the metal or metal 

hydride powders with carbon. It is however difficult to achieve pure materials with homogenous 

compositions. However, other methods are available. The methods include routes that generally 

utilize high temperatures and therefore produce low surface area materials. Other methods lead 

to the production of powders, particles and supported forms and are generally moderate 

temperature methods that produce high surface area materials. The final group of methods 

discussed lead to the production of films and coatings.  

 

2.2.1 Production of Low Surface Area Materials  

 

For the low surface area materials methods, some processes involve direct reaction of metals and 

elemental carbon. This is done by contacting metallic powers and solid carbon in a protective 

atmosphere (H2 or vacuum) and sometimes in the presence of gaseous hydrocarbons, at 

temperatures between 1500 and 2300K[4]. Factors affecting the reactions are pressure, time and 

division of the metal. Some procedures also involve the reaction of metal oxide in powders in the 

presence of solid carbon. A mixture of metal oxide powder with carbon is heated again with the 

pure metal at temperatures between 1500 and 2300K with or without the presence of a 

hydrocarbon gas. These reactions are thermodynamically stable[4]. Another procedure is termed 

the self-propagating method. This method involves solid combustion synthesis[22]–[24]. The 

technique takes advantage of the exceptionally high thermodynamic stabilities of carbides. The 

preparation involves the reaction of a metal and a second component which may be a reactive 

gas in a self-sustaining manner, driven by the exothermicity of dissolution of carbon in the 

metals. In another procedure, single crystals are prepared. They are prepared by the Vernouil 

technique, the floating zone technique, and the methods involving precipitation from liquid 

metals[8]. 
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2.2.2 Production of Powders, Particles and Supported forms 

 

This part also involves several routes and procedures for obtaining the desired products. The first 

procedure involves the reactions of metals or metal compounds with gas-phase reagents. One 

such direct method of preparing carbides is the reaction of a metal or metal compound with a 

carbon-containing gas. Another procedure involves the decomposition of metal halide vapors. 

The carbides are prepared from volatile metal chlorides or oxychlorides by reacting them with 

gaseous hydrocarbons in the vicinity of a localized heat source at 1400-2900 K in the method 

known as the Van Arkel process. The reaction is a convenient method for producing small 

amounts of pure carbides. It is a thermodynamically stable reaction[4]. In another procedure, 

there is the use of decomposition of metal compounds. Various compounds can decompose to 

produce carbides. For example, the reaction of molybdenum and tungsten carbonyls with 

hydrogen can be used to make Mo2C and WC[25], [26]. The reactions can be carried out in the 

gas phase if the compounds are volatile or in the solid state otherwise. In the temperature-

programmed methods, the preparation consists of treating a precursor compound in a reactive gas 

stream while raising the temperature in a uniform manner. The precursor can be an oxide, 

sulfide, nitride or other compound while the reactive gas can be a mixture of hydrocarbon like 

methane and hydrogen for carbides. By monitoring changes in the exit gas phase composition, 

the end of the reaction can be ascertained and the product quenched. Also there is a method that 

utilizes high surface area supports. The use of supports offers the advantage of better usage of 

the active component and higher control of surface area and pore size distribution. Highly 

dispersed carbide phases may be prepared by depositing a precursor on a high surface area 

support and carburizing it[27]. An approach exists that uses reaction between a metal oxide 

vapor and solid carbon. This method is used in the preparation of ultra-high surface area 

carbides[28]–[30] and involves the reaction of solid carbon with vaporized metal oxide 

precursors like MoO3 or WO2. This synthesis approach uses high specific surface area activated 

carbons and the final product appears to retain a ‘memory’ of the porous structure of the starting 

material. The carbon acts as a skeleton around which the carbides are formed and the method can 

be used to prepare catalytically active samples with surface areas between 100 and 400 m2g-1. A 

last procedure is the liquid-phase methods. This method has been used to synthesize Mo2C and 

W2C via a chemical reduction method[31]. It is done by mixing tetrahydrofuran (thf) suspensions 
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of the metal chlorides, MoCl4(thf)2, MoCl3(thf)3 and WCl4 at 263K with lithium 

triethylborohydride, LiBEt3H to generate black colloidal powers (1.-2 µm diameter) composed 

of smaller 2 nm sized particles. 

 

2.2.3 Production of Films and Coatings 

 

The various methods which are used for producing films and coatings include the plasma 

methods. The plasmas are discharges in a low-pressure gas environment (0.01-0.02 Pa) that can 

be used for the direct synthesis of fine powders or the deposition of coatings[32], [33]. In thermal 

plasmas, electrons and gas molecules are at comparable temperatures which are typically 

thousands of degrees[34]. Solid reagents are atomized in this environment when they are used. 

Plasma processing is carried out in large-scale industrial deposition of protective coatings on 

metal pieces such as camshafts, springs and others[35], [36]. The chemical vapor deposition 

(CVD) method is also a well-known procedure for making thin films. It is also sometimes used 

to prepare supported particles[37], [38]. The films are formed by the chemical reaction of a gas 

phase species with the heated surface of a substrate. The CVD coatings are normally applied in 

the tooling, aerospace industries among others[39]. Another method for preparing films that is 

distinguishable from the CVD is called the Physical vapor deposition and it differs by the 

absence of surface chemical reactions that release ligands or other byproducts extraneous to the 

composition of the films. It may be viewed as the condensation of oligomeric units of the same 

composition as the film on the surface. The last method to be described in this section is the 

electrochemical reduction method. It involves the electrolysis of molten salts. Metal oxides are 

dissolved at 970 K in carbonate melts containing alkali metal fluoride and B2O3 and upon 

electrolysis, it yields millimeter sized crystallites on the walls of a graphite crucible which acted 

as the cathode[40], [41] 

 

3. Zirconium Carbide  
As a general description has been made for the TMC’s, a quick transition can be made for 

Zirconium Carbide (ZrC) which is of interest in this project. ZrC is a group IV TMC and is used 
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for most of the applications listed for the TMC’s. However, the main area of application is in 

nuclear fuel reactor wall linens and also in cutting tools, aerospace and steel industries. In this 

discussion, the various methods of preparation of this material is considered with details for 

some synthesis procedures. A closer look is taken into the bulk properties, structural and 

mechanical properties that has been studied in the literature. A look at the properties of defects in 

the solid is also given. A survey is carried on the reaction of various molecules such as H2, H2O 

and O2 with the ZrC low index surfaces.  

 

3.1 Synthesis of ZrC 
 

Several techniques amongst those discussed in section 2 are utilized in synthesizing ZrC. Several 

groups have synthesized ZrC from solid phase reactions using solution based precursors and also 

through vapor phase reaction methods such as CVD[8], [42]. The various fabrication techniques 

normally lead to samples with varying characteristics. Some of these characteristics include 

microstructure, chemical composition and impurity species as well as impurity 

concentrations[43]. However, certain characteristics are very important when synthesizing ZrC 

with various techniques. These characteristics include carbon-to-zirconium ratio which gives the 

product stoichiometry, porosity, pore size, pore distribution, pore morphology, chemical 

impurities, presence of secondary phases including grain boundary phases, grain size, 

morphology, orientation, texture and other forms of defects[43]. 

In the solid phase fabrication techniques, the most common approach usually involves the 

reduction of zirconia (ZrO2) with carbon. The carbothermal reduction of ZrO2 to produce ZrC is 

shown in a schematic representation in figure I.2.  
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Figure I.2. Schematic representation on the process of carbothermal reduction in producing ZrC. 

Figure is adopted from reference[44] 

 

The process however requires long time (16-24 h) and high temperatures of 2073-2873 K[45]–

[47]. Repeated heating cycles is normally required for obtaining pure ZrC via this route. The 

main problem with this method is the presence of dissolved oxygen and also the inability to 

effectively remove the oxygen impurity at temperatures below around 2023 K. This subsequently 

results in the formation of intermediate oxycarbide which makes further processing difficult. 

[46], [47]. The degree of mixing at the microscale as well as the specific surface and surface 

chemistry or the reactants powders also affects the degree of carbonization as the process is a 

solid state reaction with powders. The reaction also requires a strictly controlled environment in 

order to ensure purity of the final product. The reaction involves the release of carbon monoxide 

(CO) gas[43]. This process is however endothermic: 

���� + 3� → ��� + 2��                                                                                                      (1.1) 
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������ + (1 − � + �)� → ��� + ���                                                                               (1.2) 

 

The ZrC powder which is obtained is normally subjected to extra high temperature, long duration 

heat treatment cycles to obtain samples of required densities, grain sizes and shapes[43]. 

Equation 1.1 suggests the possibility of a simple manipulation of the carbon content but in 

reality, the formation of intermediate oxycarbide phases is expected to pose a formidable 

challenge[48]. 

In order to by-pass these problems, an alternate approach involves production of ZrC by direct 

combination of pure zirconium or zirconium hydride powder with carbon[48]–[50]. This reaction 

is known as a self-heating synthesis or combustion synthesis reaction[50]. The reactant mixture 

is initially pressed to form a green body and is heated to an ignition temperature after which the 

heat released by the reaction is sufficient to sustain and drive it to completion. This reaction is an 

exothermic reaction compared to the CO diffusion dependent carbothermic reaction and hence a 

quick process. The purity of the product obtained depends on the purity of the reactants used and 

the reaction environment. The reaction can be summarized as: 

�� + � → ���                                                                                                                                     (1.3) 

 

���� + � → ��� + ��                                                                                                                   (1.4) 

 

As the product can reach very high temperatures, there is limited sintering during the 

combination reaction but this can be alleviated by providing adequate external pressure to keep 

the energetic product particles together during the reaction[51]. The main advantage of this 

method is the ability to produce relatively pure ZrC and the reduced reaction time scales. There 

is serious handling problem based on the combination reaction being highly exothermic and the 

size of the zirconium reactant being highly pyrophoric and susceptible to oxidation at room 

temperatures on the microscale. Control of the exact product stoichiometry in this method is 

challenging.  
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A different method such which is a solution based approach has also often been used to 

synthesize ZrC[52]–[54]. This method has to been used to produce ZrC by reaction of organic 

compounds containing zirconium and carbon solutions. Some common solutions used include 

zirconium-n-propoxide, zirconium 2,4-pentanedionate (ZPT) and zirconium n-butoxide. The use 

of Zr and C precursor solutions facilitates increased mixing on a molecular scale resulting in an 

efficient diffusion reaction. Extensive drying is used to separate the final product and heat 

treatment is used to initiate the carbothermic reaction. The method involves extra steps of drying 

(~ 24 h) prior to the carbothermic reaction but it increases the mixing of the products at the 

molecular level[52]. The solution based mixing method suffers from the disadvantage of residual 

oxygen impurity but the production of ZrC with varying stoichiometry can be achieved by 

varying the proportion of the reactant precursors.  

The last method which is often used is the vapor phase fabrication method. This method has been 

the most commonly method applied for coating nuclear fuels in which impurities must be limited 

in the final product as well as low porosity must be achieved. The coating has to be deposited by 

vapor deposition methods such as CVD, evaporation or physical sputtering as the melting point 

of ZrC exceeds 3500 K[43]. Another process known as fluidized bed process provides pure and 

homogenous coatings on surfaces of spherical particles and typically employed when a dense, 

uniform and isotropic coating onto spherical kernels is required[43]. In a conceptual manner, this 

coating method involves conversion of Zr metal into zirconium halide by passing a halide gas 

over heated zirconium metal sponge. The zirconium halide is then reacted with a gaseous 

hydrocarbon compound such as methane. A gaseous ZrC which condenses onto a suitable 

substrate is then formed. Some groups have achieved this synthesis route using ZrCl4[55], [56], 

ZrI4[56], [57] while others have used ZrBr4[58], [59] as the gaseous ZrC precursors. These 

reactions are normally carried out at 1573-1773 K and the processes can be summarized with the 

equation: 

���� + ���� + 2(1 − �)�� → ���� + 4��    (� = ��, �, ��, � ≤ 1)                               (1.5) 

 

The use of zirconium halides has been reported to cause extreme difficulties in controlling the 

rate of vapor supply. In a modified version Ogawa et al.[59] developed a spouted bed process 

supplying liquid bromine to form an initial source of Br2 gas that reacts with metal Zr to produce 
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ZrBr4. This bromide process was observed to successfully provide high purity and near-

stoichiometric ZrC coatings[43]. Various studies have indicated that variation of the flow of 

methane and hydrogen, the C/Zr compositional ratio of the coating can be controlled and this 

method is known to produce high purity ZrC as compared to solid and solution based fabrication 

processes. Reasonable densities of the deposited ZrC can be achieved by further heat-treatment. 

The stoichiometry of ZrC can be controlled by varying the mixture of the hydrocarbon gas.  

 

3.2 Structure, Bulk Properties and Defects of ZrC 
 

ZrC forms in a cubic system in the NaCl (B1) structure. It belongs to the space group �� - Fm3m 

and has a closed packed fcc lattice structure. The carbon atoms occupy octahedral sites which 

leads to the formation of a monocarbide which is the most stable structure of ZrC. The ZrC 

structure consists of a mixture of different bonds. Ionic bonds, metallic Zr-Zr bonds and covalent 

C-Zr bonds are all present[60]. Among all the bonds present, the C-Zr bond is much stronger 

than the Zr-Zr bonds. It has been observed that, despite the considerable amount of charge 

transfer (~ 0.42 e-/pair) from Zr to C atom[61], the contribution of the covalent bonding is 

predominant and hence the material is considered polar covalent[62]. The Zr-C bond energy has 

been estimated to be 5.812 eV[42] and is slightly higher than what is found in SiC, with Si-C 

bond energy being 4.677 eV. In terms of the electronic structure, ZrC is observed to have a 

characteristic bonding-antibonding structure with a pseudo-gap around the Fermi level[60]. The 

C –s states and Zr –p states are situated at the same energy (about 9 eV below the Fermi level 

and they are well separated (about 7 eV) from the bonding Zr 5d and C 2p states). Above the 

Fermi level, the states are derived from Zr-d (mostly by Zr t2g-derived states ) and C-p anti-

bonding orbitals [60].  

 

3.2.1 Lattice Parameter and Bulk Properties of ZrC 

 

Due to the fact that carbon vacancy formation energies are low[43], most of the TMC’s exist 

over a wide range of stoichiometry. These vacancies are caused by the removal of carbon atoms 
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from the sub-lattice. The lattice parameter of ZrC has been observed to depend on the 

composition as shown in figure I.3[42]. 

 

 

Figure I.3. Variation of ZrC lattice parameter with C/Zr ratio. The figure is adopted from 

reference [42] 

 

The lattice parameter increases with increasing C/Zr ratio and a maximum value of ~4.702 Å is 

reached when C/Zr ratio is ~0.83 and after which the lattice parameter decreases[63]. Reports 
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show that the lattice parameter is ~4.698 Å when the stoichiometry is ZrC0.96-1.0 but the lattice 

parameter of carbon-rich ZrC shows no dependence on the C/Zr ratio[64], [65]. The attribution is 

that, when the C/Zr ratio exceeds 0.98, there is the precipitation of excess carbon. Also 

suggestions have been made that, the presence of undetectable oxygen and other impurities can 

result in the reduction of the lattice parameter[42]. An equation has been developed to 

theoretically calculate the lattice parameter for perfect lattices and is given by: 

! = " 4#$ . %& '(/*                                                                                                                                        (1.6) 

 

M is the molecular weight, d is the mass density, NA is the Avogadro’s number and the value 4 

denotes 4 units of ZrC in the unit cell. This equation predicts a maximum lattice parameter for 

ZrC at a C/Zr ratio of ~0.82 which agrees with experimental values but it fails to predict the 

lattice parameter for C/Zr ratio > 1.0 where carbon is present in a secondary phase precipitate 

along with near-stoichiometric ZrC[43]. 

Several other estimations of the lattice parameter including both experimental and theoretical 

calculations have been given in the literature. In an X-ray diffraction (XRD) experiment, the 

authors estimated the lattice parameter to be 4.69764 ± 00005 Å.[66]. In other experimental 

determinations, the lattice parameter is given as 4.70 Å[8] while a theoretical calculation based 

on density functional theory (DFT) calculated the lattice parameter of ZrC to be 4.731 Å[62]. All 

these values are in agreement with equation 1.6  

The variable lattice parameter and composition yield a wide range of reported mass density. The 

density of ZrC has been observed to increase with the composition approaching 

stoichiometry[63]. However, carbon-rich ZrC with excess carbon (i.e. C/Zr > 1.0) shows lower 

density than near-stoichiometric ZrC[58]. The density is maximized near stoichiometry, which 

yields ~6.61 g/cm3 for ZrC~1.0[43].  
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3.2.2 Mechanical Properties of ZrC 

 

The mechanical properties that are considered include most of the elastic constants of the ZrC 

material. These elastic constants can be used to characterize various deformation, hardness and 

brittleness of the ZrC material.  

A first look is taken at the Young’s modulus. Various accounts have been given on the Young’s 

modulus of ZrC. These reports include those from Warren[67], Brown and Kempter[68], Chang 

and Graham[69] and Baranov[70]. Chang and Graham used the sonic resonance method with 

ZrC single crystal fabricated using the float zone method and C/Zr ratio from 0.89 to 0.94. Their 

estimated Young’s modulus, E value was 406 GPa[69]. Brown and Kempter also used the sonic 

resonance method in determining the E of 386.6 GPa[68] but they used C/Zr ratio of 0.964 and 

the ZrC was prepared from hot press with 3% porosity. Warren used the Hertizan indentation 

technique with a C/Zr ratio of 0.95 using hot pressed ZrC with 8% porosity and calculated E as 

400 GPa[67]. Baranov et.al used the sonic velocity method to calculate an E value of ~390 

GPa[70] with C/Zr ratio of 0.96 and cold pressed ZrC powder sintered at 2600 K for 2h in 

Argon. In estimating the Young’s modulus, Chang and Graham used the elastic coefficients C11 

= 472 GPa, C12 = 98.7 GPa and C44 = 159.3 GPa[69]. Brown and Kempter also used coefficients 

C11 = 423 GPa, C12 = 40.8 GPa and C44 = 146.4 GPa[68]. It is apparent that the different methods 

used in preparing ZrC by the yielded different elastic coefficients as a result of the varying C/Zr 

ratio. Only limited amount of data is found on the Young’s modulus of sub-stoichiometric and 

carbon-rich ZrC. Chang and Graham has reported only a small variation (about 1%) in the elastic 

constants between ZrC0.94 and ZrC0.89[69]. Leipold and Nielsen[71] has also reported a value of 

358 GPa for hot pressed ZrC0.81-0.85 with a free carbon content of 1.6-2.03% and a value of 353 

GPa for the same hot pressed sample after annealing at 2070 K to reduce the amount of free 

carbon measured by dynamic techniques. Other groups have used theoretical studies to calculate 

the Young’s modulus for ZrC. In reference [72], the authors used DFT to calculate the Young’s 

modulus of ZrC as 408 GPa while in reference [73], E is calculated as 435 GPa using DFT as 

well.  

The Poisson’s ratio, v has also been calculated by several groups. Graham and Chang[69] used 

the same method as for the Young’s modulus to calculate v of 0.187, Brown and Kempter[68] 
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determined v as 0.191, Warren[67] determined v as 0.20 and Baranov et.al estimated[70] v to be 

0.23. There is no exhaustive data on the dependence of v on temperature and C/Zr ratio[43]. 

However, Baranov et.al[70] has noted a marginal dependence of v on the C/Zr ratio at 300K, i.e 

0.21-0.23 for ZrC0.77-ZrC0.96.  

After obtaining the Young’s modulus and Poisson’s ratio, the shear modulus can be calculated. 

Chang and Graham[69] calculated a value of 172 GPa, Brown and Kempter[68] measured 162.3 

GPa, Warren[67] measured 167 GPa and Baranov et.al measure 158 GPa[70]. This can be 

calculated from the equation: 

01 = 15 (�(( − �(� + 3���)   !2$   03 = 5(�(( − �(�)���4��� + 3(�(( − �(�)                                          (1.7) 

 

Gv and GR are the upper and lower bound of the shear modulus respectively. The average shear 

modulus is then calculated from the upper and lower bounds. For design purposes, a room 

temperature shear modulus of ~167 GPa for ZrC1.0 is recommended[43]. No exact correlation of 

the shear modulus with temperature and C/Zr ratio has been determined due to the limited 

amount of information on the correlation of temperature and C/Zr with the Young’s modulus and 

Poisson’s ratio. 

The hardness properties of ZrC has been studied using indentation hardness. Indentation 

hardness is a property used to represent the material’s resistance to local plastic deformation. 

TMC’s are generally known to be hard and is related to the strong hybrid ionic-covalent bonds. 

The strong Zr-C bonds tend to prevent plastic deformation, resulting in brittle failure in response 

to an applied load[43]. ZrC has anisotropy in hardness and strength[74]. Deformation in ZrC 

normally occurs on the preferred {111}< 1151 > and {110}< 1151 > [74]. In ZrC, the high 

directionality of the covalent bonds typically inhibits slip on the close-packed {111} planes and 

hence the strength of those bonds results in low dislocation mobility and brittle fracture at lower 

temperatures[43]. The critical resolved shear stress of the refractory ZrC is also dependent on the 

Zr/C ratio. The hardness depends on the bond strength and density, presence of second phase and 

elastic modulus. As such, there is the expectation that, presence of missing Zr-C bonds in sub-
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stoichiometric or excess carbon in a form of graphite in carbon-rich ZrC will alter the strength to 

a large extent. 

 

3.2.3 Point Defects of ZrC 

 

As ZrC is widely used in nuclear applications, there is the likelihood of atomic displacements in 

radiation environments which results in the creation of various defect structures such as point 

defects and defect clusters. These can lead to degradation of a material as a structural component 

as well as diffusion barrier for fission products[75]. There are reports that ion irradiation of a 

nearly stoichiometric ZrC results in an increase of the lattice parameter and that irradiation 

introduces high internal stress[76]. These phenomenon are all related to the generation of point 

defects in ZrC. There is lack of comprehensive studies on the most stable defect structures of 

ZrC. 

ZrC is known to contain a large number of carbon vacancies and the properties of which are 

related to the broad compositional homogeneity of ZrC, normally at 38-50 at. % C at 500 oC[8], 

[61], [77]. A very common characteristic of group IV TMC’s is a high vacancy concentration on 

the nonmetal sublattice[8].  

A few groups have studied the formation and effect of defects in ZrC by theoretical means. Li 

et.al[61] calculated vacancy formation energies using ab initio methods. They calculated the 

carbon vacancy formation energy using a 63 atom supercell as 1.16 eV based on DFT 

calculations and 1.51 eV using interatomic potentials. Another group[78] has also used quantum 

mechanical calculations to study carbon vacancy formation in ZrC. They calculated the defect 

formation energies of substoichiometric ZrC structures ranging from 10% C to 75% C and they 

observed ZrC to be stable down to ZrC0.5. Also, classical molecular dynamics has been used to 

study the radiation damage of ZrC and the associated defects produced[79]. The authors 

observed the most of Zr interstitials form a Zr-Zr dumbbell in the [111] direction and the C 

interstitials either remain isolated or they form a C-C dumbbell in the [111] direction. The 

number of anti-site defects found in the study was however small. Kim and Morgan[75] used ab 

initio calculations to study both vacancies and interstitial defects. They found C vacancy has the 
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lowest formation energy, indicating the ease with which C vacancies in ZrC are formed and this 

corresponds to the C poor ZrCx with wide compositional homogeneity. They also found the next 

most energetically favorable defect to be C interstitials. They examined the C and Zr interstitial 

structures by calculating defect formation energies (DFE) from initial interstitial atom positions 

displaced from an on-lattice atom along a high symmetry crystallographic orientation. The 

observed the most stable C interstitial to be a C-C-C trimer on the [101] direction, with a DFE of 

3.56 eV/defect and a separation distance of 1.389 Å. A relatively close in energy, thus DFE of 

3.82 eV/defect is the C tetrahedron in the [111] direction. These close values suggest that the C 

interstitial might diffuse easily using atom jumps between these two sites[75]. 

 

4. Reactivity of H2, H2O and O2 on ZrC surfaces 
 

In this section, a survey is presented on what has been studied so far concerning the reduction, 

oxidation and hydration of ZrC surfaces. It is necessary to study the reactivity of these molecules 

with ZrC as it yields in more insights on the functionalization of ZrC surfaces for further grafting 

polymeric precursors.  

 

4.1 Reactivity of Oxygen with ZrC 
 

ZrC is highly susceptible to oxidation. This oxidation begins at a relatively low temperature 

compared to SiC for example. Various parameters are used to characterize the oxidation of ZrC. 

These parameters include temperature and oxygen partial pressures. The affinity of ZrC for 

oxygen has in some cases been utilized by using the material as an oxygen getter in uranium 

oxide tri-isotropic (TRISO) fuels[80]. Reports on ZrC oxidation shows that ZrC is susceptible to 

rapid oxidation depending on temperature, porosity, partial pressure of oxidative and reductive 

gas species, carbon content and impurities[2], [3], [81]. Oxidation of ZrC results in complete 

spalling at elevated temperatures (T > 870 K) especially in high oxygen partial pressure 

environments (~130 kPa) [3], [82] even though oxidation does not affect ZrC at room 

temperatures. In temperatures exceeding 1500 K with sufficient partial pressures of oxygen, ZrC 
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is known to passivate and the resulting zirconia undergoes limited but yet considerable sintering 

contribution to improved structural integrity in certain conditions[2]. 

According to Rama [83], the oxidation of ZrC initiates at temperatures close to 550 K in lower 

oxygen partial pressure environments (1-50 kPa) while significant oxidation has also been 

observed only above 970 K at atmospheric pressures[81]. The oxidation normally results in the 

formation of zirconia but ZrC goes through an intermediate oxycarbide phase before the zirconia 

appears[84], [85]. The formation of the oxycarbide is rapid and it is well expected as oxygen is 

known to dissolve in ZrC[86], [87]. At high oxygen partial pressures (~100 kPa), the reaction is 

controlled by the phase boundary reaction and the activation barrier is estimated to be ~2 eV at 

723 < T < 853 K [83], [85]. At temperatures below 873 K, there is evidence in the literature[81], 

[83], [84] on the presence of zirconia and free carbon in the ZrC scales.  

An overall reaction for the oxidation of ZrC as summarized by Rama [83] is given as: 

 ��� + (� (1 − �)�� → �����(7� + (1 − �)�                                                                            (1.8) 

 

�����(7� + 12 (1 + 3�)�� → ���� + ����                                                                        (1.9) 

 

The liberated carbon appears as uniformly suspended inclusions within the zirconia layer and the 

oxidized layer is reported to be amorphous ( < 2 nm) and consisting of very small sized zirconia 

particles and free carbon[88]. With the formation of this layer, diffusion of oxygen assumes 

control of the reaction rate as the later starts to grow[81], [83]. The activation energies measured 

for this process are ~1.4 eV at 653 < T < 873 K [83], [84] under isothermal oxidation conditions 

and ~1.2 eV at 550 < T <1300 K [83] for non-isothermal conditions. The processes seems to be 

preferential zirconium oxidation since no significant carbon is expected to oxidize at these 

temperatures which results in the production of only limited amounts of CO2[43]. As temperature 

is increased, > 870 K, cubic zirconia starts to nucleate from the amorphous zirconia and the 

crystals start to grow. Further increase in temperature causes the cubic zirconia crystals to grow 

larger, ~10 nm and carbon starts to oxidize to form CO2 gas[83]. As the temperature is increased 
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beyond 1070 K at lower oxygen partial pressures, < 50 kPa, there is the formation of tetragonal 

and monoclinic zirconia[3], [89] in the oxidized layers and the production of CO2 gas increases 

with increased oxidation of carbon[81]. The escaping CO2 gas leave behind voids which appear 

as additional porosity in the zirconia layer. At higher temperatures above 1270 K, stress is 

exerted by the growth of monoclinic zirconia at the grain boundaries and the pressure exerted by 

the increased CO2 gas initiates inter-crystalline fracture in the already porous layer[2] and it is 

clear from these observations that the oxidation will have an adverse effect on the strength of 

ZrC. Increasing temperatures above 1470 K causes the porous monoclinic zirconia to sinter and 

densify, acting as a barrier for further diffusion of oxygen atoms[2] to reach the ZrC substrate 

and the oxidation turns passive as long as the zirconia scale remains intact[43].  

Data in the literature indicates that the oxygen partial pressure affects the mode of oxidation and 

the rate of the reaction with the rate increasing with the pressure at low temperatures[83]. A 

mechanistic presentation of the oxidation process of ZrC assuming a constant partial pressure of 

oxygen and increasing temperature is shown in figure I.4. 
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Figure I.4. Mechanism of oxidation on ZrC surface. The figure is adopted from reference [43]. 

(a) is ZrC at room temperature, (b) is formation of oxycarbide, (c) carbon precipitation with the 

formation of amorphous zirconia, (d) initiation of formation of low levels of CO2 gas due to the 

oxidation of C, (e) monoclinic and tetragonal zirconia appears in addition to large (>10nm) cubic 

zirconia crystals still present at the interface, (f) zirconia starts to sinter as the temperature is 

increased and it creates a barrier for oxygen diffusion. 

 

Several accounts are given in the literature concerning studies on the adsorption and reactivity of 

oxygen with the different facets of ZrC crystals. 

Arya and Carter[62] had previously studied the stability of the different ZrC surfaces using 

surface energies and density of states calculations. They determined the stability of the surfaces 

to be in the order (100) > (111) > (110). The (100) surface being more stable than the (111) 

surface was confirmed by Ozawa et.al [90] when they used core level photo emission 

spectroscopy (PES) and X-ray absorption spectroscopy (XAS) studies to the co-adsorption O2 
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and Cs on ZrC(111) surface. The authors concluded that the ZrC(111) surface is terminated with 

Zr layer. They also observed the (111) surface to be more reactive towards gas adsorption than 

the (100) surface.  

Ozawa et.al. [91] used ultraviolet photoemission spectroscopy (UPS) to study the adsorption of 

oxygen on clean and potassium modified ZrC(111) surface. Oxygen is observed to adsorb 

dissociatively to form a 9√3 x √3<=30> structure at 0.4-0.8 L coverage and a (1 x 1) structure 

after further exposure on the clean ZrC(111) surface at room temperature. Adsorption of the 

dissociated to oxygen atoms is at three-fold hollow site on the ZrC(111) from analysis of O 2p 

peaks. The authors used a single crystal of ZrC0.9 and the oxygen atoms are in a single adsorption 

state irrespective of the oxygen coverage. Noda et.al [92] also used Angle resolved PES 

(ARPES) to study the adsorption of oxygen on a ZrC(111) surface. They used a ZrC0.93 crystal 

for the analysis. They observed oxygen to dissociatively adsorb at room temperature and forms a 9√3 x √3<=30> overlayer at 0.4-0.8 L coverage and also a (1 x 1) overlayer is formed after 

further exposure to oxygen. The oxygen 2?�, 2?� !2$ 2?@ derived bands are formed at nearly 

the same binding energy region indicating that the O 2?�, 2?� !2$ 2?@ orbitals have equal 

contributions to the chemisorption bonding on the (111) surface.  

Noda et.al [93] also used PES to study the oxidation of ZrC(111) surface between room 

temperature and 1000 oC. At room temperature, oxygen adsorbs dissociatively forming a (1x1) 

overlayer. Thus at room temperature, oxygen adsorbs dissociatively and settles at a site above the 

surface plane while it penetrates the surface and settles at a subsurface site at elevated 

temperatures. The O atom is proposed to adsorb on the three-fold hollow site (between three 

surface Zr atoms) beneath which the carbon atom in the second layer is absent at room 

temperature[93]. The authors observed an increase in the work function of the surface (∆∅ = 1.0 eV) at saturation. The work function decreased to (∆∅ =  −0.55 eV) for oxidation at 1000 
oC and the adsorbed oxygen penetrates the surface the surface and settles at a subsurface site at 

1000oC. A peak caused by O 2p induced bonding state of dissociatively adsorbed oxygen 

develops at 6.0 eV.  

Vojvodic et.al [94] studied atomic and molecular adsorption of various species including oxygen 

on TMC (111) surfaces using DFT. They used a stoichiometric ZrC(111) slab with Zr terminated 
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on one side and C terminated on the other side of the slab. They studied atomic adsorption of O 

on ZrC (111) surface and observed the O atom to adsorb at fcc hollow site between three surface 

Zr atoms. In a study on the adsorption of oxygen on the (100) surface of ZrC, VinGes et.al [95] 

used periodic DFT, employing both PW91 and PBE exchange correlation functionals. They 

studied different configurations of oxygen adsorption on the (100) surface and observed oxygen 

to preferentially adsorb at an mmc site (between two metal atoms and one carbon atom) and also 

ontop metal configurations of the oxygen atom were observed to be the most stable. They 

observed changes in the work-function of the (100) surface which is induced by the presence of 

adsorbed oxygen. The same group [96] also carried out a systematic DFT study of molecular O2 

adsorption and dissociation on the (001) surface of group IV-VI TMC’s usnig the projector 

augmented wave (PAW) formalism using the PW91 GGA functional. An O2 coverage of 

0.5MLwas used with a 9√2 x √2<=45> unit cell. O2 was found to adsorb molecularly on two 

different sites with similar adsorption energies (either bridging two metal atoms or placed 

directly on top of a metal atom). In order to understand the nature of interaction of O2 with the 

TMC surfaces, Bader charge analysis was used together with projected DOS and electron 

localization function (ELF) plots. They observed the most stable adsorption modes are oxygen 

bridging two metal atoms with adsorption energy 0.87 eV and oxygen ontop of metal with 

oxygen atoms pointing to the neighbor carbon atoms with adsorption energy of 0.69 eV. There is 

an elongation of oxygen molecule inter-nuclear distance from 1.24 Å in vacuum to values around 

1.35 Å. The authors also calculated the activation barrier from the molecularly adsorbed O2 to 

the dissociatively adsorbed oxygen atoms. Rate constants for O2 dissociation were also 

calculated from transition state theory using the vibrational frequency in the harmonic approach 

to estimate the entropy contribution to the free energy. The reported rate constants are at 300 K 

and reveals the group IV TMC’s as the most active systems for O2 dissociation due to their high 

rate constants.  

In a photoelectron study by Shin et.al [97] on a ZrC0.93 crystal, UPS and XPS were used to study 

the oxidation of ZrC(100) surface with exposure to O2 at room temperature. Carbon atoms on the 

surface get depleted and substrate Zr atoms are oxidized. A zirconium oxide layer is proposed to 

be formed at lower coverage of < 3 L and this ZrO-like layer becomes a ZrOx (1 < x <2) state 

with further O2 exposure. Oxygen adsorption is observed to be nearly saturated at ~30 L. At 

more than 10 L exposure of O2, the O 1s peak state settles at 530.6 eV with an asymmetric line 
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shape showing that at least, two types of adsorbed species are present on the ZrC(100) surface. 

The peak at higher binding energy (B.E) is termed I( and the peak observed at 530.6 eV is 

termed I�. The authors tentatively assigned the I( !2$ I� states to Zr=O species and Zr oxide 

respectively. These two peaks however overlap at low coverage. The C 1s peak intensity reduced 

significantly with O2 exposure and hence shows C atoms in the surface region are depleted by O2 

exposure, probably due to their desorption as CO or CO2 molecules. They also observed that, as 

the ZrC(100) surface is exposed to 100 L of O2 at 300 oC, a peak associated with the I( (532.3 

eV) is removed and only a peak associated with the I� state is observed at 530.6 eV evidencing 

the formation of ZrO2 on the carbide surface. As the surface is heated at > 500 oC, the peak shifts 

to higher B.E with increasing heating temperature and finally settles at 530.9 eV at ≥ 900>�. 

The extraction of C atoms and the oxidation of Zr atoms occur simultaneously at low coverage. 

The 3d5/2 and 3d3/2 peaks of oxidized Zr atoms are observed at 180-181 eV and 182-183 eV 

respectively at low coverage (< 3L) while for higher O2 exposure, a shift at higher energy (182-

184 eV) is observed. In a separate work by De Gonzalez and Garcia[98] observed the 3d5/2 and 

3d3/2 at 179.7 eV and 182.0 eV respectively for (ZrO)1 while assigning them as 180.7 and 183.0 

eV for (ZrO)2. They concluded that a ZrOx (1 < x < 2) oxide layer is formed upon exposure to 

10-100 L of oxygen at room temperature.  

Håkansson et.al [99] conducted high resolution core level study of ZrC(100) surface and its 

reaction with oxygen. They used ZrC0.92 crystal for the studies. A dissociative adsorption of 

oxygen on the ZrC (100) surface is recorded in the valence band. The binding energy of C 1s 

peak in the bulk was initially observed at 281.5 (±0.1) eV. For the clean surface, the binding 

energies were determined to be Zr 3d5/2 level at 179.05(±0.05) eV and a spin orbit split of 2.40 

eV. The authors identified ZrO2 growth by a shifted Zr 3d component and this component is 

shifted by +4.2 eV. A suboxide is identified by an intermediary shifted Zr 3d component with a 

chemical shift of between +1 and +2 eV. However, the formation of suboxide complexes 

involving carbon seems unlikely. Oxidation studies on pure Zr metal has also revealed formation 

of suboxide layer at initial stages with exposure of < 10 L and ZrO2 growth at larger exposures of 

oxygen[100].  

Rodriguez et.al [101] combined photoemission spectroscopy with DFT to study the interaction of 

oxygen with ZrC(001) surface. ZrC0.96-0.99 bulk stoichiometry was used and O2 was dosed to 
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the surface at 300 or 500 K. Both PW91 and RPBE exchange functionals were used. Oxygen was 

observed to adsorb dissociatively into a site between two surface Zr and one surface C atom and 

the ��(KLM) → 2�LNM reaction is very exothermic. The oxygen coverage has substantial effect on 

oxygen adsorption energy. The observed O 1s peaks at 531-528 eV denotes presence of atomic 

oxygen on/in the carbide surface/interface. At higher oxygen exposure, curve fitting showed at 

least two types of oxygen species in the carbide samples. The O 1s peak at ~528.8 eV is close to 

the position of ZrO2 as observed by other groups[102] and thus the presence of ZrOx on the 

surface together with O atoms chemisorbed on ZrC can be suggested. However, the Zr 3d5/2 peak 

position never reached the value of 182.5 eV characteristic of pure ZrO2[102] even after dosing 

at 100 L of O2 at 500 K. C 1s spectra shows peaks at 283.4 and 281.9 eV and the relative 

intensities shows about 40% of the C atoms near the surface has been perturbed of oxygen and 

thus the C 1s peaks shift between 1.3-1.6 eV. This points to strong interaction of O and the C 

sites either by � ↔ � exchange at the surface or Zr – C bond being replaced by Zr – O and C – C 

bonds. At 500 K, oxidation of the surface is observed to be fast and clear features of ZrOx are 

seen in the O 1s and Zr 3d core level spectra. The calculations show a � ↔ � exchange being 

exothermic on ZrC(001) surface and the displaced C atoms bond to mmc sites. In the 

O/ZrC(001) interface, the C atom plays an important role in determining the behavior of the 

system. More details into the process of oxidation on the surface was carried out with DFT 

calculations. The carbon atoms displaced from the surface could react with O adatoms to form 

gaseous COx species as observed by others[103] and thus the O and C could combine to generate 

adsorbed CO but this reaction pathway was found to be highly endothermic on the ZrC(001) 

surface. The formation and removal of CO on the surface is shown in figure I.5. 
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Figure I.5. Formation of CO on ZrC(001) surface. (a) is initial adsorption of 0.5 ML of O on the 

ZrC(001) surface with each unit cell containing two O atoms (red). One of the O atoms insert 

into the surface and the other forms CO with the displaced carbon as in (b). In (c), the CO has 

desorbed from the surface. C atoms are dark grey and Zr atoms are light grey. Figure adapted 

from reference [101] 

 

As such, the removal of carbon by a single oxygen is essentially impossible. The unfavorable 

nature for such a process is due to the existence of carbon vacancies in the carbide surface but 

the vacancies can be avoided if the oxygen coverage is large. For further analysis, the authors 

observed two O atoms work in a cooperative way to remove one C atom from the surface as 

shown in figure I.5. The mechanism for removal of a C atom from ZrC(001) as CO gas involves 

a minimum of two O adatoms, one to take the place of the carbon atom in the surface and the 

other for the generation of CO.  

Instead of focusing on the adsorption and oxidation process of the ZrC surfaces, other studies 

have concentrated on studying the electronic structure of the oxide layer formed on ZrC surfaces. 

Kitaoka et.al [104] used ARPES to study the electronic structure of Zr suboxide layer on 
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ZrC(100) surface. A ZrC0.93 single crystal was used for the study. As the (100) surface is exposed 

to O2 at room temperature, the C atoms in the substrate are depleted probably due to desorption 

as CO or CO2 molecules and the substrate Zr atoms react with oxygen to form Zr oxides. A 

disordered ZrOx (1 < x < 2) state was observed at more than 10 L oxygen exposure. At elevated 

temperatures of the exposed surface, the disordered ZrOx layer is reduced without desorption of 

O atoms and the ZrOx layer is formed by heating at ~1000 oC. The thickness of the ZrO-like 

layer could not be determined. The surface gave a well-defined sharp (1 x 1) LEED pattern and 

there was enhancement in the surface reactivity which is closely related to the modification of 

the surface electronic structure through the ZrO-like layer formation. Shimada et.al [105] also 

studied the electronic structure of suboxide films on ZrC (001) surface using DFT. The structure 

of ZrO-like film on the (100) surface is characterized by a band around 6 eV and a band around 

the Fermi-level in analysis of DOS plots. The film is observed to be mostly ionic. The suboxide 

has a rippled structure with the metal and oxygen atoms displaced vertically downward and 

upward respectively. The thickness of the experimentally obtained film was estimated to be 1.2-

2.4 Å.  

In a separate study, Shimada et.al [89] studied the ZrC//ZrO2 interface by oxidation of the ZrC 

single crystals. A ZrC0.97 crystal was oxidized isothermally at temperatures of 600-1500 oC in a 

mixed atmosphere of O2 and argon with O2 partial pressures of 0.02-2 kPa for 1-20 hrs. Preferred 

orientations of tetragonal or monoclinic ZrO2 were occasionally observed on the surface with 

carbon films at the interface. The tetragonal ZrO2 particles at several tens of nanometers in size 

were dispersed in the carbon films. XRD patterns on the crystal oxidized at 600 oC for 1 hr and 

O2 pressure of 2 kPa shows the presence of cubic ZrO2 together with the substrate ZrC. After 10 

hrs oxidation, (110) orientation of tetragonal ZrO2 occurs with appearance of small peaks of 

monoclinic ZrO2. Further oxidation for 20 hrs still resulted in strong (200) peaks of tetragonal 

ZrO2 with gradual growth of monoclinic ZrO2. At 700 oC, mix phases of monoclinic and 

tetragonal ZrO2 appears. The XRD results showed preferred (110) or (200) orientation of 

tetragonal ZrO2 or a preferred (200) or (220) orientation of monoclinic ZrO2 on oxidation of the 

(200) or (220) planes of a ZrC crystal respectively. Also high temperature oxidation at 1500 oC 

revealed tetragonal and monoclinic ZrO2 from transmission electron microscopy electron 

diffraction (TEM-ED).  
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4.2 Reactivity of Hydrogen with ZrC 
 

There is a limited amount of data in the literature concerning adsorption and reactivity of 

hydrogen with ZrC. Vojovodic et.al [94] used periodic DFT calculation to study the adsorption 

of atomic hydrogen on ZrC(111) surface. They used a stoichiometric ZrC(111) slab and applied 

polar corrections. The RPBE exchange correlation functional was used for the calculations. 

Hydrogen atom was observed to adsorb at fcc hollow sites between three surface Zr atoms.  

Matskevich and Krachino [106] studied hydrogen adsorption on ZrC by thermodesorption 

method. Hydrogen thermodesorption curves were taken after various exposures at the 

temperatures between 300 – 1450 K. They determined an initial hydrogen adhesion coefficient of 

S0=0.03±0.02 and desorption temperatures in the range of 750-1000 K.  

Zhang et.al [107] studied the electronic structure of hydrogen-adsorbed ZrC(111) surfaces and 

observed that the adsorbed hydrogen atoms are preferably at hollow sites in which the third layer 

Zr atoms sit directly below them and in this case, the H 1s induced state is separated from the 

bulk states.  

Aizawa et.al [108] studied hydrogen adsorption on TMC (111) surfaces. They also observed 

hydrogen to adsorb dissociatively on the (111) surface in a three-fold hollow site. They used 

ARPES to study the hydrogen adsorption and the H-induced site appeared at Ef - 6.5 eV where Ef 

is the Fermi energy level. Electron energy loss spectroscopy (EELS) was used to study the 

vibrational frequency of H and D on the ZrC(111) surface. The H-vibrational frequency was 

observed to vary with the coverage and this might be caused by a lateral interaction between the 

adsorbate for example a dipole – dipole interaction or an interaction through the substrate metal 

atom. The observed hydrogen frequency is 113.5 meV (915.4 cm-1) 

Tokumitsu et.al [109] also studied the interaction of hydrogen with ZrC(111) surface with 

ARPES. ZrC0.9 single crystal was used for the study. At room temperature, hydrogen adsorption 

was observed to attenuate the (111) surface induced states and causes an H 1s induced split-off 
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state at 6.5 eV at the gamma point at saturation coverage. The hydrogen induced states appear at 

6.0 – 6.5 eV and the saturation is reached at about 1.4 L exposure of H2. The new H 1s band at 

~6.0 eV indicates the state is a split-off from the bulk Zr 4d – C 2p band through the bonding 

interaction, similar to the case of many metal – H systems. The work function of the (111) 

surface is reduced from 4.6 eV to 4.3 eV at the saturation coverage.  

 

4.3 Reactivity of Water with ZrC 
 

The reactivity of water with ZrC surfaces is very important to consider due to the ubiquitous 

presence of traces of water in air and other environmental conditions. There is very limited 

amount of data concerning the hydration of ZrC nano particles.  

There has been no reports on the hydration of ZrC(111) and (110) surfaces. The (100) surface is 

known to be inert towards H2O adsorption. However, the (100) surface is also known to be 

activated and a ZrO-like layer is formed and covers the surface and this causes dissociative 

adsorption of H2O into OH and atomic O species [104]. The authors in reference [104] observed 

that, and induced state at the Fermi-level due to the ZrO-like layer on the ZrC(001) surface was 

responsible for H2O dissociation. Thus the suboxide film modifies the electronic structure of the 

(100) surface.  

In a separate work, Kitaoka et.al [110] studied the interaction of H2O with oxygen-modified 

ZrC(100) surface using XPS and UPS at room temperature with ZrC0.93 single crystal. The ZrO-

like layer on the (100) surface has an interesting property of a work function which is lower than 

that of the clean surface by 0.6 eV and the DOS around the Fermi level is increased. From the 

XPS analysis, a peak observed at 531 eV is ascribed to the O 1s level of O atoms in an ordered 

ZrO-like layer. A small peak appears at ~533 eV which is not resolved and is also observed in a 

spectrum of ZrC(100) surface exposed to 50 L O2. This peak could be attributed to either O 

atoms which have less negative charge than those in the ZrO-like layer or O atoms surrounded 

by more positively charged Zr atoms than those in the ZrO-like layer but details of this peak is 

still not known. As the ordered ZrO-like surface is exposed to 1 L H2O at room temperature, the 

two O 1s peaks grow at 530.4 and 532.3 eV, indicating that H2O adsorbs forming two types of 
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adsorbed species. No water-induced features are observed in XPS or UPS when the ZrC(100) 

clean surface is exposed to H2O at least up to 10 L at room temperature. Moreover, as the ZrO-

like surface is exposed to 1 L of O2 instead of H2O, two peaks appear at 530.4 eV and 532.3 eV 

but the peak at 530.4 eV now becomes dominant. As such, the authors confirmed the complete 

indication of the peak at 530.4 eV at the O 1s emission from an atomic O adsorbate formed from 

the complete dissociation of H2O or O2. The peak at 532.3 eV is thus attributed to the O 1s 

emission from the hydroxyl species formed through partial dissociation of water.  

Moreover, according to Noda et.al [92] during the studies on oxygen adsorption on ZrC(111) 

surface, there was the appearance of an additional hump or peak grow at ~7.0 eV for 0.5 L O2 

exposure and they tentatively attributed this to the emission from the small amount of OH 

species formed by adsorption of H2O included in the residual gas because previous studies 

(unpublished work by Noda et.al) had shown that H2O adsorbs dissociatively on the unsaturated 

O/ZrC(111) surface to form OH species whose 1π state is found at 7.0-7.5 eV whereas H2O does 

not adsorb on the saturated ZrC(111) (1 x 1) – O surface.  

 

5. Grafting of Polymeric Precursors on ZrC  
 

SiC ceramics derived from polymers are known for their outstanding properties at high 

temperature[112], [113]. The conventional method that has been used in producing ZrC/SiC 

composites is to use conventional powders of silicon carbide and zirconium which are mixed and 

then sintered. However, a problem with this method arises from the step of homogenization of 

the powder mixture which makes it suitable to use pre-ceramic precursors[114], [115]. The aim 

of our program is to coat the ZrC surface with SiC. The current method is to use a pre-ceramic 

polymer for the SiC, these polymers having silicon-bonded substituents. In this section, a survey 

is provided on all available studies carried out on grafting of organic and polymer precursors on 

ZrC surfaces. Only a limited number of investigations are available on the grafting of polymeric 

precursors on ZrC. This is done after initial functionalization of the ZrC surface with other 

molecules such as water to produce hydroxyl groups. However, the only available surface 

modification in the literature for ZrC is oxidation[111]. 
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In a recent approach, a preparation of ZrC/SiC composites has been achieved by coating the pre-

ceramic polymer SiC on the ZrC particles[116]. The study showed interactions between the vinyl 

groups of polycarbosilan (PCS) and metallic zirconium in ZrC. The affinity of the vinyl groups 

on ZrC surface has been exploited for the synthesis of polyvinylsilanes which allows improved 

microstructural homogeneity of the resulting composite[116]. The nature of the grafting of the 

polymer precursor of SiC on ZrC has however not been addressed. The molecules used for 

functionalizing the ZrC surface also has an effect on nature of grafting of the polymeric 

precursor. Aside oxidation, several other molecules for functionalizing the ZrC surface have 

been suggested and they include ammonia and radicals of azo initiators[117].  

Instead of modifying the ZrC surface for the grip of polymers, other groups[118] have achieved 

the gripping of these polymers on inorganic surfaces by surface modification of silica particles, 

for example to modify the surface hydroxyl groups in more reactive functions such as Si-Cl. 

After this modification, a first step in functionalizing the surface of the nanoparticles is achieved 

using chloro-silanes with at least two functional Si-Cl groups in the case of Me2SiCl2. The Si-Cl 

residual having a group that has not reacted with the nanoparticle surface is then exploited to 

introduce an anionic macromolecular chain (polystyrene, polybutadiene) or others obtained by 

polymerization without transfer reactions or terminations[118]. This method is termed as 

grafting-to since it can covalently bind a macromolecular chain already synthesized. A scheme 

for the functionalizing inorganic surfaces with Me2SiCl2 is shown in figure I.6. 

 

  

Figure I.6. A scheme for functionalizing inorganic silica surfaces with Me2SiCl2 after initial 

functionalization with water. Figure is adapted from reference [118] 

 



 

49 

The final grafting-to approach for grafting the macromolecule onto the functionalized nano-

particle surface is shown in figure I.7.  

Another approach called grafting-from can be utilized to grow the macromolecules directly after 

attachment of a reactive monomer to the surface of the nanoparticle. Moreover, the hooking of 

covalent organic macromolecules on inorganic has not yet been described for ZrC. 

 

 

Figure I.7. Functionalization of silica surfaces with Me2SiCl2, Me3SiCl, SiCl4 and 

SiMe(CH2CH2CN)Cl2 in the grafting-to approach. Figure is adapted from reference [118]  
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6. Program of Research  
 

As has already been discussed in the literature survey, there has been no attempts or whatsoever 

to control oxidation of ZrC nano particles in order to make use of the excellent physical and 

mechanical properties that make ZrC suitable for a wide range of applications. Our goal is thus 

to develop a method for oxidation control on ZrC nano particles. Our method of choice is to coat 

the ZrC surface with SiC which forms protective layers on ZrC at higher temperatures but are 

resistant to the formation of oxides at lower temperatures of 300 – 600 oC, typical of ZrC. Our 

design approach is shown in figure I.8. 

 

 

Figure I.8. Core/Shell strategy for synthesizing ZrC/SiC nanocomposites 

 

 The main questions that need to be addressed in this project are: (1) nature, stability and 

properties of the various ZrC low index surfaces (2) The reactivity of ZrC surfaces with oxygen, 

water and other small inorganic molecules of interest (3) Studies and characterization of 

interfaces existing between oxide layers and ZrC (4) Functionalization of of ZrC surfaces (5) 

grafting of polymeric precursors on functionalized ZrC surface.  

As this work is part of a multi-institutional project, the theoretical and modeling part carried out 

will approach the listed problems in the following way: 

• Initial studies and characterization of various bulk properties of ZrC 
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• Studies into all three low index surfaces of ZrC namely (100), (110) and (111) surfaces. 

The stability and properties of the various surfaces will be addressed and the most stable 

surfaces will be selected for the further reactivity studies.  

• A different approach will be taken into studies on oxidation of ZrC nanoparticles by 

considering all three surfaces. The adsorption and reactivity studies at 0 K temperature in 

DFT will be linked to practical environmental conditions through atomistic 

thermodynamic modeling and equilibrium crystal shapes will identified. This part will 

also include studies on adsorption and reactivity with other small molecules like 

hydrogen  

• Any interfaces existing between ZrC and oxide layers formed will be addressed with 

different approaches. 

• Functionalization of ZrC surfaces will be done initially with water and if needs be, other 

organic molecules will be considered.  

• Final grafting of polymeric precursors with different Si containing macromolecules will 

be studied in full detail. 
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1. Theories and Backgrounds 
 

As this part of the project involves the use of physical theories in modelling the properties of 

relevant material systems at the nano-scale level, this chapter introduces the many body theories 

utilized in condensed matter physics that is applied to the study of solid state systems and 

adapted for complex molecular systems as well. In this regard, a description of the relevant 

theories, equations and methods utilized in this project are provides. In this respect, the energy 

and all other observable physical quantities of a system can be obtained through the solution of a 

set of equations at the quantum level that embodies all relevant information of the system.  

This chapter starts with a description of the quantum mechanical equations that governs the 

physical properties of many body systems through solution of the many body Halmitonian of the 

system. The different approaches used in solving the many body Halmitonian such as the Hartree 

Fock method are discussed with the higher order corrections for accurate description of the 

system. The density functional theory (DFT) method which is used for this work is further 

discussed. The theories behind implementation of DFT to periodic systems are included. A 

further description of the theories used in ab-initio molecular dynamics (MD) simulations, 

methods for calculating activation barriers, density of states (DOS) implemented in the DFT 

formalism and atomistic thermodynamic approaches that are combined with the electronic 

structure calculations are provided here.  

 

2. Many body Hamiltonian 
 

The total energy problem of many body systems are represented by the total Hamiltonian of the 

system, Ĥ. This Hamiltonian is given by: 

Ĥ = − ℏ�2S ∆ + T                                         (2.1) 

 



 

66 

∆ is the Laplacian operator and V is the potential energy of all particles. Application of the 

Hamiltonian to the total wavefunction of the system, Ψ yields the non-relativistic Schrödinger 

equation: 

ĤU = VU                                              (2.2) 

 

The wavefunction Ψ is assumed to contain all information of the system and it depends on all the 

electronic and nuclear coordinates of the system. E is the total energy of the system. The 

Halmitonian operator, Ĥ thus contains both kinetic energy and potential energy of the system. 

Equation 2.2 can then be rewritten as: 

                                      − ℏW�X ∆U + TU = VU                                  (2.3)                               

 

Equation 2.3 is an eigenvalue problem with the total energy E as the eigen value and the 

wavefunction Ψ as the eigenvector. Definition of boundary conditions are required to solve the 

eigenvalue problem. In order to relate the purely quantum mechanical property Ψ to physical 

properties, the concept of observables are introduced for which the total energy E is an example. 

According to the postulates of quantum mechanics, squaring the eigenvector (Ψ) yields the 

probability density of finding the system at a point in space, the integration over all space yields 

a probability of 1, for which the system is said to be normalized.  

Since the many-body problem involves all particles such as electrons and nucleus of the system, 

the total Hamiltonian is divided into the kinetic and potential energy parts as: 

�Y = Z[ + T[                                              (2.4) 

The Laplacian kinetic energy operator Z[  is divided into both the electronic part, Z\Y  for all Ne 

electrons and Z]̂ for all Nn nuclear cores.  Thus the kinetic energy operator becomes: 

Z[ =  Z\Y +  Z]̂                                           (2.5)  
 

Comparing equations 2.1 with 2.4, the kinetic energy operator can then be written as: 
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Z[ = − _ ℏ�2S ∆`
a,bc(                                      (2.6)  

 

For Z\Y  the summation in equation 2.6 runs over i, the mass m of the electrons is me, N becomes 

Ne and the Laplacian operator becomes ∆i. In terms of the nuclear kinetic energy operator, the 

summation runs over k, the mass m of nuclear cores become Mn and the nuclear Laplacian 

becomes ∆k.  

Moreover, the potential energy term T[  of equation 2.4 involves attractive and repulsive 

potentials between the electrons and the nuclear cores. The potential energy operator is separated 

into the electron-electron interaction term T[ ee, the electron-nuclear electrostatic interaction term T[ ne and the nuclear-nuclear repulsive term T[ nn. The total Hamiltonian is then written as: 

�Y = Z[\ + Z[] +  T[\\ +  T[]\ +  T[]]             (2.7) 

  

The different potential energy operator terms are defined as: 

dee
ef
eee
g T[\\ =  _ _ h��ai

`j
ika

`j
ac(

T[]\ =  − _ _ h��b�ab
`l

bc(
`j

ac(
T[]] =  _ _ h��b�m=bm

`l
mkb

`l
bc(      

                        (2.8) 

 

The many body Hamiltonian can finally be written as: 

�Y = − _ ℏ�2S\ ∆a
`j

ac( − _ ℏ�2#] ∆b
`l

bc( + _ _ h��b�m=bm
`l
mkb

`l
bc( + _ _ h��ai

`j
ika

`j
ac( − _ _ h��b�ab

`l
bc(

`j
ac(                   (2.9) 
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In equation 2.9, Rkl is the vector coordinate of kth and l th nuclear cores, r ij is the vector 

coordinates between the i th and j th electrons, r ik is the vector coordiates between the i th electron 

and the kth nucleus.  

The main problem arising from equation 2.9 is that, we are now faced with a coupled system as 

the nucleus and electrons interact with each other. Thus the motion of any particle is completely 

influenced by all other particles. Solution to such a coupled equation (2.9) when inserted into 

equation 2.1 is non-trivial for most system, except the simplest systems such as the hydrogen 

atom. Materials of interest are however complex and simulation of realistic systems requires the 

use other techniques and approximations. This immediately leads to the Born-Oppenheimer 

approximation.  

 

2.1. The Born-Oppenheimer Approximation 
 

In order to solve the coupled system equation 2.9, an approximate method has to be used. In 

1927, Max Born and Robert J. Oppenheimer introduced the Born-Oppenheimer 

approximation[1] in which the nuclear and electronic degrees of freedom are decoupled from 

each other. The nuclei are assumed to be much heavier than the electrons and hence the nuclei 

move much slower than the electrons. This allows the electronic motion to be decoupled from 

the nuclear motion since the two particles are on different time scales. The electrons are assumed 

to instantaneously follow the motion of the nuclei. In this respect, the nuclei appears almost 

stationary due to the timescale of motion of the electrons. The total wavefunction in equation 2.1 

can consequently be decoupled into the electronic and nuclear parts: 

U(�ana, =]) =  o\(�ana, p=]q)o](=])                                             (2.10) 

 

In equation 2.10, o\(�ana, p=]q) is the electronic wavefunction, o](=]) is the nuclei 

wavefunction, na is the electronic spin coordinate. The term p=]q denotes the nuclear spatial 
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coordinates to be parameters and not variables. The total Hamiltonian in equation 2.1 can then be 

divided into the electronic and nuclear parts. The electronic part can be written as: 

�Y\o\(�ana, p=]q) = r− _ ℏ�2S\ ∆a
`j

ac( + _ _ h��ai
`j
ika

`j
ac( − _ _ h��b�ab

`l
bc(

`j
ac(  s o\(�ana, p=]q)

= V\(=])o\(�ana, p=]q)                                                      (2.11)                 
 

Ee(Rn) in equation 2.11 denotes the electronic energy which depends parametrically on the 

nuclear coordinates. This parametric dependence of the electronic energy means that for different 

arrangements of the nuclei, o\ is a different function of the electronic coordinates. If we solve 

the electronic problem, the motion of the nuclei can be solved under the same assumptions as 

used to formulate the electronic problem. This then generates a Hamiltonian for the nucleus 

motion in the average field of the electrons 

�Y] = − _ ℏ�2#] ∆b
`l

bc( +  t− _ ℏ�2S\ ∆a
`j

ac( + _ _ h��ai
`j
ika

`j
ac( − _ _ h��b�ab

`l
bc(

`j
ac(  u  + _ _ h��b�m=bm

`l
mkb

`l
bc(  

=  − _ ℏ�2#] ∆b
`l

bc( +  V\(=]) +  _ _ h��b�m=bm
`l

mkb
`l

bc(                  (2.12)  
 

Due to the slow motion of the nuclei compared to the electrons, the nuclear kinetic energy term 

of equation 2.12 can be ignored and the nuclear-nuclear repulsion term becomes a constant. The 

total energy for a fixed nuclei thus includes the constant nuclear repulsion term in addition to the 

electronic energy: 

V(=]) = V\(=]) +  _ _ h��b�m=bm
`l

mkb
`l

bc(                                               (2.13) 

 

Thus the total energy, V(=]) provides a potential for nuclear motion and this function constitutes 

a potential energy surface obtained by solving the electronic problem. In applying the Born-
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Oppenheimer approximation, the many-body problem can be restricted to only the electronic part 

(equation 2.11) which can only be solved exactly for one-electron systems. However, in order to 

solve the electronic part for many-electron systems, several approximations have to be 

employed. Several techniques are available for solving the Schrödinger equation. Two common 

such techniques are the Hartree Fock approximation which is a wavefunction based method and 

density functional theory among the density based approaches.  

 

2.2 Hartree Fock Method 
 

Even though the Born-Oppenheimer approximation reduces the many-body problem into an 

electronic problem, a problem which still exists is that, the electronic wavefunction o\(�ana, p=]q) still depends on the spatial and spin coordinates of the electrons. In this section, 

the Hartree-Fock (HF) procedure for solving the Schrödinger equation which is normally 

considered as the basis of all ab-initio developments is described. The Hartree-Fock 

approximation however does not include correlation effects.  

A procedure for obtaining the ground state energy Eo using the wavefunction of the ground state 

Ψo is the variational principle. According to this principle, the energy computed for the system as 

the expectation value of the �Y from any guessed wavefunction Ψtrial will be an upper bound to 

the true energy of the ground state: 

〈UwxaLm|�Y|UwxaLm〉 =  VwxaLm  ≥  V> =  〈U>{�Y{U>〉              (2.14) 

 

Etrial  = Eo if and only if Ψtrial = Ψo 

For the variational principle, in order to find the ground state energy, the energy functional E[Ψ] 

needs to be minimized by searching through all acceptable N-electron wavefunctions. These trial 

wavefunctions must satisfy certain requirements to ensure they make physical sense. The lowest 

energy is given by the wavefunction Ψo and this lowest energy is the ground state energy Eo.  

V> =  min}→` V[U] =  S�2}→`〈U|Z[ + T[]\ + T[\\|U〉              (2.15)   
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The search for this wavefunction is however a tedious task and a subset of wavefuntions are 

usually employed for which the result is an approximation to the exact wavefunction. Thus it is 

practically impossible to solve equation 2.15 by searching through all acceptable N-electron 

wavefunctions. There is the need for a suitable subset that offers good approximation to the exact 

wavefunction. The HF method uses the simplest approximation to the complicated many-

electron wavefunction.  

Hartree considered the electron motions are independent and uncorrelated.[2] Within this 

approximation, each individual electron can be considered as moving in an average field 

generated by all other electrons. Later in 1930, Fock[3] combined the ideas from Hartree and 

expressed the overall wavefunction as a simple product of single particle wavefunctions in which 

the fermionic character of electrons is taken into account by using anti-symmetric sum products 

of the single particle wavefunctions �a(�ana). A single Slater determinant U�� is used to 

represent the simplest ansatz of such representation.  

U�� =  1√%! �
� �((�(n()      ��(��n�)     …      �((�̀ n`)�((�(n()      �((�(n()     …      �((�̀ n`).                    .                               ..                    .                               ..                    .                               . �`(�(n()     �`(�(n()     …      �`(�̀ n`)�

�           (2.16) 

 

The one electron wavefucntions �a9�ini< describes electron i at the position of electron j. They 

are called spin orbitals and are composed of a spatial orbital and one of the spin functions. 

Replacing of the true N-electron wavefunction Ψexact with a single slater determinant is however 

a drastic approximation. The variational principle is then used to find the best slater determinant 

which yields the lowest energy. The spin orbitals are varied under the constraint that they remain 

orthonormal in such a way that the energy obtained from corresponding U�� is minimal: 

V�� =  S�2}��→` V[U��]                                                                      (2.17) 
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The orthonormal constrain of the spin orbitals �a9�ini< is given by: 

� �V\ − _ �ai
`j

a,ic(  〈�a|�i〉� = 0                                                       (2.18) 

 

This orthonormal constraint introduces the Langragian multipliers �ai in equation 2.18 which 

eventually leads to the HF equations which determines the best spin orbitals for which EHF 

attains its lowest value:  

�[(�a)|�a� =  _ �ai|�i�`j
ic( ,   � =  1,2 … . %\                                          (2.19) 

 

These Ne equations have the appearance of eigenvalue equations were �ai are the eigenvalues of 

the operator �[(�a) with the physical interpretation of the �ai being orbital energies. �[(�a) is the 

Fock operator which is an effective one electron operator and can be written as: 

�[(�a) =  �̂a −  _ �]|�a − =]| + _ � �i∗(��) 1|�a − ��| �i(��) $�� `j
ic(

`l
]c( +  T�(�a)          (2.20)                 

 

The kinetic energy term is given by �̂a and T�(�a) arises from the Pauli’s exclusion principle. This 

term explains the non-local exchange for which there is no classical analogue. This non-local 

exchange term is given by: 

T�(�a) =  − _ 1|�a − ��|  �i∗(��)�i(�a)�a∗(�a)�a(��)�a∗(�a)�a(�a)
`j

ic(  $��                               (2.21)  
 

Practical calculation of T�(�a) is extremely difficult due to its non-local exchange nature. In this 

respect, the exchange integral for a free electron has been shown independently by Dirac[4] and 
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Bloch[5] that it can be expressed as a function of the electronic density. This idea was later 

generalized by Slater[6], [7] through the inclusion of a scaling factor �� to the free electron gas 

expression.   

T�(�a) =  −3��  � 38�  �(�a)�( *�                                                                            (2.22) 

 

This scaling factor is 2/3 for the free electron gas. Insertion of equation 2.22 into equation 2.20 

yields the Hartree-Fock-slater equation (HFS). 

 

2.2.1 Post Hartree-Fock Methods 

 

As mentioned earlier, in the HF approximation, there is no consideration of electron correlation. 

This is a serious limitation as it does not consider electrons interacting with each other. Thus U�� 

never corresponds to the exact wavefunction and due to the variational principle, EHF is always 

larger (less negative) than the exact ground state energy Eo. The difference between them is the 

correlation energy, V���.  

V��� =  V> −  V��                                                                                                       (2.23) 

 

V��� is always negative because Eo and EHF are less than 0 and is a measure of the error 

introduced through the HF scheme. Electron correlation is caused by instantaneous repulsion of 

the electrons. The correlation is separated into two parts. The first part called the dynamical 

correlation relates to the responsiveness of electrons to interacting with each other and is 

controlled by the 1 |�a − ��|⁄  term in the Hamiltonian. The second part called the non-dynamical 

or static electron correlation relates to how real systems energy is due to contributions from 

several accessible electronic states. Thus this parts relates to the fact that in some cases, the 

ground state U�� is not a good approximation to the ground state because there are other U�� 

with comparable energies. In this respect, the HF theory treats neither of these contributions and 

hence is not adequate enough to make chemical determinations that are reliable. As such, 
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additional corrections have been developed to account for these shortcomings. Among these 

corrections include the full configurational Interaction (CI), MØller-Plesset perturbation theory 

(MPn), complete active space (CAS), or the coupled cluster methods (CC). A major part of these 

methods are completely first principles based methods and introduces no empirical data into their 

calculations.  

 

2.2.1.1 General Perturbation Theory 

 

In perturbation theory, the assumption is that the magnitude of a perturbation on the calculation 

is very small as compared to the unperturbed system. This assumption can be used to the 

advantage of correcting the correlation energies in HF theory. This is valid because the electron 

correlation energy is small compared to the HF energy. In applying perturbation theory to 

quantum mechanics, the total Hamiltonian of the system is divided into the unperturbed 

reference Hamiltonian �Y> plus the Hamiltonian corresponding to the correction applied to the 

system, �Y� multiplied by a scaling factor λ. The scaling factor determines the strength of the 

perturbation applied.  

�Y =  �Y> + ��Y�                                                                                                                                   (2.24)   
 

The eigenvalue problem now becomes 

�Y|U� = 9�Y> + �Y�<|U� = V|U�                                                                                               (2.25) 

 

Since the eigenvalues and eigenfunctions of unperturbed Hamiltonian �Y> are known, equation 

2.25 can be expanded in a Taylor series as: 

V] = V]( ) + �V](() + ��V]� + ⋯                                                                                            (2.26) 

|U]� = |�]( )¢ + �|�](()¢ + ��|�](�)¢ + ⋯                                                                             (2.27) 
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The unperturbed Hamiltonian is given by the HF theory and the other perturbations come from 

the electron correlation. The zeroth order energy is the expectation value of �Y> with the zeroth 

order wave function. The first two orders of correction in the Taylor expansion to the energy of 

an electronic state n are given by: 

V](() = £U]( )¤�Y�¤U]( )¢                                                                                                    (2.28) 

V](�) = _ ¤£U]( )¤�Y�¤U]( )¢¤�
V]( ) − Vi( )i¥]                                                                                        (2.29) 

 

In MØller-Plesset perturbation, �Y> is a sum of one electron Fock operators. The electronic HF 

energy is given by V]( ) + V](() while the other terms V](ak() corrects the HF energy for 

correlation effects. The MP2 method includes the first additional correction term V](�) while 

MP3, MP4, etc corrects with higher terms.  

The main problem with MØller-Plesset perturbation is that, evaluation of even the first correction 

terms becomes very expensive as the number of electrons increases. Though the HF method’s 

computational time scales as N2, the MP2 scales as N4 with N being the number of electrons.  

 

2.2.1.2 Configuration Interaction (CI) 

 

The main problem encountered in the HF method was the use of a single slater determinant 

which might be different from the exact wave function. In the CI method, the system’s wave 

function is described with more than one Slater determinant. In this way, HF determinant is also 

called the ground state determinant. The slater determinants used in the CI method differs from 

that of the HF method by a number of additional orbitals. Thus instead of using a single slater 

determinant as in the HF method, a linear combination of Slater determinants is used. This 

allows for the introduction of excited Slater determinants. These excited determinants can be 

single, double, triple, etc. Since all possible determinants can be described by reference to the HF 

determinant, the exact wave function for any state of the system can be written as: 
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|U� =  �>|�>� +  _ �Lx|�Lx�xL +  _ �L¦xM |�L¦xM �L§¦x§M
+ _ �L¦�xMw |�L¦�xMw �L§¦§�x§M§w

+ ⋯              (2.30) 

 

The labels a, b, c are the occupied molecular states and r, s, t are the virtual states. The second, 

third and fourth terms on the right hand side of equation 2.30 is the single, double and third 

excitations. The infinite set of Ne-electron determinants can be written as p|Ua�q = p|�>�, |�Lx�, |�L¦xM �, … q is a complete set for the expansion of any Ne-electron wave function. The 

exact energies of the ground and excited states of the system are the eigenvalues of the 

Hamiltonian matrix formed from the complete set p|Ua�q. The lowest value of the Hamiltonian 

matrix denoted by Ɛo is the exact non-relativistic ground state energy of the system within the 

Born-Oppenheimer approximation. The difference between this exact energy Ɛo and the HF 

energy Eo is the correlation energy, Ecorr.   

V�>xx = Ɛ> − V>                                                                                                               (2.31) 

 

In a full-CI, all possible determinants are included in the expansion of the CI wave function. 

However, the number of determinants that must be included in a full-CI is extremely large even 

for relatively small systems. In practice, the full-CI expansion must be truncated and only a small 

fraction of the possible determinants used. The most practical approaches takes into account only 

determinants to certain excitation levels. Examples of such approaches include single excitation 

CI (CIS), single and double excitations (CISD), and single, double, triple excitations (CISDT) 

among others. In all such approaches, the variational principle is applied to achieve minimization 

of the coefficients in order to obtain the ground state energy.  

 

2.3 Density Functional Methods 
 

The above HF and post-HF methods described uses many-body wavefunctions which are often 

expensive. However, the electron density is rather used at the only basic variable in evaluating 

the total energy and other physical properties of a system in density based methods. The earliest 
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models using electron density as the basic variable was introduced by Thomas and Fermi in the 

Thomas Fermi (TF) model.  

 

2.3.1 The Thomas-Fermi Model  

 

The electronic part of the many-body problem is difficult to handle as it depends on 4Ne 

coordinates with Ne electrons, U9�(n(, … … , �̀ jn`j< and this 4Ne coordinates include the spin 

coordinates of the electrons.  The Thomas-Fermi model[8], [9] is a simple approach where the 

electron density of the system ϱ(r) is used as the basic variable. Within a volume element dr, the 

electron density of Ne electrons depends on only three independent coordinates and this is a very 

important feature of this model. The electron density is thus given by: 

�(�) =  _ � U9�(n(, … … , n`j<∗�(�a − �)`j
ac( U9�(n(, … … , �̀ jn`j<$(�(n() … $9�̀ jn`j<    (2.32) 

 

By using the kinetic energy density of a homogenous electron gas to approximate for that of the 

system, the total energy functional V©�[�(�)] formulated by Thomas and Fermi is given as: 

V©�[�(�)] =  3(3��)�/*10  � �(�) /*$� −  _ �]�(�)|� − =]|
`l

ic( $� + 12 ª �(�)�(�)�|� − ��| $�$��         (2.33) 

 

In equation 2.33, the second and third terms on the right side are the classical electrostatic 

electron-nucleus attraction and electron-electron repulsion while the first term is the kinetic 

energy of the non-interacting electrons. The exchange energy which has no classical analogue 

was later on introduced by Dirac[4] into the TF model.  

V��axL� =  − 34 "3�'( *� � �(�)�*  $�                                                                                                 (2.34) 
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Though the energies calculated with the TF model are too high, the Thomas-Fermi-Dirac (TFD) 

model accounts for this by the inclusion of the exchange term. Due to the poor description of the 

kinetic energy in this model, it does not yield accurate calculations of total energies for chemical 

predictions even after the Dirac correction. Moreover, it is the starting point for density 

functional theory (DFT) for solving multi-electron system problems.  

 

2.3.2 The Hohenberg-Kohn Theorems 

 

Two fundamental theorems are the basis of DFT and they were mathematically formulated and 

proved by both Hohenberg and Kohn[10] for non-degenerate ground states of systems. Within 

the first theorem, the electron density of a system is considered to uniquely determine the 

external potential due to the ions or nuclei to within a certain constant. This means that the total 

electronic energy of a system E can be expressed as a functional of the electron density ϱ alone.  

V[�] = Z[�] +  � �(�)T\�w(�)$� +  V\\[�]                                                                               (2.35) 

 

In equation 2.35, Z[�] and V\\[�] are the kinetic energy and electron-electron interaction 

energies and are both functionals. A further definition of the Hohenberg-Kohn functional, ��«[�] 
using these two above functionals give: 

��«[�] =  Z[�] +  V\\[�]                                                                                                              (2.36) 

 

Substitution of the Hohenberg-Kohn functional into equation 2.35 yields: 

V[�] = � �(�)T\�w(�)$� +  ��«[�]                                                                                           (2.37) 
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For an explicit expression for the Hohenberg-Kohn functional, there will be an exact solution for 

the Schrödinger equation. However, the electron-electron interaction term V\\[�] can be 

expressed as two parts:  

V\\[�] = ¬[�] +  V]>]7m>�[�]                                                                                                      (2.38)  

 

The first part on the right side of equation 2.38 is the classical Coulomb repulsion term while the 

second term contains all other interactions such as the self-interaction correction, exchange, and 

Coulomb correlation energy.  

The second aspect of the Hohenberg-Kohn theorem utilizes the variational principle to obtain the 

energy of the exact functional. Within this approach, the ground state density ϱo(r) is the density 

which minizes E[ϱ]: 

V> = V[�>(�)]  ≤ V[�(�)]                                                                                                           (2.39) 

 

Equation 2.39 is satisfied when the following conditions are met 

�>(�)  ≥ 0  !2$  � �>(�)$� − %\ = 0                                                                                    (2.40) 

 

The Euler-Lagrange equation under the constraint of a constant number of electrons, Ne is 

fulfilled during the energy minimization procedure and this can be written as: 

­ =  �V[�(�)]��(�) =  T\�w(�) +  ���«[�(�)]��(�)                                                                               (2.41) 

 

The Lagrange multiplier µ in defines the chemical potential of the electrons. Even though the 

Hohenberg-Kohn theorem provides all the ground state properties of the system, it does not 
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provide the means of finding the universal functional ��«[�(�)] and the search for this 

functional is still an active field of research 

 

2.3.3 The Kohn-Sham Equations 

 

In the Hohenberg-Kohn theorem, the exact form of the kinetic energy functional Z[�] is not 

given. In another approach, Kohn and Sham decomposed this kinetic energy functional into two 

parts in order to provide an approximation for the Hohenberg-Kohn functional ��«[�(�)]. This 

decomposition yields a first part as the kinetic energy of non-interacting electrons Ts given as 

while the second part contains all remaining and neglected interactions in the non-interacting 

system (T-Ts) 

ZM =  − 12 _〈∅a|∇�|∅a〉`j
ac(                                                                                                          (2.42) 

 

∅a in equation 2.42 are the Kohn-Sham orbitals. The other part of the Hohenberg-Kohn 

functional (Ts-T) is a small correction and hence is included alongside the non-classical part of 

the electron-electron interaction V]>]7m>� in equation 2.38. The combination of these two leads 

to the exchange correlation (xc) energy term which is defined as: 

V¯°[�] = (Z[�] − ZM[�]) + (V\\[�] − ¬[�])                                                                    (2.43) 

 

By substituting the exchange correlation functional of equation 2.43 into the energy functional of 

equation 2.35, we obtain the following: 

V[�] =  ZM[�] + � �(�)T\�w(�)$� + ¬[�] + V¯°[�]                                                   (2.44) 

 

The main challenge in DFT is finding suitable expressions for the V¯°[�] term as it contains all 

contributions that are not known in an exact manner. If we make the following definition: 
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T\±±(�) =  T\�w(�) +  � �(��)|� − ��| $�� +  T̄ °(�)                                                                         (2.45)  
 

The Euler-Lagrange expression of equation 2.41 can now be written as: 

�a ��(�)�∅a =  �V[�(�)]��(�) ��(�)�∅a =  �ZM[�(�)]�∅a +  T\±±(�) ��(�)�∅a                                    (2.46) 

 

The exchange correlation potential T̄ °(�) in equation 2.45 is defined as: 

T̄ °(�) =  �V¯°[�(�)]��(�)                                                                                                        (2.47) 

 

In order to obtain the solution for the Euler-Lagrange expression in equation 2.46, the following 

set of one-particle equations are solved in a self-consistent field (SCF) procedure. 

²− 12 ∇� +  T\±±(�)³ ∅a =  �a∅a                                                                                         (2.48) 

 

The electron density of the real system is however constructed from the Kohn-Sham orbitals and 

is given as: 

�(�) =  _ |∅a(�)|�>��
ac(                                                                                                              (2.49) 

 

The summation in equation 2.49 runs over all the occupied orbitals. The Kohn-Sham equations 

are represented by equations 2.45, 2.48 and 2.49. In using the SCF approach, the procedure is 

started with an initial guess of �(�) to determine the Veff and then obtain a new �(�) from 

equations 2.48 and 2.49. The procedure is repeated until the �(�) converges, at which point the 

total energy of the system is obtained.  
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2.3.4 The Exchange Correlation Functionals 

 

Even though the density based methods reduced the complications of the many-body problem 

found in wavefunction based methods, the primary distinguishing feature of all DFT 

implementations is the different approaches used in approximating the exchange correlation 

functional.  

 

2.3.4.1 Local (Spin) Density Approximation (L(S)DA) 

 

In the Local density approximation, a uniform electron gas is used for estimating the exchange 

correlation energy of an inhomogeneous system. The exchange correlation energy can be 

calculated: 

V¯°´�&[�] =  � �(�)�¯°9�(�)<$�                                                                                           (2.50) 

 

The �¯°9�(�)< term is the exchange correlation energy per particle of the uniform electron gas 

and this term can be split into an exchange and a correlation part. 

�¯°9�(�)< = �¯9�(�)< +  �°9�(�)<                                                                                     (2.51) 

 

The Dirac expression in equation 2.34 is used to define the exchange part �¯9�(�)< and the 

correlation part is normally calculated by Monte Carlo (MC) simulations. The LSDA is an 

extended version of the LDA where the spin of the electrons are taken into account. In this way, 

the electron density �(�) in equations 2.50 and 2.51 is split into the “spin-up” and “spin-down” 

configurations.  

Though the LDA uses a uniform electron gas for the approximation, it turns out that it is very 

good and accurate in many applications such as electronic and structural ground state properties. 
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It overestimates bond energies even though molecular geometries and vibrational frequencies are 

reasonably estimated.  

 

2.3.4.2 Generalized Gradient Approximation (GGA) 

 

A modification is made to the LDA to account for the inadequacies of the homogenous electron 

gas assumption. This modification is the introduction of a density gradient into the LDA 

approximation.  

V¯°µµ&[�] = � �(�)�¯°9�(�)<, ∇�(�)$�                                                                                    (2.52) 

 

Different implementations of the GGA are developed by several groups. One popular such form 

of the GGA is developed by Perdew, Burke and Ernzerhof (PBE)[11] is widely used. Physical 

properties calculated by the GGA are normally better than those obtained by the LDA and LSDA 

in most cases.  

Several other improvements to the GGA such as the meta-GGA exists. This includes the kinetic 

energy density. It however does not provide significant improvement to the results obtained by 

GGA.  

 

2.4 Periodic Systems 
 

The electronic structure calculation of extended systems such as bulk, surface, crystals with 

infinite number of electrons is an impossible task though the DFT formulation simplifies the 

many-body problem. The calculation of extended systems is however made feasible by assuming 

boundary periodic boundary conditions and utilizing Bloch’s theorem.[12] 

In the Bloch’s theorem, the assumption is that, the electronic wavefunction of a periodic system 

can be represented as a product of a periodic function un,k(r) and a plane wave.   

¶],b =  ·],b(�)hab.x                                                                                                          (2.53) 
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The wave vector that lies inside the first Brillouin zone (BZ) is given by k, n defines the band 

index and provides labels for the wavefunctions of a given k. The periodic function however has 

the periodicity of the supercell used and hence can be expanded using a set of plane waves.  

·],b(�) =  _ ¸],b(0)haµ.x
µ                                                                                                       (2.54) 

 

The reciprocal lattice vectors which fulfills the boundary condition of the unit cell (G. L = 2πv) 

are defined by the wave vectors G. An integration into the reciprocal space yields the physical 

quantities of the system such as the electron density and the total energy. The numerical 

integration over the BZ can be performed as a sum over a finite number of k-points (mesh). 

� 1Ωº»
.

º» $¼ →  _ ½bb                                                                                                              (2.55) 

 

The volume element of the BZ in the unit cell is given by Ωº». The denser the k-points utilized, 

the minimal the error introduced by this approximation. However, the computational cost grows 

very quickly with the number of k-points used. Hence, one has to always check convergence of 

the system with respect to the k-points used in order to avoid unnecessary computational efforts. 

In molecules, liquids and large enough simulation cells, the BZ can be sampled using only the k 

= 0 (Γ) point.  

Based on the above explanations of the periodic function, the electronic wavefunction should 

contain an infinite number of plane waves. This is less practical and in reality, only a finite 

number of the plane waves, up to a certain energy cutoff called the Ecutoff is used to provide a 

sufficiently accurate result.  

12 |¼ + 0|�  ≤ V�¾w>±±                                                                                                         (2.56) 
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With all these assumptions and simplifications, periodic systems can then be modelled by 

concentrating on the smallest unit cell that is periodically repeated over all space.  

In this project, the energy cutoff for the ZrC system is tested for convergence from 200 eV up to 

600 eV. This was done but calculating the ground state energy, Eo for the system at different 

Ecutoff values. A plot of this test is shown in figure II.1. The energy cutoff is found to converge at 

500 eV. This value is used for all calculations involving ZrC.  

 

Figure II.1. Energy cutoff of ZrC bulk 

 

A similar test was done for the k-point mesh. In this case, the standard Monkhorst-Pack[13] 

special grid was used for the evaluation starting from a 2 x 2 x 2 grid to 11 x 11 x 11 grid. The 

convergence criteria established was a 9 x 9 x 9 k-points for the BZ integration in bulk ZrC and 9 

x 9 x 1 k-points for surface calculations.  

 

2.5 Pseudo-Potentials 
 

Valence electrons mostly govern chemical bonding, reactions and physical properties of systems. 

Thus the electrons found in the core regions of the atoms do not participate in chemical bonding. 

This serves as an advantage by separating the electrons of the system into the core and valence 
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regions and using different descriptions for each. This greatly decreases the computational cost 

of involving all the electrons in the system for the calculation.  

In the pseudopotential approach, the Pauli repulsion of the core electrons is described by an 

effective potential that expels the valence electrons from the core region. The resulting 

wavefunction is a smooth one and can however be well represented by plane waves. The 

pseudopotentials are introduced to avoid explicit description of the core electrons and also to 

avoid the rapid oscillations of the wavefunctions near the nucleus which normally requires 

complicated and large basis sets.  

An augmentation region is used to separate the core region from the valence region. The 

augmentation region is characterized by a certain radius rc from the nucleus. In the construction 

of the pseudopotential, an all-electron calculation is initially done to obtain the valence 

eigenvalues and wavefunctions that one seeks to reproduce within a pseudopotential calculation. 

The oscillations of the valence wavefunctions in the core regions are then smoothed out to create 

a pseudo-wavefunction which is then used to invert the Kohn-Sham equations for the atom to 

obtain the pseudopotential corresponding to the pseudo-wavefunction with the constraint that the 

all-electron eigenvalues are reproduced. The pseudopotential sub-sums the nuclear potential with 

those of the core electrons to generate an ion-core potential. The price to pay for 

pseudopotentials is that all information on the charge density and wavefunctions near the nucleus 

is lost. 

 

3. Ab-initio Molecular Dynamics 
 

In molecular dynamics (MD) simulation, the microscopic trajectory of each individual atom in 

the system is determined by integration of Newtons equations of motion. In classical MD, the 

system is considered to consist of massive, point-like nuclei with forces acting between them 

derived from empirical effective potentials. However, ab-initio MD maintains the same 

assumption of treating atomic nuclei as classical particle but the forces acting on them are 

considered quantum mechanical in nature and are derived from an electronic structure 
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calculation. This approximation of treating only the electronic subsystem quantum mechanically 

is appropriate due to the mass difference between the electrons and the nucleus.  

The ab-initio MD method is usually implemented in modern DFT codes by combining a Car-

Parrinelo approach to determine the simultaneous evolution of the nuclear degrees of freedom 

and of the electronic wavefunctions bases on plane wave basis sets with pseudopotentials (PP) 

representing the electron ion interactions.  

In ab-initio MD, two methods are commonly implemented in DFT packages, The Born-

Oppenheimer and Car-Parrinello approaches. The assumptions made in both cases are as 

follows: all nuclei (together with their core electrons) are treated as classical particles, only 

systems for which a separation between the classical motion of the atoms and the quantum 

motion of the electrons can be achieved (systems satisfying the Born-Oppenheimer adiabatic 

approximation) are considered. It is possible to calculate the self-consistent electronic ground 

state and the forces on the ions using the Hellmann-Feynman theorem for any given ionic 

configuration. With the ionic forces at hand, the nuclear trajectories can be evolved in time using 

different algorithms such as the Verlet algorithm. Born-Oppenheimer MD implementations tries 

to achieve an accurate evolution of the ions by converging the electronic wavefucntions in an 

alternate manner to full self-consistency for a given set of nuclear coordinates. The ions are then 

evolved by a finite time step according to the quantum mechanical forces acting on them. Thus 

the nuclei moves along the Born-Oppenheimer surface with the electrons in their ground state for 

any instantaneous configuration of the nuclei. The time step involved is limited by the need to 

accurately integrate the highest ionic frequencies. Usually, a thermostat is required to 

compensate for a drift of the constants of motion due to imperfections in reaching electronic self-

consistency.  

On the other hand, the Car-Parrinello[14] approach combines “on-the-fly” simultaneous classical 

MD evolution of the atomic nuclei with the determination of the ground state electronic 

wavefunction for the electrons through introduction of a fictitious dynamics for the electronic 

degrees of freedom and defining a classical Lagrangian for the combined electronic and ionic 

degrees of freedom.  

All the ab-initio MD calculations performed in this project are based on the Born-Oppenheimer 

implementation.  
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4. Geometry Optimizations 
 

A simplified view of the geometry optimization process can be obtained by considering the 

Born-Oppenheimer potential energy surface (PES). This PES is a hypersurface and is defined by 

the electronic energy as a function of 3N dimensional nuclei positions Rn. A PES can be 

expressed in the neighborhood of any spatial positon =]> as: 

V(=]) = V(=]>) + ¿(=] − =]>) + 12 (=] − =]>)©H(=] − =]>) + ⋯                                      (2.57) 

 

g and H are the gradients and Hessian with their components defined as: 

¿] =  ÁVÁ=]Â3lc3lÃ  ;                 �]Å = Á�VÁ=]Á=ÅÆ3lc3lÃ
                                                           (2.58)      

 

A gradient calculation can be performed either analytically or numerically after an electronic 

energy is calculated. There are several optimization schemes available. With the calculated 

gradient, the scheme can change the atomic positions Rn of the molecule until the gradient value 

has reached a desired convergence threshold value at which point there is an indication of a 

stationary point on the PES. These stationary points define stable intermediates when they are 

found at a local minimum of the PES. This process is referred to as geometry optimization step. 

The multitude of such geometry optimization schemes available include conjugate gradient, 

Newton-Raphson, steepest descent, or the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method. 

Some of these methods use only the first derivative of the energy while others use the Hessian as 

well.  

 

4.1 The Climbing Image- Nudged Elastic Band (CI-NEB) 
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Usually during the course of a chemical reaction mechanism, the reactants and products or stable 

intermediates that are at local minima of the PES are connected by a transition state (TS).  This 

difference in energy between the initial and state and the TS point gives the corresponding 

electronic activation barrier for that reaction. These TS points are usually first order saddle 

points where all but one internal coordinate are at a minimum. Several methods are available for 

finding the TS point along the potential energy surface (PES). These methods usually use a 

procedure where the optimization scheme successively moves along the normal mode of the 

Hessian with the lowest magnitude in an attempt to find the point of maximum negative 

curvature. These methods are usually efficient when the starting geometry is near the real TS and 

the utilized Hessian contains only one negative mode. When these conditions are not met, the 

method fails.  

However, the NEB[15], [16] methods are efficient for finding the TS without using a Hessian. 

Within the NEB approach, a series of atomic configurations known as images are aligned in a 

row between the initial and final states along the reaction path through a linear interpolation 

scheme and then their energies are minimized as shown in figure II.2.  
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Figure II.2. A NEB plot along the minimum energy pathway (MEP). 16 images are used and connected by 

a dashed line with the images at points with filled small circles. The larger filled circles shows the images 

after optimization with force constant k = 0.5 near the end of the bands and k = 1 in the middle regions. 

 

The images are connected by spring forces to ensure a quasi-equal spacing along the pathway. 

The images are arranged from an initial chain which connects the reactant and product minima. 

The images along the NEB are relaxed to the MEP through a force projection scheme in which 

potential forces act perpendicular to the chain but spring forces act along the chain.  

During the NEB procedure, a set of images labelled Q0, Q1, Q2, … , QP for which Q0 is the 

reactant image and QP is the product image  (P-1) intermediates are arranged along the guessed 

or interpolated reaction path and are optimized. An object function F is used to trace the 

optimization path by keeping the images Q0 and QP fixed while the intermediate images are 

optimized. This object function is given by: 

�(Ça … ÇÈ) = _ V(Ça)È7(
ac( + _ ¼2 (Ça − Ça7()�È

ac(                                                                  (2.59) 
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The force constant is represented by k in equation 2.59. Normally due to the stiffness of the 

elastic band, the path cuts the corner and misses the saddle point. Moreover, there is a down-

sliding from the MEP during the optimization step. The corner-cutting results from the part of 

the spring force that is perpendicular to the path. The down down sliding however comes from 

the parallel component resulting from the interaction between the atoms in the system. Hence, a 

force projection scheme is used to relax the structures or images along the MEP. Within this 

procedure, the potential forces are perpendicular to the band and the spring forces act parallel to 

the band. Thus the NEB force on the image i is divided into two components: 

�à Éº =  �aÊ + �a�||                                                                                                                         (2.60) 

 

The force component which is due to the potential perpendicular to the band  �aÊ is given by: 

�aÊ = −∇(Ça) +  ∇(Ça)Ë̂aË̂a                                                                                                         (2.61) 

 

The spring force parallel to the band �a�|| is given by: 

�a�|| = ¼(|=aÌ( − =a| − |=a − =a7(|)Ë̂a                                                                                     (2.62) 

 

Ë̂a is the unit vector at an image i, estimated from two adjacent images =aÌ( and =a7(, given by  

Ë̂a = =aÌ( − =a7(|=aÌ( − =a7(|                                                                                                                         (2.63) 

 

A modification of the NEB method called the climbing image nudged elastic band (CI-NEB)[15] 

method drives the image with the highest energy up to the saddle point. In this way, this image 

does not see the spring forces along the band but rather, the true force at this image along the 

tangent is inverted. In this way, the image tries to maximize its energy along the band and 
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minimize in all other directions. As such, when this image converges, it will be at the exact 

saddle point.  

All TS search calculations in this work are performed using the CI-NEB method. 

 

5. Electronic Structure Calculation Implementation Packages 
 

All electronic structure calculations including geometry optimizations are performed using the 

Vienna ab-initio simulation package (VASP)[17] based on Mermin’s finite temperature 

DFT.[18] The core electrons as well as the core part of the valence electron wavefunction are 

kept frozen and replaced by the projector augmented wavefunction (PAW)[19] pseudopotentials. 

This implementation is done to reduce the number of plane waves required to effectively 

describe the electrons close to the nucleus. The generalized gradient approximation (GGA) 

parametrized by Perdew, Burke and Ernzerhof (PBE)[11] is used for all calculations.  The 

Methfessel-Paxton[20] smearing scheme is used by setting the gamma parameter to 0.1 eV. In all 

calculations, the Monkhorst-Pack[13] special grid sampling scheme of the k-points for 

integration of the Brillouin zone. For resolution of the Kohn-Sham equations, the self-consistent 

field procedure is used by setting the energy changes for each cycle to 10-6 eV as the 

convergence criterion between successive iterations. This is convergence criterion is selected to 

ensure an accurate description of the electronic structure calculation.  

 

6. Atomistic Thermodynamic Modelling 
 

The total energies calculated from the electronic structure theories are obtained at 0 K 

temperature. This temperature however does not represent technologically important and real 

environmental conditions. As such, the microscopic electronic calculation needs to be linked 

with macroscopic physical properties. The microscopic contributions to the macroscopic energy 

can however be obtained through traditional statistical thermodynamics by using the ideal gas 

assumption. The partition function is the fundamental function that describes macroscopic 

properties. The combination of thermodynamics with the electronic structure calculation helps to 



 

93 

take into account the effects of temperature, pressure and entropic contributions. This becomes 

very useful when considering the reactivity of molecules on surfaces as it accounts for the gas 

phase properties of the molecules as well as their properties when adsorbed on a surface.  

All the atomistic thermodynamic models presented in this work are based on an already 

established thermodynamic scheme in which an adsorbed molecule is assumed to be in 

equilibrium with the gas phase which serves as a reservoir.[21] This scheme allows for the 

definition of the reaction Gibbs free energy (∆rG) of the adsorption process as follows: 

∆x0 =  0X>m7M¾x± − 0M¾x± −  0X>m                                                                                          (2.64) 

 

The subscripts in equation 2.64 are defined as: mol-surf is for the surface with the adsorbed 

molecule, surf is for the free surface and mol is for the molecule in the gas phase. The Gibbs free 

energy terms in equation 2.64 are defined as: 

0(Z) = �(Z) − ZÍ(Z)                                                                                                                   (2.65) 

 

The Gibbs free energy is divided into the enthalpic contribution H(T) and the entropic 

contribution S(T) with the following definitions: 

�(Z) = V(0Î) + �ÏV + VÐa¦(Z) + VwxL]M(Z) + Vx>w(Z)                                                       (2.66)  

Í(Z) =  ÍÐa¦(Z) + ÍwxL]M(Z) + Íx>w(Z)                                                                                        (2.67) 

 

The indices in equations 2.66 and 2.67 vib, trans, rot provides account for the vibrational, 

translational and rotational contributions respectively. The ZPE in equation 2.66 is the zero point 

energy. This arises because even though there are no translational and rotational contributions at 

0 K temperature, there is a vibrational energy at this temperature. For the entropic contribution, 

there is however an electronic entropy contribution which comes into play for systems with 

electronic degeneracies such as doublet, triplets and other states.  

Combination of equations 2.64, 2.65, 2.66 and 2.67 yields the following sets of equations: 
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∆x0 = Ñ ∆VÒ +  ∆V»ÈÉ −  ∆ _ 2 ­(Z,   ?) Ó                                                                               (2.68) 

 

µ(T, p) is the chemical potential of the molecules involved in the reaction process. ∆Eo is the 

difference in the DFT energies of the species involved in the reaction at 0 K temperature and is 

defined as: 

∆V> =  VX>m7M¾x±\m −  VM¾x±\m − VX>m\m                                                                                                    (2.69)   

 

∆V»ÈÉ in equation 2.68 is the difference in the ZPE of the gas phase molecule and the molecule 

adsorbed on the surface. The assumption here is that, the translational and rotational components 

of the adsorbed molecule are neglected with only the changes in the vibrational contributions 

taken into account. The thermal contributions to the chemical potential of the gas phase molecule 

consisting of temperature and pressure dependent terms are calculated as: 

∆­(Z, Ï) =  ∆­>(Z) + =Z ln " ÏÏ>'                                                                                                  (2.70) 

 

R is the molar gas constant. The temperature dependent term of the gas phase molecules ∆­>(Z) 

is computed with statistical thermodynamics and calculated as: 

∆­>(Z) = Õ V»ÈÉ +  VÐa¦( →©) +  Vx>w +  VwxL]M Ö + =Z − Z(ÍÐa¦ + Íx>w + ÍwxL]M)           (2.71) 

 

The pressure po for all calculations was set to 1atm. The vibrational, rotational, translational and 

entropic energies in equation 2.71 are estimated as follows: 

The translational contributions are 

ÍwxL]M = ¼º ×ln ²Ø XÙ�ÚℏWÛ*/� 1Ã`Ü³ +   �Ý ;                               VwxL]M(Z) =   � =Z                              (2.72)  
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Vo is the molar volume of the gas at standard state, NA is the Avogadro’s number, kB is the 

Boltzmann constant.  

The rotational contributions are as follow: Linear molecules have energy of Vx>w(Z) =  ¼ºZ 

while non-linear molecules have energy Vx>w(Z) =  *� ¼ºZ. The entropy of rotation is given by: 

Íx>w =  ¼º Þln ßà��&�º�°n "2¼ºZℏ� '*/�á + 32â                                                                               (2.73) 

 

The rotational symmetric number of the molecules point group is given by σ while IA, IB, and IC 

are the molecules three principal moments of inertia.   

The thermodynamic energy contributions from the molecular vibrations in the gas phase are 

calculated per the vibrational frequencies, ãÐ for the vibrational modes. The vibrational energies 

are summed over all 3N-6 molecular vibrational modes for non-linear molecules and 3N-5 modes 

for linear molecules. The contributions are given as follows: 

ÍÐa¦ =  ¼º _ ² ℏãÐ¼ºZ(hℏäÙ bå©⁄ − 1) − ln91 − hℏäÙ bå©⁄ <³Ð                                                  (2.74) 

 

The vibrational energy contribution is given as: 

VÐa¦ =  VÐa¦(0 Î) + =Z _ "ℎça¼Z ' h7�Ðè b©⁄1 − h7�Ðè b©⁄Ð                                                                     (2.75) 

 

VÐa¦(0 Î) is the ZPE and given by  

�ÏV =  12 ℎ _ çaÐ                                                                                                                             (2.76) 
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All entropic, translational, rotational and vibrational contributions of the gas phase molecules are 

obtained from statistical thermodynamic tables.  
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Chapter III: Bulk Properties and Defects 
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1. Introduction 
 

In this section, studies on the bulk properties of zirconium carbide (ZrC) is presented alongside 

the analysis of structural defects.  

In Order to apply all the theories and methods described in chapter II, it is better to gain a best 

description of the system. The DFT implementations in the VASP code has to be tested to ensure 

it yields accurate and reliable results for subsequent calculations on the ZrC and other systems of 

interest.  

As the main purpose of this project is to study surface reactivity and modification of ZrC as well 

as the interface formed from ZrC and other materials such as ZrO2 and SiC, it is imperative to set 

the ball rolling performing detailed testing of the DFT implementation in VASP. This testing is 

achieved by studying the properties of the bulk system in order to get accurate results that are 

comparable to those found in the literature. Several properties of the bulk are calculated for this 

purpose. Such properties include the lattice parameter of the system, bulk modulus, Young 

modulus, pressure derivative of the bulk modulus, elastic constants of the crystal material,  

Moreover, studies on defect formation and structure is also carried out. This helps provide good 

description of the bulk ZrC system.  

The chapter starts with development of slab models for ZrC, estimation of the lattice parameter, 

calculation of elastic constants and finally studies on defect formation.  

 

2. Bulk Physical and Mechanical Properties of ZrC 
 

Several properties of bulk ZrC are considered and studied in this section. Calculation of the 

lattice parameter from experimental data is described. Additionally other properties that provides 

proper description and characterization of the bulk such as cohesive energy, bulk modulus, and 

elastic constants are presented.  
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2.1 ZrC Lattice Parameter 
 

The calculation of the lattice parameter is started using data obtained from experimental 

determinations.  

ZrC having a cubic structure belongs to the octahedral (�� ) Fm-3m space group and it 

crystallizes in a NaCl type structure with four ZrC units per unit cell as shown in figure III.1. The 

Zr – C bond distance for this octahedral coordination is at least 2.349 Å with a theoretical density 

of about 6.56 g/cm3 at 25 oC.[1] 

 

Figure III.1 Cubic structure of ZrC. Yellow balls denote C and big grey balls are Zr 

 

The anions and cations independently form fcc lattices and these two interpenetrating lattices are 

displaced from each other by a 91 2�   1 2�   1 2� <.  Thus the primitive cell has two special 

positions, (0  0  0) and (0.5  0.5  0.5). The experimentally determined lattice parameter through 

X-ray diffraction (XRD) experiments is 4.69764 ± 00005 Å.[2] This experimental value of the 

lattice parameter was used as the starting point for determining the lattice parameter based on 

DFT studies. Thus a bulk unit cell of ZrC was built with the experimental lattice parameter and a 
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series of calculations were performed on this structure. In determining the lattice parameter, the 

Energy- Volume approach was use. In this approach, the crystal structure is subjected to either 

volume compression or expansion of about 10% of the experimental value by applying a stress to 

the system. The electronic energy is then calculated for different volumes of the system. The set 

of calculated electronic energy values E(V) are plotted against the corresponding volume, V of 

the crystal. The resulting plot is then fitted with an appropriate equation of state (EOS). In this 

work, the Murnaghan’s equation[3] of state was used for the fitting. This equation is given by: 

V(T) = V> − ² �T>�� − 1³ + "�T�� ' é"T>T 'ºê 1(�� − 1) + 1ë                                                     3.1 

 

E(V) is the calculated electronic energy at volume V, Eo is the fitted equilibrium energy, Vo is the 

fitted equilibrium volume, B is the bulk modulus and B’ is the pressure derivative of the bulk 

modulus.  

 A fitting of the calculated energies at different volumes is shown in figure III.2. 

 

Figure III.2 Murnghan equation of state fitting of electronic energy E(V) at different volumes V 
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 The calculated equilibrium electronic energy is -77.37 eV with an equilibrium volume of 106.25 

Å3. As ZrC is cubic, the lattice parameter is obtained by taking the cube root of the equilibrium 

volume. This yields a calculated lattice parameter, ao of 4.7363 Å. This value compares very 

well with the experimental values of 4.6976 Å[2] and 4.70 Å.[4]. The experimental value is thus 

overestimated by approximately 1% which is typical of GGA calculations. The calculated value 

is also compared with other theoretically determined values, 4.731 Å.[5]  

The calculated bulk modulus B of ZrC is 217.9 GPa. This value compares well the with the 

experimental values of 223.1 GPa for ZrC0.94 and 222.5 GPa for ZrC0.89.[6] The Value also 

compares very well with other theoretical calculations, 217.7 GPa [7], 220.7 GPa [5]. This also 

provides a good description of the ZrC system. The calculated pressure derivative of the bulk 

modulus, B’ is 3.84. A summary of the calculated bulk properties is provided in table III.1. This 

high bulk modulus value explains the covalent nature of the bonding in ZrC. Even though ZrC 

crystallizes in the NaCl structure which is associated with ionic bonding, they show properties 

associated with covalent bonding.[8] This covalent character between Zr and C is achieved 

through the charge distribution in the crystal. 

 

Table III.1. Calculated bulk properties of ZrC 

 ao/ Å B/ GPa B’ 

This work 4.7363 217.9 3.84 

Other GGA 4.7310[5] 217.7[7], 220.7[5] 3.80[9] 

Experiment 4.6976[2], 4.7000[4] 223.1, 222.5[6]  

 

 

2.2 Density of States (Bulk ZrC)  
 

A density of state (DOS) calculation is made on the optimized ZrC bulk structure to gain 

understanding of the type and strength of bonding present in ZrC.  
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The DOS plot of ZrC is shown in figure III.3. Figure III.3 shows the bonding structure of bulk 

ZrC. The Total DOS (TDOS) shows a broader valence band of ZrC. This broader band shows the 

delocalization of electrons in the bonds of ZrC. There is a slight dip at the Fermi level. Thus the 

Fermi level resides in a pseudo-gap and the density of electronic states at the Fermi level is very 

low.  

 

 

Figure III.3. Total DOS of ZrC (top) and Projected DOS onto Zr and C (bottom). The Fermi 

level is aligned at the 0 energy and marked with a dashed line.  
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A projection of the DOS onto the individual atoms is shown in the lower part of figure III.3. At 

the core bonding regions, the bonding is mainly C- s states and less diffuse. The conduction band 

is however made up of Zr –d states owing to the fact that Zr is a d4 element. This huge 

conduction band of ZrC shows that it has more metallic nature than being an insulator. In the 

bonding region, the valence band is diffuse, spanning the energies between -5 eV to -0.8 eV. The 

covalent nature of the bonding in ZrC can be seen in the strong mixing of the Zr –d, Zr –p and C 

–p orbitals. This mixing spans all the region of the valence band. The strong covalent nature of 

the bonds explains the high bulk modulus calculated.  

 

2.3 Elastic and Mechanical Properties of ZrC 
 

In order to gain more understanding of the bulk properties of ZrC, an analysis of the elastic and 

mechanical properties is provided here. There are two methods for calculating the elastic 

properties of materials, the energy-strain method and the stress-strain method[10], [11]. The 

energy-strain approach is based on the computed total energies of properly selected strain states 

of the crystal. The second order elastic constants appear via Hooke’s law in the second order 

Taylor expansion of the total energy of the system with respect to a small strain of the system: 

V(T, Ɛ) = V(T> , �) − Ï(T>)∆T + T>2 _ �aiƐaai Ɛi + �ÕƐa*Ö                                                (3.2) 

 

V is any considered volume, E is the total energy, Cij are the elastic constants, Vo is the volume of 

the undistorted lattice, P(Vo) is the pressure of the undistorted lattice at volume Vo, ∆V is the 

change in volume of the lattice due to the strain and �ÕƐa*Ö indicates that the neglected terms in 

the polynomial expansion are cubic and a higher power of the Ɛi  which is the strain.  

For the cubic supercell, three independent elastic constants C11, C12 and C44 are to be determined. 

Two deformation modes with keeping the unit cell volume constant[12] are employed and the 

bulk modulus is derived from the Birch-Murnaghan[13] equation of state.  
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The stress-strain approach is used for calculating the elastic constants and other elastic properties 

of ZrC in this work. In this method, the elastic constants are derived from the generalized Hook’s 

law. A set of strains Ɛ = (Ɛ1, Ɛ2, Ɛ3, Ɛ4, Ɛ5, Ɛ6) is imposed on a crystal by alternating the unit cell 

lattice vectors (=5) from the original vectors (R) as follows: 

ìí = ì
î
ïð

1 + Ɛ(           Ɛñ 2�             Ɛ 2�  Ɛñ 2�             1 + Ɛ�         4 2�   Ɛ 2�             Ɛ� 2�            1 + Ɛ*ò
óô                                                                  (3.3) 

 

 

 Ɛ1, Ɛ2 and Ɛ3 are the normal strains and Ɛ4, Ɛ5 and Ɛ6 are the shear strains in Voigt’s notation[14]. 

A 6x6 elastic constants matrix, C with components Cij in Voigts’ notation relates the strain vector 

Ɛ with the stress vector σ = (σ1, σ2, σ3, σ4, σ5, σ6) as σ = Ɛ. C. Based on Hooke’s law, the elastic 

stiffness constants matrix C is determined as C = Ɛ-1σ. Finally, the macroscopic cubic elastic 

constants are calculated as follows: 

�õ(( = �(( + ��� + �**3                                                                                                          (3.4) 

 

�õ(� = �(� + �(* + ��*3                                                                                                         (3.5) 

 

�õ�� = ��� + �  + �ññ3                                                                                                        (3.6) 

 

�õ((, �õ(� and �õ�� are the three distinct elastic constants of a cubic crystal and �((, ���, … �ññ are 

the elastic constants of the 6x6 matrix. The stress-strain approach is much more efficient as the 

six strains are sufficient to obtain a full elastic constants matrix.[11], [15]. Also, the method 

allows to obtain single crystal elastic constants without using the bulk modulus B from the EOS 
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and thus to independently estimate B. At any volume, the bulk modulus B is related to the elastic 

constants by the equation: 

� = (�(( + 2�(�)3                                                                                                                (3.7) 

 

Thus, aside calculating the bulk modulus from the energy-volume approach using an EOS as 

described in section 2.1, it can as well be calculated from elastic constants of the crystal.  

For isotropic materials, a calculation of the average shear modulus G is obtained from the upper 

and lower bounds of the shear modulus Gv and GR [16], [17] respectively as follows: 

01 = 15 (�(( − �(� + 3���)                                                                                           (3.8)  
 

This upper bound can be derived assuming uniform strain throughout the sample. The lower 

bound is calculated as: 

03 = 5(�(( − �(�)���4��� + 3(�(( − �(�)                                                                                        (3.9) 

 

This lower bound can be derived assuming uniform stress through the material. From the average 

shear modulus G and the bulk modulus B, the average Young’s modulus E and the average 

Poisson’s ratio v are derived as follows: 

V = 90�3� + 0                                                                                                                  (3.10) 

 

ç = 3� − 202(3� + 0)                                                                                                             (3.11)     
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For cubic crystals, the elastic constants must fulfil the Born stability criteria[14] which are C44 > 

0, C11 > |C12|, C11+2C12 > 0.  

The stress strain calculation is done using the equilibrium volume Vo and the lattice parameter ao 

obtained in section 2.1. 

A summary of the calculated elastic constants and other mechanical properties that describes the 

deformation characteristics of ZrC is provided in table III.2 

 

Table III.2. Elastic constants and bulk mechanical properties of ZrC 

Parameter This work Experiment Other GGA �õ((/ GPa 480 470[18], 472[19] 455[9] �õ(�/ GPa 106 100[18], 99[19] 116[9] �õ��/ GPa 149 160[18], 159[19] 152[9] 

B/ GPa  231 223, 222[6] 229[9], 232[20] 01/ GPa 164 170[19]  03/ GPa 170 162[19]  

E/ GPa 404 407[19] 408[9], 435[21] 

v 0.2 0.19[19] 0.2[9] 

 

 

The calculated bulk modulus using the stress-strain approach is 231 GPa. This value agrees quite 

well with the experimental values of 223 GPa and 222 GPa[6]. However, it is not in good 

agreement with the value calculated from the EOS fitting in section 2.1. Moreover, it compares 

very well with other GGA calculated values of 229 GPa[9] and in excellent agreement with 232 

GPa[20]. As the bulk modulus is related to volume change, the high value calculated for ZrC 

indicates that, it is difficult to change the volume of the solid as it has a high electron density. 

The relatively large bulk modulus calculated with the stress-strain method is also consistent with 

the strong covalent bond character observed in the DOS plot of figure III.3. The established good 
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agreement of the bulk modulus with other GGA based calculations provide indication of the 

reliability and accuracy of the method use.  

Calculation of the three elastic constants involved both elongations and shear deformations. As 

can be seen from table III.2, all the calculated elastic constants are in excellent agreement with 

experimental data as well as other calculated GGA values. The elastic constant �õ(( which 

indicates stiffness against uniaxial strain is very high (480 GPa). This high stiffness constant of 

ZrC contributes to the excellent mechanical properties that makes it useful for applications in 

cutting tools and other harsh environments. �õ�� is determined by pure shear strain. The �õ�� 

corresponds to the resistance against {100}<110> shear deformations and the somewhat high 

value calculated is an indication of the mechanical strength of ZrC. From table III.2, the average 

shear modulus G can be calculated as 167 GPa. This value is in excellent agreement calculated in 

a different GGA work, 170 GPA[9] as well as with experimental value of 170 GPa[19]. The 

shear modulus as a ratio of shear stress to shear strain, it also measures the stiffness of the 

material. It is concerned with deformation of a solid when it experiences a force parallel to one 

of its surfaces whiles its opposite face experiences an opposition force such as friction. As such, 

this high shear modulus value of ZrC accounts for its deformation resistance when parallel forces 

are applied. Considering the Young’s modulus E, it describes the materials strain response to 

uniaxial stress in the direction of the stress. The rigidness of ZrC is explained by the high 

Young’s modulus value of 404 GPa calculated. This values is in excellent agreement with 

experimental value of 407 GPa[19]. The slight underestimation is however only 1% and the 

method employed in this work is considered reliable. An overestimation of the Young’s modulus 

is however observed in other GGA calculations, 435 GPa[21] but excellent agreement is also 

found in another work, 408 GPa[9]  

The calculated elastic constants obey the Born-stability criteria for cubic materials, i.e, C12 < B < 

C11. The calculated Poisson’s ratio of 0.20 is in excellent agreement with experiments, 0.19[19] 

and other theoretical calculations, 020[9]. This parameter is the coefficient of expansion on the 

transverse axial, and thus the negative ratio of transverse to axial strain. The Poisson’s ratio is a 

measure of the Poisson effect. This effect explains the following phenomenon: when a material 

is compressed in one direction, it usually tends to expand in the other two directions 
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perpendicular to the direction of compression. The same explanation is used for the situation 

when a material is stretched.  

In summary, all the above physical, elastic and mechanical parameters for characterizing 

materials are calculated for ZrC. Accurate and reliable values are obtained for the calculations 

performed in this study. 

 

3. Bulk Energetics of ZrC 
 

Several energetic parameters are calculated to shed more light on the strength of bonds found in 

ZrC solids. In this respect, we use the formation energy and cohesive energy of ZrC to gain more 

understanding in the strength of bonds and interaction between Zr and C atomic species 

combining to form the solid ZrC. A comparison of the calculated values is made with both 

experimental and other theoretically calculated values to ascertain the accuracy and reliability of 

the method used in this work.  

 

3.1 Cohesive (Binding) Energy 
 

An initial assessment is made with the cohesive energy of ZrC bulk material. The cohesive 

energy of a substance is defined as the energy required to break all the bonds associated with one 

of its constituents. It is therefore a measure of the inter-molecular energy of a system. Thus, it is 

the energy that must be supplied to the solid to separate its constituents into neutral free atoms at 

rest and at infinite separation with the same electronic configuration.  

The cohesive energy can be calculated as the energetic different between the solid and the 

separated atoms. The calculated cohesive energy Ecoh for ZrC directly from VASP is given as -

9.67 eV. This value is in complete agreement in another work, -9.64 eV/atom[5]. However, the 

experimental cohesive energy of ZrC is -7.92 eV/atom[4]. The discrepancy in the calculated 

value from the experimental value is that in the electronic structure calculation, the non-magnetic 

ground state configuration of Zr which is s1d3 is used instead of the high spin s2d2 (3F) 
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configuration of Zr which is used in the experimental measurement. Part of this error is also due 

to know systematic errors in the DFT energies of the isolated atoms. Nevertheless, the cohesive 

energy is in excellent agreement with other GGA calculations and hence the method used is 

reliable. This high value of the cohesive energy for ZrC is also an indication of the strength in 

the bonds holding the atomic blocks that form the ZrC unit together. Thus an essentially high 

amount of energy is required to break the bonds in ZrC and hence its high mechanical and 

physical properties as corroborated by the elastic constants and bulk modulus calculated earlier.  

 

3.2 Formation Energy of ZrC   
 

The formation energy is calculated for ZrC so characterize the strength of bonds present in ZrC. 

It is the change in energy when a material is formed from its constituent elements in their 

reference states. The formation energy is also another means that reduces the systematic errors in 

the DFT energies of atoms in estimating the stability of compounds. The elements that form the 

compound are in their elemental states.  

Considering the reaction for the formation of ZrC from Zr and C atoms in their elemental states 

as: 

S(����ö) + 2(�KxLö�aw\) → S + 2(���M>maN)                                                                             (3.12) 

 

The formation energy of ZrC per atom can then be calculated as: 

V±>xX»x° = (S + 2)V(���) − 2V9�KxLö�aw\< − SV(����ö)S + 2                                                         (3.13) 

 

The reference elements used in estimating the formation energy of ZrC are hcp Zr and graphite 

carbon. The calculated formation energy of ZrC is -0.89 eV/atom. This is in good agreement 

with other GGA calculations, -0.92 eV/atom[5]. It also agrees well with the experimental value 

of -1.04 eV/atom[22]. It is apparent that the high systematic error observed in the calculated 

cohesive energy of ZrC is somehow reduced. 
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In summary, the cohesive and formation energies of ZrC has been calculated to gain more 

understanding on the types and strength of bonds exhibited in this material.  

4. Point Defects in ZrC 
 

In order to complement all the other bulk properties studies, an analysis of solid defects is carried 

out for bulk ZrC. The defect studies is also carried out to check the precision of the elastic 

constant calculations. Defects in the solid can lead to imprecise calculation of the elastic 

constants. Experiments have shown that ZrC contains a large number of carbon vacancies, and 

their properties are related to the broad compositional homogeneity of the ZrC. They sometimes 

have C concentrations of 38-50% at 500 oC[4], [23], [24]. It is known that the perfectly 

stoichiometric cubic NaCl phase in transition metal carbides (TMC’s) is unstable so that 

vacancies are always present. Among the different types of defects found in solids, vacancies and 

atomic insertions are considered in this study.  

The energies of stoichiometric and defected ZrC structures are computed with different 

supercells. The volume of each supercell is fixed with the lattice parameter calculated for the 

stoichiometric ZrC in section 2.1 while the fractional atomic coordinates are relaxed. It has been 

observed that the most common form of defect in ZrC is carbon vacancy formation[25] and 

hence this type of defect is considered here. Four different concentrations of carbon were 

considered in this study; 75%, 88%, 94% and 97%. These were achieved using 1x1x1, 2x1x1, 

2x2x1 and 2x2x2 supercells respectively. These concentrations also leads to the following 

formulae; ZrC0.75, ZrC0.88, ZrC0.94 and ZrC0.97 respectively. The volume of the supercells were 

kept fixed while the ions were allowed to relax.  

The main parameter used in characterizing the defects and their stability is the defect formation 

energy (DFE). The DFE values were calculated for both carbon-rich and zirconium rich 

environments.  

In the carbon-rich environment, the carbon removed from the stoichiometric structure is placed 

in a reservoir of carbon, diamond in this case. FCC diamond was used as the reference in 

calculating the energy of carbon. The lattice parameter used for FCC diamond was 3.5668 Å 
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with 8 atoms per unit cell. A k-point mesh testing was done for carbon as was performed for 

ZrC. The resulting k-point mesh used for diamond carbon was 6x6x6. 

In case of the Zr-rich environment, the carbon removed from the ZrC structure is placed in an 

excess of Zr to form ZrC units. In this case, the hexagonal closed pack (hcp) Zr is used as the 

reservoir for Zr. Thus the energy of carbon is computed in both diamond and hcp Zr reservoirs. 

A k-point mesh testing resulted in 9x9x5 grid.  

The DFE is finally calculated as the difference in energy between the un-defected solid and the 

defected solid, taking into account the energy of the elemental specie being vacated as: 

���M>maN →  ���((7�) + ��                                                                                                     (3.14) 

 

The number of carbon vacancies is given by x. The DFE is in different environments is 

calculated as: 

÷øùúûü − ùý÷þ:     ��V = V(���((7�) + V[��p$�!S�2$q] − V(���M>maN)              (3.15) 

 

�ýù÷ûüý�� − ùý÷þ:     ��V = (���((7�) + V[��pℎ¸? ��q] − V(���M>maN)               (3.16)  
 

In the carbon-insertion type of defect, 1x1x1, 2x1x1, 2x2x1 and 2x2x2 supercells or ZrC were 

used and one carbon was inserted into the lattice of the structure. These give carbon 

concentrations of 125%, 112.5%, 106% and 103% respectively. The corresponding structures are 

ZrC1.25, ZrC1.13, ZrC1.06 and ZrC1.03 respectively. Corresponding DFE equations as in the carbon 

vacancies exist for the carbon insertion defects and the DFE values are calculated as for the 

carbon vacancies.  

DOS calculations are performed for the two types of defect after geometry optimization of the 

supercells. The DOS include both total DOS and projected DOS to aid in explaining the defect 

features in solid ZrC.  
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4.1 Carbon Vacancy Defects 
 

As explained earlier, the effects of carbon vacancy formation in sub-stoichiometric levels at 

different concentrations of carbon are computed in order to obtain understanding of the ease with 

which vacancies are formed in the stoichiometric structure. A summary of the DFE values 

calculated for the different concentrations of carbon vacancies is given in table III.3.  

 

Table III.3. DFE at different concentrations of carbon in ZrC at different environments of carbon 

and zirconium 

 Carbon-rich (DFE/ eV) Zr-rich  (DFE/ eV) 

ZrC Formula calculated Reference Calculated Reference 

ZrC0.75 2.08  0.33  

ZrC0.88 1.87  0.12  

ZrC0.94 1.47  -0.28  

ZrC0.97 1.04 0.93[26] -0.71 -0.71[26] 

 

According to table III.3, ZrC is more stable when carbon vacancy is formed at carbon 

concentrations of 94% and 97% in Zr-rich environments. The stabilities with which carbon 

vacancies are formed increased when large supercells are used. The vacancies are however not 

stable at low carbon concentrations, ie 75% and 88%. A pictorial view of the stability of the 

vacancies at different carbon concentrations is shown in figure III.4. 

It is also obvious that the carbon vacancies are not stable in carbon-rich environments as the DFE 

values are all above zero, more than the equilibrium value for stoichiometric ZrC. The computed 

DFE values are moreover in excellent agreement with available theoretical values as can be seen 

in table III.3. The negative value for the vacancy in zirconium-rich conditions imply that, in the 

presence of Zr, ZrC will react to form ZrCx (x < 1), i.e. the Zr will pull carbon from the 

stoichiometric compound to form bulk ZrCx (x < 1) with carbon vacancies. The difference 

between the supercells is significant. In the larger supercells, the vacancies can be spread out 
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more evenly in the structure, thereby minimizing the number of metal atoms with more than one 

carbon vacancy neighbor while this is not possible in the smaller supercells. 

 

 

Figure III.4. DFE in carbon-rich and zirconium-rich environments at different carbon 

concentrations 

 

In order to understand the electronic changes of the bulk structure upon carbon vacancy 

formation, different DOS plots were made for the defected structures and compared with those of 

the non-defected solid at different concentrations. The DOS for the different carbon vacancy 

concentrations can be seen in figures III.5, III.6, III.7 and III.8. The DOS will aid in 

understanding the bonding nature in the defected solids. Some characteristic features of the DOS 

plots can help to understand the differences and changes in chemical bonding between 

stoichiometric and sub-stoichiometric phases of ZrC.  

For ZrC0.75, the total DOS in figure III.5 for the stoichiometric structure can be divided into three 

regions: the lower core region (I) around -9.5 eV. This band is mainly made up of C –s orbitals. 

Region (I) is separated from the upper valence band region (II) by 5 eV in energy. Region (II) 

lies around -3.0 eV and is made up of large contributions from Zr -4d orbitals as well as 
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significant contributions from C -2p orbitals. The fact that the low lying C -2s is separated far 

from the C -2p orbitals shows no hybridization of the carbon s and p orbitals.  

 

 

Figure III.5 TDOS and PDOS plots for ZrC0.75 and ZrC0.88 carbon vacancy structures. Labels with 

def means defected structure and without def are for the stoichiometric structures.  

 

The region II explains the large covalent bond character between the C –p and the metal –d t2g 

orbitals in ZrC. At the Fermi level, there is nearly zero states but a somewhat continuous band 

into the conduction band region which suggests the metallic nature of ZrC. The conduction band 

above the Fermi level is made up of unfilled states from the Zr eg –d states. The large Zr -d states 

immediately after the valence band forms the Zr-Zr ddσ bond. The C –2s states are highly 

localized. Only when carbon is removed from the system does the ddσ bond begin to have a 

more significant influence and hence cannot be ignored during studies of carbon vacancies.  

The occupied states at ~ -3.0 eV in the TDOS is due to the Zr –d t2g orbitals mixing with C -2p 

orbitals to form t2g-pdπ orbitals giving a strong covalent bond. This t2g-pdπ is slightly metallic 
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due to the larger contribution by the Zr t2g-d orbitals than the C –p orbital. The conduction band 

is as a result of the metal eg and the carbon antibonding p states mixing to form eg pdσ bond 

which is rather weaker. A combination of the ZrC pdσ and pdπ bonds favor the octahedral 

arrangement and strongly resists shear.  

As noted from the DFE values calculated, it is clear that the energy of formation of ZrC increases 

when vacancies are introduced into the structure. This indicates the states which are being 

unoccupied by the removal of carbon atoms are stabilizing states. When removing atoms in the 

carbon sub-lattice, the symmetry of the system is broken and hence there is more than one type 

of Zr and C atoms in the system.  

Comparing the TDOS of ZrC and ZrC0.75, there is no significant changes in the regions I and II. 

The largest difference in the TDOS is found in region III where the pseudo-gap which separates 

region II from region III is now pierced by two peaks. Upon projecting the TDOS onto the 

different atoms of Zr and C to see the details of changes, there is no significant change in the 

PDOS of the carbon atoms at the high vacancy concentration. At this concentration, all the 

remaining C and Zr atoms are close to the vacancy site. The C 2s localized state in region I is 

shifted slightly in energy by an amount of about 0.001 eV whiles the C –p states in the region II 

is shifted slightly to lower energies by about 0.05 eV and the Fermi level is shifted towards lower 

energies by about 0.02 eV. The antibonding states are shifted slightly towards lower energies. 

The major difference in the DOS is observed in the Zr –d states. The two peaks piercing the 

pseudo-gap between regions II and III are called vacancy peaks. This peak is caused by metal-

metal bonds created through the vacancy site. As the carbon is removed, the unoccupied Zr –d 

states begin to shift to lower energy piercing the Fermi level to form an intense new state, which 

is now filled and are not hybridized with the C –p orbitals. Thus the formation of the metal-metal 

ddσ bond causes an increased in the states at the Fermi level and hence the ZrC0.75 exhibits 

metallic properties. Additionally, the metal eg orbitals in the conduction band above the Fermi 

level become sharper and more localized. There is the appearance of new states in the region II 

of the Zr –d states. The low DFE of 0.33 eV in Zr-rich conditions for this defect concentration 

shows the possibility of its formation. 

ZrC 0.88: As the carbon concentration is increased to 88%, there is still a slight change in the 

TDOS (figure III.5) as compared to the stoichiometric structure. At this concentration, there is 
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symmetry breakage and the Zr and C atoms far and close to the vacancy area are different as 

shown in figure III.6. The regions I and II remains virtually unchanged. There is negligible 

change in the PDOS of carbon while a substantial change is observed in Zr. The Zr atoms far 

from the vacancy shows new states appearing at the Fermi level which are of metal d character 

while there are still intense new metal –d states appearing at the Fermi level for the Zr atom close 

to the vacancy region. It can be inferred that at higher vacancy concentrations such as ZrC0.75 and 

ZrC0.88, there are new metallic –d states introduced at the Fermi level and these states are not 

localized but exhibit long range effects.  

  

 

Figure III.6. TDOS and PDOS of ZrC0.88 vacancy. Legend explanation is same as in figure III.5.  

 

ZrC0.94 and ZrC0.97: The TDOS becomes nearly similar to the stoichiometric ZrC as shown in 

figure III.7. It is observed in figure III.7 that at these low vacancy concentration in ZrC0.94, only a 

slight change in the TDOS is observed and there is the introduction of new –d states at the Fermi 
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level for only the Zr close to the vacancy area while no significant changes or states appear in the 

other atoms. Thus the electronic structure of the sub-stoichiometric ZrC gets closer to that of the 

stoichiometric ZrC as the vacancy concentration gets lower as can be seen in ZrC0.94 and ZrC0.97 

in figures III.7 and III.8. This explains the more stable nature of this low vacancy concentration 

formation as observed in the DFE values above with the ZrC0.94 and ZrC0.97 having DFE’s of 

negative values as compared to those of ZrC0.75 and ZrC0.88. 

 

 

Figure III.7. TDOS and PDOS of ZrC0.94 defect. Legend explanation is same as in figure III.5 

 

Thus even though the new d- states appear in the low C vacancy solids, they are of very low 

intensities as compared to the high vacancy solids.  

 

4.2 Carbon Insertion Defects 
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Aside the carbon vacancy defect, the Carbon insertion vacation is also studies. In this case, 

carbon is inserted into the bulk lattice of ZrC. The calculated DFE values for the different defect 

concentrations are shown in table III.4. Moreover, a plot of the DFE’s at different C insertion 

concentrations is provided in figure III.9 to provide a pictorial view of the trend observed. 

 

Figure III.8. TDOS and PDOS of ZrC0.97 defect. Legend explanation is same as in figure III.5 

 

High DFE values are calculated for both carbon-rich and zirconium rich environments. This 

shows the unstable nature of such solid defects. DOS plots are obtained for the Zr and C atoms 

close to and far from the inserted carbon.  

Table III.4. Calculated DFE for carbon insertion defect in ZrC 

ZrC formula C-rich DFE/ eV Zr-rich DFE/ eV 

ZrC 1.250 5.76 7.51 

ZrC 1.125 5.71 7.46 

ZrC 1.063 5.36 7.41 

ZrC 1.031 3.74 5.49 
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Even though structures of ZrC1.250, ZrC1.125, ZrC1.063 and ZrC1.031are studied, only 

diagrams for the ZrC1.250 and ZrC1.031 are shown figures III.10 and figure III.11. 

 

Figure III.9. DFE plot for Carbon insertion defects in ZrC at different insertion concentrations 
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Figure III.10. TDOS and PDOS of ZrC1.250 defect. Legend explanation is same as in figure III.5 

 

There is no significant change in the DOS of carbon with only a slight shift in band energies 

while there are new d- states of metallic character at the Fermi level. There is change in 

symmetry for the carbon in the structure and hence the s- states split into new ones. The inserted 

carbon, having a different symmetry shows splitting of s- states into two bands and new p- states 

close to the Fermi level.  

ZrC 1.031: for this concentration of defect, there is no change in the Zr atom far from the inserted 

carbon whiles new d- states with low intensity appears at the Fermi level for the Zr close to the 

inserted carbon. There is no change in the DOS for the carbon far from the inserted one while 

there is shift in p –states to higher energies for the near carbon and shift in s –states to higher 

energies. Similar DOS is observed for the near carbon even though there is a decrease in 

intensity for the p –states.  

 

5. Conclusion 
 

As a preliminary study to optimize the methodology for the subsequent parts of this project, bulk 

properties ZrC and solid defect studies have been carried out. These properties were studied to 

obtain accurate description of the properties found in solid ZrC bulk.  

The principal and characteristic bulk properties such as lattice parameter and other mechanical 

properties were characterized to high accuracy. The lattice parameter was calculated within 1% 

of experimental value. The elastic constants, bulk modulus, shear modulus, Young’s modulus 

and Poissons ratio were all calculated to a high level of accuracy. As such, the mechanical and 

physical properties of ZrC have been established with accurate results.  

Two different types of defects in solids have been studied for ZrC. Carbon vacancy defects and 

carbon insertion defects were considered. All the types were considered in both carbon-rich and 

zirconium-rich environments. Among the different concentrations of carbon vacancy defects 

studied, only low vacancy concentration structures, i.e ZrC0.94 and ZrC0.97 were observed to be 
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stable. The calculated DFE’s are in excellent agreement with values found in the literature. 

Considering the carbon insertion defects, the observation is that such defect structures are 

unstable and hence unlikely to form. The effect of the defect is observed to be more local in both 

carbon vacancies and insertions.  

 

 

Figure III.11.TDOS and PDOS of ZrC1.031 defect. Legend explanation is same as in figure III.5 
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1. Introduction 
 

This chapter describes the adsorption and reactivity of small inorganic molecules namely H2, O2 

and H2O with ZrC low index surfaces. The analysis performed starts with studies on all three low 

index surfaces, (100), (110) and (111) surfaces including their structure, stability and all other 

properties. The chapter is made up fully published peer reviewed research articles. The chapter is 

divided into three sections covering each of the three molecules.  

In the first section, the fully published article entitled “Periodic DFT and Atomistic 

Thermodynamic Modeling of Reactivity of H2, O2 and H2O molecules on Bare and Oxygen 

Modified ZrC(100) Surface”. This section describes work done on only the (100) surface and it is 

published in the American Chemical Society, Journal of Physical Chemistry C.  

In the second section, another fully published article entitled “Stability, Equilibrium Morphology 

and Hydration of ZrC(111) and (110) surfaces with H2O: A Combined Periodic DFT and 

Atomistic Thermodynamic Study”. The article is published in the Royal Society of Chemistry 

journal, Physical Chemistry Chemical Physics. The paper describes the stability of ZrC(111) and 

(110) surfaces as well as their hydration and then the equilibrium morphology of the 

nanocrystallites at different temperatures upon hydration.  

In the final section of this chapter, a full description of oxidation on all three ZrC surfaces is 

given. The section is also made of a fully published article entitled “Oxidation and Equilibrium 

Morphology of Zirconium Carbide Low Index Surfaces using DFT and Atomistic 

Thermodynamic Modeling”. The article is published in the American Chemical Society, Journal 

of Physical Chemistry C.  

 

2. Periodic DFT and atomistic thermodynamic modeling of 

reactivity of H2, O2 and H2O on bare and oxygen modified 

ZrC(100) surface 
 

A fully published article on the reactivity of H2, O2 and H2O on ZrC(100) surface is given here. 
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3. Stability, equilibrium morphology and hydration of ZrC(111) 

and ZrC(110) surfaces with H2O: a combined periodic DFT and 

atomistic thermodynamic study 
 

A fully published research article in Physical Chemistry Chemical Physics. 
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4. Oxidation and equilibrium morphology of zirconium carbide 

low index surface using DFT and atomic thermodynamic 

modeling  
 

A fully peer-reviewed article published in Journal of Physical Chemistry C.  
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5. Conclusion 
 

The chapter provided full account on studies on adsorption and reactivity of H2, O2 and H2O on 

ZrC low index surfaces. Initial analysis was done on stability of all three low index ZrC surfaces. 

The established stability criteria is (110) < (111) < (100) surface. The as-cleaved ZrC (111) 

surface is a polar surface terminating with Zr layer on one side and C layer on the other side of 

the slab. Several correction schemes were applied and the most stable surface is Zr termination 

on both sides as confirmed by experiments. 

Studies were carried out on the adsorption and reactivity of H2 with ZrC (100) surface and 

hydrogen is observed to adsorb in a dissociative manner. The adsorption is however weak with a 

higher activation barrier from the molecular H2 to atomic H species and hence the surface can be 

concluded to be free of hydrogen reactions. On the hydration of the (100) surface, molecular 

water is observed to adsorb on the surface at temperatures below 200 K but dissociates into 

hydroxyl groups at higher temperatures with a low activation barrier. Oxygen modification of the 

surface provides further activation of this surface and water dissociates further into both 

hydroxyl groups and atomic O with H2 release.  

Oxidation of all three surfaces were studied. Both ZrC (100) and (111) surfaces react very 

strongly with oxygen and after full coverage of the surface with a monolayer of oxygen, there is 

no further diffusion of oxygen into the bulk and the oxide layer passivates the surface. However, 

oxidation of the (110) surface leads to formation of ZrO2 layer on the surface with the release of 

CO2 into the gas phase. There is further diffusion of oxygen into the bulk and hence oxidation on 

this surface is not a passive process. Equilibrium morphology of the nano crystallites after 

oxidation shows appearance of only the (110) surface due to the irreversible formation of a stable 

ZrO2 layer on the surface and the crystals are predicted to exhibit very small sized particles.  

Hydration of the (110) and (111) surfaces showed the formation of hydroxyl groups on the 

surfaces with the process being much stronger on the (111) surface. There is the release of H2 gas 

upon hydration of the (111) surface with the bare surface only recovered at temperatures in 

excess of 1200 K. From a Wulff reconstruction of the nanocrystallites, the equilibrium 

morphology after hydration shows the presence of only (111) surface at lower temperatures with 
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the (100) surface appearing at higher temperatures. All surfaces can be functionalized with OH 

groups for grafting. 
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1. Introduction 
 

In this chapter a complete account is given on the nature, structure and properties of the oxide layer 

formed on surfaces of the ZrC nano crystallites used for our investigations. The determination of the 

structure and properties of this oxide layer observed on the ZrC surfaces is very crucial as different 

studies in the literature has identified different forms of the oxide layer on ZrC surfaces. The nature of the 

oxide layer will also determine the properties and structure of the final compounds used to functionalize 

the exposed surface. After determination of the nature of the oxide layer, it is very crucial to study and 

characterize the interface between ZrC and the oxide layer in order to build proper models for further 

studies.  

The chapter is divided into two parts. The first part combines several experimental techniques in 

identifying the nature of the oxide layer and corroborated by molecular dynamics simulations. The 

structure and properties of the oxide layer formed on the ZrC(100) layer and the corresponding interface 

is characterized in this section. The section is made up of fully written article which has been submitted 

for publication and is reviewed. The article is to be published in the American Chemical Society, Journal 

of Applied Materials and Interfaces and is presented in this chapter in the form submitted for publication. 

In the second section of this chapter, the properties and structure of the oxide layer formed on ZrC(111) 

surface as well as the interface is characterized. The section is also made up of a fully written article 

which has been submitted for publication and is under review. The manuscript is to be published in the 

American Chemical Society, Journal of Applied Materials and Interfaces. It is presented here in the exact 

format as submitted for publication.  

 

2. Structure and Energetics of ZrC(100)||c-ZrO2(001) 
interface: A Combination of Experiments, Finite 
Temperature Molecular Dynamics, Periodic DFT and 
Atomistic Thermodynamic Modeling 

 

A fully written research article submitted for publication is presented in this section. 
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Structure and Energetics of ZrC(100)||c-ZrO2(001) interface: A 

Combination of Experiments, Finite Temperature Molecular 

Dynamics, Periodic DFT and Atomistic Thermodynamic 

Modeling 

Eric Osei-Agyemang1, Jean-François Paul,1 Romain Lucas,2 Sylvie Foucaud,2 Sylvain Cristol1*, 
Anne-Sophie Mamede1, Nicolas Nuns1, Ahmed Addad3 

1 Université de Lille 1, Univ. Lille, CNRS, ENSCL, Centrale Lille, Univ. Artois, UMR 8181 - UCCS - Unité de 
Catalyse et de Chimie du Solide. 
2 Université de Limoges, CNRS, ENSCI, SPCTS, UMR 7315, F-87000 Limoges, France.  
3 Unité Matériaux et Transformations, Université Lille 1, CNRS-UMR 8207 

ABSTRACT:  The oxidation process of ZrC is very important as it affects the excellent mechanical and Physical properties. ZrC, 
being a high temperature ceramic, forms low refractory oxides at lower temperatures of 500-600oC. In order to develop core/shell 
materials by coating the ZrC surface with another material that forms protective layers on ZrC and prevents it from oxidation (such 
as SiC), there is the need to study and characterize the oxidized layer. We have used XPS, ToF-SIMS, TEM-ED and EDX analysis 
to study the oxidized layer and polycrystalline ZrO2(mainly cubic phase) was identified. Some traces of the tetragonal phase are 
observed to be present as shells around the ZrC particles with a thickness of about 4 nm on the average.  Periodic DFT was 
subsequently used to characterize the interface formed between ZrC(100) and c-ZrO2(001) phases. A strong interface is formed 
mainly with charge transfer from Zr (c-ZrO2 side) at the interface to O and C (ZrC side) atoms at the interface. The interfacial 
properties are local to only the first and second layers of ZrO2 and not on the third and fourth layers of ZrO2 as Bader charge 
analysis revealed substantial charge transfer at the interface region with no charge redistribution in the second ZrO2 layer and 
subsequent bulk layers. The main physical quantity, ideal work of adhesion (Wad) used to characterize the interface remains fairly 
constant for all ZrO2 layers and converges at three layers of ZrO2. The interfacial bonds formed are observed to be stronger than the 
free surfaces in the corresponding ZrC and c-ZrO2 used to generate the interface.  

1 Introduction 

One important transition metal carbide (TMC) known for its 
excellent physico-chemical and structural properties is 
Zirconium Carbide (ZrC). Being an Ultra High Temperature 
Ceramic (UHTC) with extremely high melting points of 3430 
oC, it is used in applications involving harsh conditions such as 
coatings of the inside walls of nuclear plants, hard materials 
like cutting tools and in the aerospace industries as nozzle 
flaps.1,2  

ZrC belongs to the Fm3m space group, is a face centered cubic 
crystal and crystallizes in a NaCl crystal structure type.3 It has 
three distinguishable low index surfaces with stabilities in the 
order of (100) > (111) > (110).4,5  

Despite its excellent mechanical and physical properties, its 
use in extreme corrosive and oxidizing environments is 
limited. This is due to the fact that ZrC forms low refractory 
oxides at temperatures of around 500-600 oC.6 Several studies 
have been carried out on the different oxidation processes on 
the ZrC low index surfaces. A considerable amount of 
research has been done on the oxidation of the ZrC(111) 
surface, both experimental and theoretical.7–10 (our oxidation 
paper under review). All these studies have shown very strong 
interaction of oxygen with the ZrC(111) surface. Oxygen is 
found to adsorb disscociatively as atomic oxygen and sits at 
three-fold hollow fcc sites between three surface Zr atoms. 

This adsorption process is found to be accompanied by 
extremely high reaction energies. (our oxidation paper under 
review).  

In an experimental study on the oxidation of ZrC single 
crystals, ZrC crystals were oxidized isothermally at 
temperatures of 600-1500 oC in a mixed atmosphere of O2 and 
again with O2 partial pressures of 0.02-2 kPa for 1-20 hours. 
Preferred orientation of tetragonal or monoclinic ZrO2 were 
occasionally observed on the ZrC surfaces.11 The authors 
further analyzed XRD patterns on the crystal oxidized at 600 
oC for one hour and PO2 = 2 kPa showed the presence of cubic 
ZrO2 together with the substrate ZrC. Subsequent XRD 
analysis showed a preferred (110) or (200) orientations of t-
ZrO2 or a preferred (200) or (220) orientation of m-ZrO2 on 
oxidation of the (200) or (220) planes of a ZrC crystal 
respectively. In another work, a crystallographic relationship 
such as the (200) and (220) planes of ZrC being parallel to the 
(200) and (220) c-ZrO2 is established at the ZrC/ZrO2 
interface.12  

Even though there is not much work done on the oxidation 
process on the ZrC (110) surface, both experimental and 
theoretical, in a recent paper, a complete discussion on the 
adsorption process and mechanism of oxidation is provided.13 
The (110) surface is observed to adsorb oxygen dissociatively 
and leads to subsequent formation of a layer of ZrO2 on the 
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surface with the release of CO2 into the gas phase. (Oxidation 
paper under review). This work complements the other 
oxidation studies done on the ZrC(100) and (111) surfaces.  

Several studies have been reported on the adsorption and 
oxidation of ZrC(100) surface.14–18 (our oxidation paper under 
review). Different accounts on a variety of oxidation processes 
are reported for the ZrC(100) surface. Theoretical studies have 
shown dissociative adsorption of oxygen into atomic species 
sitting at mmc sites (between two surface Zr atoms and one 
carbon atom).16,18,19 In some of these reports, not only did the 
mode of oxygen adsorption alone studied but also the 
mechanism for subsequent exchange of adsorbed O atoms and 
surface C atoms with final removal of CO.16,17,19  

 In another report, the oxidation of ZrC(100) surface led to the 
formation of a ZrO-like layer in the form of ZrOx (1 < x < 2).15 
Details of the electronic structure of this oxidized layer (ZrO-
like layer) are also reported in another paper.20 

 In a separate work, oxidation of the ZrC(100) surface led to 
the formation of c-ZrO2 (200) on the ZrC facets.12  

We have however carried out experimental measurements on 
ZrC nanocrystallites. We observed the presence of another 
phase coating the ZrC particles and TEM-ED measurements 
showed the presence of ZrO2, mainly cubic ZrO2. The c-ZrO2 
facets identified were (111), (002), (022) and (113) while t-
ZrO2 (101), (103) and (112) facets were also identified. 
Moreover, subsequent dhkl indexation showed the c-ZrO2 
facets as predominant on the substrate ZrC.   

In light of the above stated observations on the formation of 
ZrO2 on the ZrC surfaces, it is necessary to study the structure, 
stability and energetics of the ZrC(100)/c-ZrO2 interface.  

The paper is organized as follows: Section 2 describes 
experimental conditions and setup for analyzing the ZrC 
particles. Section 3 describes the theories, methods and 
procedures used in this study. In section 4.1, we describe the 
results of the experiments carried out while section 4.2 
discusses the results from molecular dynamics simulation of 
ZrO2 growth on the ZrC(100) surface. Section 4.3 to 4.5 
discusses the bulk, surface, interfacial strength, 
thermodynamic and electronic properties at the interface. 
Eventually, section 5 provides summary and conclusions on 
the current work. 

 

2 XPS, ToF-SIMS and TEM-ED Experimental Analysis 

A combination of XPS, ToF-SIMS and TEM-ED experiments 
were performed on the ZrC nanocrystallites to determine the 
nature and content of the oxidized layer.  

The XPS analyses were performed using a Kratos Analytical 
AXIS UltraDLD spectrometer. A monochromatic aluminium 
source (Al Kα = 1486.6 eV) was used for excitation. The 
analyser was operated in constant pass energy of 40 eV using 
an analysis area of approximately 700 μm x 300 μm. Charge 
compensation was applied to compensate for the charging 
effect occurring during the analysis. The ZrO2 phase O 1s 
(530.0 eV) binding energy (BE) was used as internal 
reference. Quantification and simulation of the experimental 
photopeaks were carried out using CasaXPS software. 
Quantification took into account a non-linear Shirley21 

background subtraction.  

ToF-SIMS analyses were performed on a TOF.SIMS5 
instrument (IONTOF GmbhH, Münster, Germany) equipped 

with a 25keV bismuth primary ion source. Charging effect due 
to the primary ion beam was compensated with pulsed low 
energy electrons (20 eV).  Static and dynamic acquisitions 
were performed in negative mode with Bi3

+ primary ions. For 
static mode, a tableted powder was used to give better mass 
resolution and secondary ion yield. Negative and positive 
ToF-SIMS spectra were compared with a reference of ZrO2. 
Dual beam mode was used for depth profiling.  Cs+ (0.5kV 
and 1kV) were used for sputtering in the non-interlaced mode 
and also to obtain low energy depth profiling on the ZrC to 
characterize the ZrO2 surface layer. 

TEM-ED experiments were performed on the ZrC particles to 
obtain the crystalline nature. A dry powder deposition on Cu 
grid with carbon film was used.  

 

                          

3 Calculation Scheme and Structural Models 

3.1 General Interface Computational Details 

 

All parameters used for the interface calculations are based on 
optimized parameters for the ZrC substrate. 

We performed all theoretical calculations with the Vienna ab 
initio Simulation Package (VASP)22 which is based on 
Mermin’s finite temperature DFT.23 For the Zr, O, H and C 
atoms, the electronic configurations used are [Kr]4d25s2, 
[He]2p6, 1s1 and [He]2s22p2 respectively. The Projected 
Augmented Wavefunction (PAW) pseudopotentials24 were 
used for representing the core electrons and the core part of 
the valence electrons wavefunctions. This helps to reduce the 
number of planewaves required to describe the electrons close 
to the nuclei. For the exchange correlation functional, the 
generalized gradient approximation (GGA) parameterized by 
Perdew, Burke and Ernzerhof (PBE)25 was used and the 
Methfessel-Paxton,26 smearing scheme was used by setting the 
gamma parameter to 0.1 eV. An optimized energy cut-off of 
500 eV was used for the plane wave basis set in describing the 
valence electrons while the integration of the Brillouin zone 
was performed with a standard Monkhorst-Pack27 special grid 
of 9 x 9 x 9 k-points for the bulk and 9 x 9 x 1 k-points for 
surface and interface calculations. The self-consistent field 
(SCF) procedure for resolution of the Kohn-Sham equations is 
assumed to be converged when energy changes of 1 x 10-4 eV 
between two successive iterations are reached.  

 

3.2 Finite Temperature Molecular Dynamics 

We performed finite temperature molecular dynamics to 
confirm the ZrO2 phase formed on the ZrC surfaces as 
evidenced by the XPS, TOF-SIMMS and TEM-ED 
experiments. A (2 x 2) supercell was used for all MD 
simulations. This simulation was started with a thick layer of 
ZrC (100) surface slab while enough Zr and O atoms were 
deposited on the exposed ZrC surface to form about two layers 
of ZrO2. Within the micro canonical ensemble, the ions were 
initially kept at T = 100 K and the velocities scaled upwards at 
different steps until a final temperature of 1000 K was 
reached. This temperature was selected to allow for the 
possibility of forming of the m-ZrO2 phase which is stable at 
low temperatures below 1450 K. A time step of 1 fs was used. 
The resulting equilibrium structure was then quenched from 
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1000 K to 500 K and the final resulting structure was 
optimized at higher precision of calculation.  

 

3.3 Bulk Phases of ZrC and ZrO2 

 

In order to facilitate discussions of the electronic and 
mechanical properties of the interfacial structure model used, 
we provide a brief discussion of the major characteristics of 
bulk electronic structure of ZrC and ZrO2.  

Cubic ZrC belongs to the Fm3m space group, crystallizes in an 
fcc structure and has two special atomic positions for Zr and C 
at (0 0 0) and (0.5 0.5 0.5) respectively as shown in figure 1. It 
has an experimental lattice parameter of 4.696 Å28. Details on 
calculation of optimized bulk parameters are found 
elsewhere.18 In optimizing the geometrical structure, the 
positions of all ions were relaxed in order to render the net 
forces acting upon them smaller than 1 x 10-2 eV/Å. The 
lattice parameter for the ZrC bulk was optimized by fitting the 
energy vs volume curve against the Murnaghan’s equation of 
state as detailed in our previous work.18 Thus the optimized 
lattice parameter was calculated as 4.736 Å and this is less 
than 1% of the experimental value, typical of GGA 
functionals.18  

All ZrC and ZrO2 bulk calculations involved cells with 4 
formula units (Figure 1). 

The c-ZrO2 has a �S35S crystal structure. Starting from the 
experimental crystallographic positions, the volume of the cell 
was decreased and increased by about 10% and the resulting 
total energy calculated. The pairwise calculated values of 
volume and energy were fitted using the Murnaghan’s 
equation of state.  

The tetragonal ZrO2 (t-ZrO2) has the tetragonal symmetry Ï4�/2S¸ and only differs from the cubic phase in the small 
alternating distortion of the O atom columns along the 42 axes 
in the [001] direction. Compared to the c-ZrO2, there is also a 
small elongation of the c lattice parameter along the [001] 
direction. Since optimizing the c-ZrO2 structure along the c 
axis results in distortion of the O atoms in the perpendicular 
direction and subsequently yielding a tetragonal structure, we 
calculate lattice parameters for t-ZrO2 as well. Optimization of 
the lattice parameter was started from the experimental cell 
with a = 3.596 Å and c = 5.187 Å29 and the energy vs volume 
data fitted with the Murnaghan’s equation of state.  

 

 

Figure 1. Bulk structures of ZrC(A), c-ZrO2(B), t-ZrO2(C) and m-
ZrO2(D). Yellow(Zr), light blue(C) and red(O). 

 

The monoclinic ZrO2, m-ZrO2 belongs to the space group 
P21/c. This phase is also defined by another parameter, the 
angel β with an experimental value of 99.23o. Starting from 
experimental lattice parameters determined by Yashima et.al,30 
we calculated energies at different volumes and fitted the data 
with the Murnaghan’s equation of state.  

 

3.4 Construction of Interface Model 

 

In developing an interface from two different bulk phases, a 
step by step approach is taken. An initial determination of the 
stacking direction at the interface needs to be selected and 
from this identified interface plane, the two different bulk 
phases should have a proper commensurability factor.31 The 
two bulk phases are then cleaved to reveal the selected 
surfaces for the interfacial structure. These surfaces will have 
different terminations of different atomic layers. The two 
surfaces are then brought together in contact with each other to 
form the interfacial structure which is then fully relaxed to 
obtain the final optimized configuration at the interface.  

 

 

 

3.4.1 Surface structures and commensurate phases 

The different low index surfaces of ZrC have been extensively 
studied. The (100) surface is found to be the most stable 
compared to the other surfaces due to it being stoichiometric 
and non-polar.4,5,18 With its lattice parameter of 4.736 Å, this 
surface has an exposed surface area of 22.468 Å2. The 
ZrC(100) bulk phase is used as the substrate onto which the 
ZrO2 is grown. Different studies have been made on the 
stability of the different surfaces of c-ZrO2.32,33 The c-ZrO2 
(111) surface is the most stable followed by the (110) and then 
the (100) surface for both relaxed and unrelaxed surfaces. In 
this work, we calculate the surface energies for 1 layer up to 6-
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layers of ZrC. The surface energies are calculated with the 
expression VM¾x± =  (1 2�)⁄  [ VMmL¦ − 2V¦¾mb  ] where Eslab is 
the total energy of the surface slab, Ebulk is the energy per 
formula unit of ZrC or ZrO2 in the corresponding bulk, A is 
the surface area and n is the number of formula units in the 
surface slab.  

Surface energies are calculated for the (001) terminations of c-
ZrO2, t-ZrO2 and m-ZrO2. The surface energies were 
calculated for different layers of ZrO2 starting from 1 layer up 
to 6 layers of ZrO2. These surface energies are needed to 
calculate the interface tension defined in section 3.4.3.  

The c-ZrO2 (001) surface can have different sequence of 
layering at the terminated surface. As can be seen in figure 1, 
it can be considered terminating as Zr|OO|Zr|OO|Zr|OO….. 
and in this case half of the oxygen atoms are located behind 
the front oxygen atoms on the same plane. The termination 
can be flipped to get another one. Another termination that can 
be built is O|Zr|OO|Zr|OO|Zr|O…. termination. With this 
configuration, oxygen layers terminate both exposed surfaces. 
Thus three different surface terminations can be used for 
building an interface with the ZrC(100) surface. A Zr- 
terminated, O- terminated or OO- terminated surface of  c-
ZrO2 (001) can be used for the interface structure.  

A problem which arises in interfacial studies is making two 
different phases commensurate with each other. This interface 
coherence requirement is as a result of the periodic boundary 
conditions used in the calculations at the interface. Thus a unit 
cell for the interface structure has to be selected. One 
geometrical principal measure used in ensuring this 
commensurability is the surface mismatch parameter ϒ.34 With 
this measure, a surface unit cell of c-ZrO2 with area of S2 is 
coherently forced onto a substrate ZrC (100) surface with a 
surface unit cell of area S1 (Figure 2). The mismatch parameter 
is then calculated as: 

 

ϒ = 1 −  2Í(7�Í( +  Í� … … … . h�. (1) 

 

S1-2 is the overlapping area between the two commensurate 
surfaces (Figure 1). This misfit parameter does not measure an 
area mismatch but rather an average length scale misfit 
between the two unit cells.35 Table 1 shows the calculated 
mismatch parameters for the different c-ZrO2 surfaces on 
ZrC(100) surface using ZrC lattice parameter of 4.736 Å and 
c-ZrO2 lattice parameter of 5.143 Å. It is obvious that the 
lattice mismatch for all c-ZrO2 surfaces on the ZrC(100) 
surface is less than 40%. Thus from this table, it suddenly 
becomes apparent that the ZrC(100)||c-ZrO2(001) interface 
combination choice with a misfit parameter ϒ of 8.2% is 
acceptable. This interface unit cell which is defined by the 
substrate ZrC(100) phase is cubic, small, 4.736 Å x 4.736 Å 
and can be easily managed.  

 

 

Figure 2. Bulk structures of ZrC(A), c-ZrO2(B), t-ZrO2(C) and m-
ZrO2(D) 

 

Table 1. Surface mismatch parameter ϒ calculated for 
different combinations of ZrC and c-ZrO2 surface 

ZrC c-ZrO2 Overlap area(S1-2)/Å2 Misfit (ϒ) 

 

(100) (001) 22.434 0.082 

(100) (110) 22.434 0.250 

(100) (111) 22.400 0.279 

 

 

This mismatch parameter which is a geometrical measure 
cannot be used alone in building the interface structure. Other 
models and factors need to be considered. Two different 
methods for ensuring commensurability of two different 
phases can be found in the literature. In the first approach, 
sufficiently large unit cells of both phases are used. Thus the 
basic unit cells of each of the two different phases are 
increased in size in a subsequent manner until the two phases 
are commensurate with each other. This approach leads to 
interfacial structures with very small mismatch parameters and 
still some incoherent areas at the interface.36 The interface 
models formed in this approach are however too huge and not 
suitable for ab initio methods.  

In the second approach which is used in many interface 
calculation studies37–42, a single unit cell is used at the 
interface plane and it is generally termed as the (1 x 1) model. 
One phase is considered as the substrate, its lattice parameters 
are used, the lattice parameters of the other phase are scaled 
until a perfect matching of the two lattice phases is obtained. 
This method is suitable for interface models with very little 
mismatch parameter and we adopt this approach for the 
current study.  

 

 

3.4.2 Interface Model Geometry 

A slab geometry model was used to study the interfacial 
structure and properties. The ZrC phase was selected as the 
substrate with a thickness of 10.945 Å thick which 
corresponds to 9 layers of ZrC. The selected substrate 
thickness is considered enough to form the required interfaces 
and also mimic electronic structure with ionic relaxations in 
the bulk ceramic.33 The c-ZrO2 units were then pinned onto the 
ZrC (100) exposed surface, layer by layer. Coherent interfaces 
were thus ensured by straining the c-ZrO2 (001) units to match 
the dimensions of the ZrC(100) surface. Thus the bulk 
parameter and surface area of the ZrC(100) unit cell defines 
the interface structure model unit cell. In doing so, the c-ZrO2 
(001) unit cell lattice parameter is shrunk by about 8.6% 
relative to the equilibrium lattice of 5.143 Å. In fixing the 
orientation of the geometries of the two lattices at the 
interface, the remaining degrees of freedom in  the final 
interface geometry after optimization is the perpendicular 
direction to the interface as well as the chemical composition 
of the interface.43 Up to 5 layers of the c-ZrO2 (001) units were 
built on the ZrC(100) surface.  
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Figure 3 shows side views of the different interface models 
used.  

 

 

Figure 3. Interface structure models. Vertical dashed lines pass 
through bonds formed at the interface. Yellow(Zr), light blue(C), 
red(O) 

 

Each c-ZrO2 bilayer unit is approximately 3.5 Å thick. We 
ensured that all the models used are symmetric with respect to 
the center of the interface structure. This is done in order to 
ensure no long range dipole-dipole interaction between 
exposed surfaces of the interface slab. Thus each interface slab 
contains two identical interfaces. A vacuum of more than 13 Å 
was applied between two subsequent interface slabs in order to 
avoid any physical interactions between the slabs. Thus the 
interface slab configuration has a sequence of --- c-
ZrO2(001)||ZrC(100)||c-ZrO2(001)|vacuum| c-
ZrO2(001)||ZrC(100)||c-ZrO2(001)|vacuum| c-
ZrO2(001)||ZrC(100)||c-ZrO2(001)|vacuum| c-ZrO2(001) -- 

The ZrC(100) surface has a single layer terminating with the 
same number of Zr and C atoms. This surface is very compact 
and hence the interface chemical composition is defined by the 
terminating layer of the c-ZrO2(001) phase. Along the [001] 
direction of bulk c-ZrO2, three different terminations, 
Zr|OO|Zr|OO|Zr|OO-, O|Zr|OO|Zr|OO|Zr|O-, 
OO|Zr|OO|Zr|OO|Zr- and hence three different interface 
models can be built from these as shown in figure 3. 
Moreover, in a previous study13, the oxidation of ZrC(100) 
surface led to the adsorption of 4 oxygen atoms on the surface, 
resulting in a full layer coverage. The synthesis of ZrC is 
mostly carried out in an oxidizing environment. It is therefore 
necessary to build another model with an oxidized ZrC(100) 
surface. Thus the fourth interface model consists of c-
ZrO2(001) terminating on both sides with Zr atoms on an 
oxidized ZrC(100) surface as shown in figure 3.    

 

 

3.4.3 Interface Cohesion and Mechanics 

An important parameter used in defining interface cohesion 
and stability is the interface tension ɣint, defined as the 
reversible work needed to separate the interface into two free 
surfaces.44 With this definition, both plastic and diffusional 
degrees of freedom are assumed to suppressed and hence 
negligible. From this definition, the greater the ɣint value, the 
higher the energy needed to separate the two surfaces at the 
interface.  

According to the Dupre equation, the interface tension can be 
defined in terms of the interface and free surface energies 
as45,46:  

 

ɣa]w =  n»x° +  n�7»xÒW −  n»x°||�7»xÒW . . … h�. (2) 

 n»x° and n�7»xÒW are the relaxed surface energies of the ZrC 
and c-ZrO2 surfaces respectively while n»x°|�7»xÒW is the 
interface energy which is also defined as the adiabatic work of 
adhesion, Wad > 0. Thus the relative strength of the interface 
versus the bulk bonds decides the preference for the interface 
formation or the open surfaces.47 The adiabatic work of 
adhesion is defined as: 

 


LN =  É��
�Ã�  Ì É�����W�Ã� 7 É��
||�����W�Ã�
�& … . h�. (3)  

 

Where V»x°w>w  !2$ V�7»xÒWw>w  refers to the total energies of the full 
relaxed isolated ZrC and c-ZrO2 slabs. V»x°||�7»xÒWw>w  is the total 
energy of the fully relaxed interface slab and A is the interface 
area. The calculated Wad value is usually a lower bound of 
values obtained by cleavage experiments due to dissipative  
processes in physically separating the interface.44 
Characterization of the interfacial strength is unrelated to the 
bulk strain in the deposited c-ZrO2 and hence the V�7»xÒWw>w  
value used is the total energy of the strained c-ZrO2 in order to 
commensurate with the ZrC surface. Thus the strain energy 
component is cancelled between V�7»xÒWw>w  and  V»x°||�7»xÒWw>w  
since the c-ZrO2 is in the strained state.47   

Another important parameter is the rigid work of adhesion, 

LNxaKaN which provides maximum cancellation of the strain 
energy from the interface energy obtained.43 This can be 
achieved by ensuring the same strain state exists in both the 
free surfaces and the interface. This quantity is very useful in 
comparing the stability of the various interfaces with respect 
to cleaving from the two different phases. This quantity is the 
only measure which holds information purely on the bonding 
at the interface irrespective of the free surfaces.43 
LNxaKaN is 
calculated by rigidly cleaving the relaxed interface structure to 
produce the free surfaces and not allowing the free surfaces to 
fully relax.  

The interface tension can be used to provide a measure of 
whether the interface formation or the formation of the free 
individual surfaces are preferred. The sign and magnitude of 
ɣint in equation 2 also provides a measure for whether the 
interface bonds are stronger than the internal bonds in each 
separate phase.47 In this case, 0 < ɣint < n»x° + n�7»xÒW corresponds to weakly coupled interface and ɣint < 0 to 
strongly coupled interfaces. The calculated values of 
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n»x°  !2$ n�7»xÒW are obtained from their respective relaxed 
equilibrium bulk phases (strain free c-ZrO2 (001) surface). 

 

3.5 Interfacial Thermodynamic Stability 

An assessment of the thermodynamic stabilities of the 
different interface models are carried out. In this manner, the 
thermodynamic stability of the three different models of c-
ZrO2 on ZrC are assessed using the excess interface grand 
potential, �a]wa/i  of an overlayer j on a substrate i, with respect to 
the ZrC and c-ZrO2 bulks as reference instead of the surface 
slabs.  The excess interface grand potential is calculated as 
follows:  

�a]wa/i =  12 Õ�MmL¦a/i − %»x°�»x° − %»xÒW�»xÒWÖ− �»xÒWM¾x± … . h�. (4) 

 

�»xÒWM¾x± is the surface grand potential of the exposed ZrO2 side 
of the interface slab which is in contact with the external 
environment. Assuming no temperature and pressure 
contributions to the grand potentials, the remaining bulk grand 
potentials can be defined as: 

 

def
eg�MmL¦a/i =  VMmL¦a/i −  _ %b­bb

�»x° =  V»x°¦¾mb −  ­»x°
�»xÒW =  V»xÒW¦¾mb −  ­»xÒW

… . . h�. (5) 

 

N is the number of each chemical specie in the slab and μ is 
the corresponding chemical potential of that specie. V»x°¦¾mb  !2$ V»xÒW¦¾mb are the total bulk energies of ZrC and ZrO2 
respectively. When the systems are in thermodynamic 
equilibrium, the chemical potentials of ZrC and ZrO2 can be 
written as: ­»x° =  ­»x +  ­°  !2$ ­»xÒW =  ­»x + 2­Ò. 
Substituting these with equation 5 into equation 4 with further 
rearrangements, we obtain the following equation: 

 

�a]wa/i = 12 Õ VMmL¦a/i −  %°V»x°¦¾mb −  %»xÒWV»xÒW¦¾mb
−  ­»x9%»x −  %° −  %»xÒW<−  ­Ò9%Ò − 2%»xÒW<Ö−  �M¾x±»xÒW … … … h�. (6) 

 

If we define a change in chemical potential related to the 
reference stable bulk Zr (∆­»x =  ­»x − ­»x∗  with ­»x∗ = V»x¦¾mb) and O2 gas ( ∆­Ò =  ­Ò − (VÒWµLM/2)) and substitute 
these in equation 6, we obtain the following equation: 

 

�a]wa/i = �a]wa/i
�

= ∅a]wa/i + 12� [ ∆­»x9%° + %»xÒW − %»x<+  ∆­Ò92%»xÒW − %ÒÖ … h�. (7) 

 

Where the interface dependent term ∅a]wa/i  is defined as: 

 

∅a]wa/i = 12� ßVMmL¦a/i − %»x°V»x°¦¾mb − %»xÒWV»xÒW¦¾mb
−  V»x¦¾mb9%»x − %° − %»xÒW<− VÒWµLM2 9%Ò − 2%»xÒW<á − �»xÒWM¾x±. . h�. (8) 

 

�»xÒWM¾x± is the surface energy of the exposed ZrO2 surface to 
vacuum. The interface grand potential is dependent on the 
chemical potential of oxygen and zirconium. The upper limit 
of the chemical potentials are defined with respect to the total 
energy of bulk Zr and molecular O2 while the lower limit is 
with respect to the formation energy of ZrO2. The limits are 
defined in equations 9 and 10 as: 

 

def
eg∆­Ò =  ­Ò − VÒWµLM2 < 0

∆­Ò > V»xÒW±2
… … . h�. (9) 

 

Þ ∆­»x =  ­»x − ­»x∗ < 0∆­»x >  1 2� 9V»x°± +  V»xÒW± < … … . h�. (10) 

 

 V»xÒW±  is the formation energy of ZrO2, calculated as -4.98 eV 

and V»x°±  is the formation energy of ZrC. Thus the chemical 
potential ranges are −5.78 hT <  ∆­»x < 0 and −4.98 < ∆­Ò < 0. A plot of �a]wa/i against ∆­Ò and∆­»x is obtained and 
the stabilities of the different interface models are analyzed.  

 

4 Results and Discussion 

 

4.1 XPS, ToF-SIMS and TEM-ED Experiments 

The XPS analysis of ZrC0.96O0.04, summarised in Table 2, 
reveals that the surface is contaminated by adventitious carbon 
(C 1s Binding Energy, BE = 284.5 eV) and Zr oxide (Zr 3d 
BE = 182.3 eV). 

 

Table 2. XPS characterization of ZrC0.96O0.04 

Element 
Binding 
energy 
(eV) 

FWHM 
(eV) 

Proportion 
(%) 

Atomic 
concentration 

(%) 

Zr 3d5/2 
(ZrC) 

178.8 1.1 57 

25.3 
Zr 3d5/2 
(ZrO2) 

182.3 1.3 43 

O 1s (ZrO2) 530.0 1.7 46 
45.2 

O 1s 531.7 1.7 54 

C 1s (ZrC) 281.1 0.9 44 
26.9 

C 1s 284.5 1.6 56 
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S 2p 
(elemental) 

162.1 2.1 37 

2.6 
S 2p 

(sulfates) 
168.9 2.1 64 

 

 

The XPS analysis of ZrC0.96O0.04 clearly evidences the 
presence of two different chemical environments for 
zirconium with the observation of two doublets in the Zr 3d 
spectral region that are attributed to ZrC (Zr 3d5/2 BE = 178.8 
eV)48,49 and ZrO2 (Zr 3d5/2 BE = 182.3 eV) (Figures 4 and 5). 
The decomposition of Zr 3d spectrum is performed using line 
shapes derived from data50 of bulk reference materials of ZrO2 
and ZrC. The methodology consists in, on one hand by 
exposing ZrC0.96O0.04 to oxygen at 500°C for 1 h in a dedicated 
cell coupled to the XPS spectrometer then transferred into the 
XPS analysis chamber avoiding contamination.  

 

 

Figure 4. Decomposition of Zr 3d XPS spectrum for ZrC0.96O0.04 
using line shapes defined from ZrO2 and ZrC phases 

 

 

Figure 5. O 1s (a) and C 1s (b) XPS spectra for ZrC0.96O0.04  

 

The oxidative treatment leads to the complete oxidation of the 
material into ZrO2 (atomic Zr/O ratio of 0.5). On the other 
hand, the initial ZrC0.96O0.04 material was pressed into a pellet 
in order to operate an Ar+ depth profile (2 keV, 3 mm x 3 
mm). An extended (30 min) ion depth profile leads to the 
disappearance of the ZrO2 contribution in Zr 3d region and to 
the appearance of asymmetric Zr 3d and C 1s photopeaks, 

characteristic of the metallic character of ZrC (atomic Zr/C 
ratio of 1.2). The atomic Zr / C ratio, calculated from the Zr 3d 
(ZrC) and C 1s (ZrC) contributions, is equal to 1.1, in good 
agreement with the expected ratio in ZrC phase. Furthermore, 
the atomic Zr / O ratio, calculated from the Zr 3d (ZrO2) and O 
1s (ZrO2) components, is 0.6, close to the theoretical Zr / O 
ratio in ZrO2 phase. 

On the other hand, the ZrO2 layer thickness ($»xÒW) can be 
evaluated using a homogenous and continuous layer model51 

of intensity attenuation in which the  
��� �� (���W)
��� �� (��
)  ratio is 

expressed as: 

 �»x *N (»xÒW)�»x *N (»x°)  =  �»x *N (»xÒW)�  (1 − exp(− − $»xÒW  
λ»x *N (→»xÒW) ))

�»x *N (»x°)�  exp(− − $»xÒW  
λ»x *N (→»x°) ))  

 

where �»x *N (»xÒW) and �»x *N (»x°) are the intensities of the two 
respective components of the XPS Zr 3d signal of for 
ZrC0.96O0.04, �»x *N (»xÒW)�  and �»x *N (»x°)�  are the intensities of 

the XPS Zr 3d signal of ZrO2 and ZrC reference samples 
(homogeneous material with infinite thickness), respectively, 
and λ»x *N (→»xÒW) and λ»x *N (→»x°) are the inelastic mean free 
paths of the electrons calculated from the TPP2M formula52. 
Their values are 2.2 nm. Then the ZrO2 layer thickness ($»xÒW) 
is estimated to 3.2 nm.   

In the static ToF-SIMS analysis, isotopic patterns detected at 
ZrC surface in positive mode match with ZrO2 reference. 
During the dynamic SIMS depth profiling, an initial lower 
energy profiling showed ZrO2- peaks when the sputtering 
starts but the intensities of the ZrO2

- and O- peaks decrease 
with time. A similar pattern is observed at high energy 
sputtering (1kV) as shown in figure 6.  

 



 

182 

 

Figure 6. ToF-SIMS depth profiling with low energy (A) Cs+ : 
0.5kV – 30 nA – rastered over an area of 500µm x 500µm and 
high energy depth profiling (B) Cs+: 1kV – 60 nA – rasterd over 
an area of 300µm 

 

 

Moreover, even though the dynamic SIMS depth profile 
experiment was conducted under vacuum, there is still re-
oxidation of the ZrC surface after some few minutes into the 
experiment. This is shown in figure 7 and these spectra shows 
that even under vacuum (1x10-8 mbar) there is a quick re-
oxidation of ZrC after Cs+ etching. Thus the ZrC surfaces are 
highly reactive to oxygen as shown in several experimental7–10 
and theoretical works13.  

 

 

Figure 7.  ToF-SIMS spectra in the m/z range (100-113). A) is a 
spectra acquired few seconds after a  low energy depth profiling 
and B) is a spectra acquired about 5 minutes after low energy 
depth profiling. 

 

The TEM-ED experiment revealed the presence of a phase 
different from the bulk ZrC at the particle surface. EDX 
elemental analysis showed this phase to be zirconium oxide 
(Figure 8). This oxide layer thickness was estimated to be 
around 5 nm. According to high resolution imaging, 
orientations are clearly observed. This reflects that the oxide 
layer is crystalline. Two different areas were observed to show 
different crystal orientations (Figure 9A). Thus the oxide is 
polycrystalline. Rings were observed from the diffraction 
pattern obtained from the oxide layer and this confirms the 
surface thin layer of oxide to be polycrystalline. A dhkl 
indexation shows no possible correlation of the diffraction 
pattern with ZrC phase (Figure 9B). According to the lattice 
parameters calculated, there is no presence of monoclinic ZrO2 
but predominant amounts of cubic ZrO2 and some traces of 
tetragonal ZrO2.  
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Figure 8. TEM and EDX identification of Zirconium Oxide on 
ZrC particles 

 

 

Figure 9. ED pattern and dhkl indexation of Zirconium Oxide layer 
on ZrC particle surface  

 

 

4.2 Finite Temperature MD 

A brief discussion of the results obtained during the finite 
temperature MD simulations is provided here. At the higher 
temperature of 1000 K, there is a haphazard formation of ZrO2 
on the ZrC surface. Different coordinated O and Zr atoms are 
observed. Both 4- fold and 3- fold coordination are detected 
for O atoms while 5- fold and 6- fold coordination observed 
for Zr atoms. At the interface, all ZrO2 Zr atoms sit directly 
atop surface C atoms of ZrC and O atoms from ZrO2 form 
mixed type of bonding at the interface. Some O atoms bond 
directly on top surface Zr atoms of ZrC while some O atoms 
forms a three- fold bond between two surface Zr atoms and a 
C atom of ZrC, as previously observed in other calculations on 
the oxidation of ZrC(100) surface.18 The under coordinated O 
and Zr atoms at this stage are typical of m-ZrO2.  

Upon quenching the structure at 500 K temperature, a more 
ordered structure was obtained. 8- fold Zr and 4- fold O atoms 
are observed in the ZrO2 structure formed, typical of t- and c- 
ZrO2 as confirmed by the experimental results above.  

 

4.3 Bulk and surface properties of ZrC and ZrO2 

Details of the optimized lattice parameter, bulk modulus and 
the pressure derivative of the bulk modulus for ZrC bulk 
phases are provided elsewhere.18 Here, we consider optimized 
parameters for all three phases of ZrO2.  

Thus all characteristic bulk parameters needed to define all 
three ZrO2 phases are well reproduced. Details on the lattice 
and bulk parameters are found in supporting information S.1.  

A summary of the bulk lattice parameters for ZrO2 is provided 
in table S.1 (see supporting information). 

The calculated surface energies for different layers of ZrC and 
all phases of ZrO2 are summarized in table 3. For ZrC (100) 
surface, the surface energy quickly converges from 2 layers 
upwards and computed surface energy is in very good 
agreement with previous calculations.4 A plot of the surface 
energies at different layers is shown in figure 10. It is obvious 
from table 3 that the surface energy converges after 4 layers 
for both c-ZrO2 (001) and m-ZrO2 (001) surfaces. The 
unrelaxed surface energy of 0.252 eV/ Å2(not shown in table 
3) is in very good agreement with other values of 0.22232 eV/ 
Å2. The surface energy of the relaxed structure is however 
0.130 eV/ Å2, about half of the unrelaxed structure. It is worth 
mentioning however that we only used stoichiometric surfaces 
with O terminations on both surfaces as this is found to be the 
predominantly exposed termination.32 Relaxation in the c 
direction of the c-ZrO2 surface resulted in distortion of the O 
atom positions along the c- axis.   

The unrelaxed surface energy of the monoclinic (001) is 0.150 
eV/ Å2 and is in excellent agreement with the LDA calculated 
value of 0.15233 eV/ Å2 and the GGA value of 0.12353 eV/Å2. 
Upon relaxation, the surface energy quickly converges to a 
value of 0.100 eV/ Å2 after 4 layers. This is also in very good 
agreement with the LDA calculated value of 0.11333 eV/ Å2 
and the GGA value of 0.084 eV/Å2.53  

An oscillating feature is observed for the surface energies for 
different layers of t-ZrO2 as seen in figure 10. This feature has 
been observed by other groups in their calculation of surface 
energy for different t-ZrO2 layers35. This oscillating feature is 
a function of the odd/even nature of the number of layers used. 
Thus even numbered layers give very stable surfaces while 
odd numbered layers give high energy surfaces. This same 
feature was observed by Christensen and Carter35. This effect 
may be related to the fact that odd-layered crystalline t-ZrO2 

(001) surface slabs have  Ï45S2 symmetry while even-layered 
crystalline t-ZrO2 (001) surface slabs have Pmmn symmetry.35 
In another study, 4- layers and 12- layers of t-ZrO2 (001) 
surface energies were calculated to be 0.069 eV/ Å2 and 0.070 
eV/ Å2 respectively.54 Thus the surface energy for these even- 
layered slabs is the same and lower than our calculated values 
for the odd- layered slabs. However, our calculated surface 
energy for the 4- layered slab is 0.072 eV/ Å2 and in excellent 
agreement with the value calculated by Eichler and Kresse54 
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Table 3. Calculated surface energies eV/Å2 for different layers of ZrC (001), c-, t- and m-ZrO 2 (001) surfaces 

Number of 
Layers 

ZrC (001) c-ZrO2(001) t-ZrO2(001) m-ZrO2(001) 

 unrelaxed relaxed unrelaxed relaxed unrelaxed relaxed unrelaxed relaxed 

1 layer 0.135 0.135 0.229 0.144 0.231 0.205 0.257 0.069 

2 layers 0.111 0.098 0.249 0.108 0.081 0.068 0.143 0.097 

3 layers 0.108 0.098 0.252 0.109 0.205 0.175 0.149 0.090 

4 layers 0.108 0.102 0.254 0.129 0.082 0.072 0.153 0.097 

5 layers 0.107 0.100 0.255 0.130 0.203 0.193 0.158 0.102 

6 layers 0.107 0.100 0.244 0.130 0.082 0.073 0.163 0.107 

 

Figure 10. Calculated surface energies for different layers of ZrC 
(100) and c-, t-, m-ZrO2 (001) surfaces 

 

4.4 Structure and cohesion at the Interface 

 

4.4.1 Rigid Work of Adhesion 

In this section we give results for the rigid work of adhesion to 
provide understanding of the stability and mechanical 
behavior of the interface. As mentioned earlier, this work of 
adhesion is calculated by first obtaining the fully relaxed 
interface structure, then separating the two phases forming the 
interface and calculating their total energies without allowing 
them to relax. In this case, bulk properties of both ZrC and c-
ZrO2 are effectively cancelled out and the result depends 
purely on the interfacial properties. Table 4 provides a 
summary for the calculated rigid work of adhesion for the 
different interface models created. It is apparent from table 4 
and figure 11(inset) that the Zr|OO|Zr|OO|Zr||oxidized-
ZrC(100) interface has the strongest interaction at the 
interfacial region indicating this model as more stable with 
respect to cleavage. The calculated rigid work of adhesion 
(0.81 eV/Å2) values are almost twice the values obtained for 
the other three interface structures. There is a convergence of 
the calculated values from 3 layers of c-ZrO2 units.  

 

 

4.4.2 Relaxed Work of Adhesion  

The work of adhesion is calculated for the fully relaxed system 
in which the separated ZrC and c-ZrO2 slabs are allowed to 
relax fully.  

 

Table 4. The rigid work of adhesion �ø�þùý�ý� and the relaxed 
work of adhesion �ø�þù��ø��� for different layers of c-ZrO 2 
(001) on ZrC (100). Interface model 1 is 
Zr|OO|Zr|OO||ZrC(100), model 2 is 
O|Zr|OO|Zr|O||ZrC(100), model 3 is O|Zr|OO|Zr||ZrC(100) 
and model 4 is Zr|OO|Zr|OO|Zr||oxidized ZrC(100) 

c-ZrO2 
layers 

Model 1 Model 2 

 

Model 3 

 

Model 4 

Rigid Work of Adhesion (�ø�þùý�ý�)/ eV.Å-2  

1 0.170 0.103 0.149 0.822 

2 0.286 0.160 0.196 0.827 

3 0.583 0.073 0.206 0.816 

4 0.581 0.081 0.209 0.803 

5 0.586 0.070 0.211 0.809 

Relaxed Work of Adhesion (�ø�þù��ø���)/ eV.Å-2  

1 0.079 0.042 0.140 0.413 

2 0.148 0.315 0.187 0.439 

3 0.406 0.030 0.199 0.432 

4 0.425 0.405 0.206 0.501 

5 0.447 0.028 0.205 0.432 

 

 

In table 4, the relaxed work of adhesion calculated for the four 
different interface structures are provided. It becomes 
immediately evident that the Zr|OO|Zr|OO|Zr||oxidized-
ZrC(100) model is the most stable interface compared to the 
other three. Thus the relaxed work of adhesion confirms the 
most stable interface model obtained by the rigid work of 
adhesion. The relaxation process however results in a decrease 
of the work of adhesion as compared to the rigid model. The 
average difference between the rigid and relaxed work of 
adhesion is 0.40 eV/Å2 for the Zr|OO|Zr|OO|Zr||oxidized-
ZrC(100) system and this value is a result of interface slab 
relaxations. Thus after full relaxation, the resulting stable 
interface model is still Zr|OO|Zr|OO|Zr||oxidized-ZrC(100) 
and hence the relaxations do not affect the hierarchy of the 
works of separation.  
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Figure 11. Calculated Work of Adhession (Wadh) of different 
number of c-ZrO2 (001) layers on ZrC(100) surface 

 

Figure 11 shows oscillation of the relaxed work of adhesion 
for the O|Zr|OO|Zr|OO|Zr|O- model. Thus even numbered 
layers of the c-ZrO2(001) in this model forms stronger 
interface than odd numbered c-ZrO2(001) layers. It is worth 
mentioning here that relaxation of the interface slab in the 
perpendicular direction to the interface results in 
transformation of the c-ZrO2(001) phase into t-ZrO2(001). As 
explained in section 4.3, the resulting t-ZrO2(001) phase is 
similar to the t-ZrO2(001) surface slab which terminates with 
O layers on both sides and we observed this odd/even nature 
of the surface energies which is related to difference in 
symmetry of the odd/even slabs.  

It is observed in table 4 that the Wad value is the same for all 
layers of c-ZrO2(001) added ( for the stable interface model). 
This pattern is however not the same for the other three 
interface models. Thus there is no systematic variation of the 
Wad with the number of ZrO2 layers and hence the chemistry 
of the ZrC(100)||c-ZrO2(001) interface is local and defined by 
the ZrO2 layer closest to the interface. In other words, long 
range interactions in the ZrO2 does not significantly contribute 
to the interfacial strength. The thicker ZrO2 layer produces 
almost the same electrostatic image in the ZrC as the thinner 
images and do not bond any stronger.  

As defined in section section 3.4.3, the interface tension can 
also be used to determine the strength of the bonds formed at 
the interface compared to the corresponding bond strengths in 
the respective bulk phases. In this case, the criteria is 0 < ɣint < n»x° +  n�7»xÒW corresponds to weakly coupled interface and 
ɣint < 0 to strongly coupled interfaces. Using n»x° = 0.100 
eV/Å2 and n�7»xÒW = 0.129 eV/Å2 asymptotic values from table 
3, with relaxed Wad = 0.455 eV/Å2 for the most stable 
Zr|OO|Zr|OO|Zr||oxidized-ZrC(100) interface model, the 
calculated interface tension ɣint = -0.226 eV/Å2. Using value of nw7»xÒW = 0.072 eV/Å2 for even numbered layers and 0.175 
eV/Å2 for odd numbered layers, we still obtain ɣint = -0.283 
eV/Å2 and -0.180 eV/Å2 respectively. Thus the negative sign 
of the interface tension shows that the interface bonds are 
stronger than the internal bonds in each ceramic phase.  

 

4.4.2 Structure and properties at the Interface 

In this section, we describe the structure and properties at the 
interface of the most stable model, Zr|OO|Zr|OO|Zr||oxidized-

ZrC(100). In figure 12, the relaxed stable structures of the 
interface formed with 1, 2, 3, 4 and 5 layers of ZrO2 are 
shown.  

 

 

Figure 12. Lowest energy interface structures for 1 layer(A), 2 
layers(B), 3 layers(C), 4 layers(D) and 5 layers(E) c-ZrO2(001) 
for Zr|OO|Zr|OO|Zr||oxidized-ZrC(100) interface model. 
Yellow(Zr), light blue(C) and red(O) 

 

During the relaxation process, the interfacial area is defined by 
the ZrC(100) substrate surface area and the pinned c-
ZrO2(001) overlayer is allowed to relax perpendicular to the 
interface. Figure 12 shows that, at all layers of ZrO2 at the 
interface, there is the appearance of perpendicular distortions 
in the O atoms of ZrO2. Thus c-ZrO2 is transformed into t-
ZrO2 phase. The crystallinity of the ZrC phase is maintained 
while ZrO2 phase is transformed. This is not surprising since 
the (c→t) ZrO2 transformation is an easy process as can be 
seen from the calculated value of 0.054 eV/ ZrO2 unit in table 
S.1. Thus even though the c-ZrO2 is forced into registry with 
the ZrC lattice, the transformation into t-ZrO2 is not inhibited.  

We use the lowest energy 3-layer ZrO2 interface slab to 
provide detailed description of the properties at the interface. 
Even though in c-ZrO2 half of the oxygens are at the rear side 
of the other half forming a single layer, upon forming the 
interface, the oxygen layer is split into two. This splitting leads 
to inward relaxation (towards the ZrC side) of one of the Zr 
atoms (c-ZrO2) and outward relaxation of the other Zr atom (c-
ZrO2). Even though the four O atoms forming the oxidized 
layer of the ZrC(100) surface are on the same plane, upon 
forming the interface, two half of the O atoms move upwards 
to form strong bonds with the Zr atoms from c-ZrO2. These O 
atoms form direct bonds with Zr atoms (ZrC side) in addition 
to the interfacial bonds formed. The same phenomenon in the 
opposite direction is maintained for the two O atoms (c-ZrO2) 
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which remains in their original planar positions. This explains 
the high work of adhesion calculated for this interface. There 
are twelve O – Zr bonds at the interface. The bond distances 
between the Zr (c-ZrO2) atom closer to the interface and the 
interface O atoms (ZrC side) are 2.027 Å to 2.325 Å. The 
distances between the Zr (c-ZrO2) atom far from the interface 
and the interface O (ZrC) atoms are 2.016 Å to 2.330 Å. At the 
region close to the interface (nearest first layer), there is the 
transformation of the c-ZrO2 into t-ZrO2 (101) with some 
three-fold and four-fold O atoms. Within this t-ZrO2 (101) 
region, the three-fold O atoms have d(O-Zr)-3f bond distances of 
2.027 Å, 2.051 Å and 2.189 Å while the four-fold O atoms 
have bond d(O-Zr)-4f of 2.161 Å, 2.271 Å, 2.232 Å and 2.799 Å.  

After the first two layers of ZrO2 at the interface, there is the 
transformation into t-ZrO2(001). This can easily be seen by the 
tetragonal distortion observed in the last two oxygen layers 
away from the interface. Thus two phases of t-ZrO2 are 
observed forming the interface: t-ZrO2(101) and t-ZrO2(001). 
The phase at the interface region is t-ZrO2(101) and the phase 
at the exposed surface of the interface slab is t-ZrO2(001). 
These transformations are results of compensating for the 
strain imposed on the c-ZrO2 as it is pinned onto the ZrC 
surface. The observed ZrO2 phases corroborate the 
experimental results in the TEM-ED analysis. Firstly, the ED 
analysis showed polycrystalline nature of the ZrO2 and the dhkl 
indexation revealed intense peaks for t-ZrO2(101) phase. The 
transformation into t-ZrO2 is necessary to alleviate part of the 
strain imposed on the c-ZrO2 when forced into registry with 
the ZrC surface. 

 

4.5 Thermodynamic Stability of Interface Models 

Aside the use of the mechanical characterization parameters 
such as the work of adhesion and the interface tension, the 
significance of a thermodynamic analysis of stability of the 
different interface models considered is nevertheless an 
obvious one. The predominant parameter used in assessing the 
interfacial stability is the interface grand potential, �a]wa/i  which 
is the interface analogue of surface energy or surface grand 
potential for non-stoichiometric surfaces. This parameter 
considers the bulk ZrC and c-ZrO2 as the reference states in 
forming the interface. It is worth mentioning that the bulk c-
ZrO2 reference is in a strained state in order to accommodate 
the substrate ZrC phase. Thus the a and b lattice parameters of 
c-ZrO2 are strained to those of ZrC(100) and the c lattice is 
allowed to relax in the z-direction of the bulk phase. The same 
strained c-ZrO2 phase is used as the reference in calculating 
the surface energy, �»xÒWM¾x± (equation 8) of the exposed facets in 
the interface slab.  

According to equation 7, the interface grand potential �a]wa/i is 
calculated for different values of ∆­Ò and ∆­»x and a plot 
from the data is shown in figure 13.  

 

 

Figure 13. Stable interface models (lowest interface grand 

potential �a]wa/i) for different interface models as a function 
of ∆­Ò !2$ ∆­»x. 

 

In this plot, low values of ∆­Ò corresponds to oxygen poor 
environments and high values of ∆­Ò corresponds to oxygen 
rich environments with similar criteria for the Zr chemical 
potential. According to the 2D plot in figure 13, two different 
interface models are stable at different combinations of Zr and 
O chemical potentials. The Zr|OO|Zr|OO||ZrC(100) interface 
model is stable for a narrow region of the Zr and O chemical 
potential combinations (oxygen poor and zirconium rich 
environments). However, in a wide combination of Zr and O 
chemical potentials, the Zr|OO|Zr|OO|Zr||oxidized-ZrC(100) 
interface model is the most stable, confirming the stability 
criterion established by both the work of adhesion and the 
interface tension. This can be explained by two factors. First in 
the Zr|OO|Zr|OO|Zr||oxidized-ZrC(100) model, there are more 
oxygen atoms at the interface than the other three models 
leading to the formation of more (12 Zr – O) bonds. In 
addition to this factor, in the Zr|OO|Zr|OO|Zr||oxidized-
ZrC(100) model, the surface exposed to vacuum is Zr 
terminated which is less stable than the O terminated facets in 
ZrO2. This leads to subsequent subtraction of a higher surface 
energy term in equation 8 than the other two models.  

 

4.6 Electronic properties at the interface 

4.6.1 Density of States  

In this section, we describe the electronic features at the 
interface region, more specifically, the density of states and 
charge analysis.  

We first provide a description of the density of states (DOS) at 
the interface. We use a total spectra obtained by projecting the 
electronic states onto all atoms in the interface and separate 
surfaces as well as atomic spectra obtained by projecting the 
density of states onto individual atoms. Figure 14 shows the 
total DOS (TDOS) for the interface structure with 3 layers of 
ZrO2.  



 

187 

 

 

Figure 14. TDOS of interface model with 3 layers of c-ZrO2(001) 
including the TDOS for the free oxidized ZrC(100) and c-
ZrO2(001) slabs 

 

Included are the TDOS for the corresponding surface slabs for 
oxidized ZrC and ZrO2 used in constructing the interface 
model. Figure 14 shows that upon forming the interface, c-
ZrO2 fixex both the valence band maximum and the 
conduction band minimum. The main interfacial features 
around -5 eV are mainly due to the ZrO2 states while those at -
11 eV are due to the oxidized ZrC(100) states. In figure 15, the 
DOS are projected onto each atom at the interface and the 
corresponding atom in the surface slab. This aids in 
understanding the shift in the bands when the atoms form the 
interface structure. The O (oxidized ZrC) atom which sits 
closer to the ZrC side upon forming the interface, in an mmc 
(three fold bonding between two metal(Zr) and one C atom) 
shift to higher energies in the core states and lower energies in 
the conduction band with the main interface features are at -11 
eV and -22 eV ( O s states are highly localized). This same 
localized band is found for the C and Zr (all oxidized ZrC 
side) at the interface at the same energy and shows the ionic 
nature of the C-O bond in the mmc configuration at the 
interface.  

 

 

Figure 15. PDOS of each atom at the interface and in the 
corresponding surface slab. Spectra at the upper part of each plot 
are for atoms in the interface structure and those at the lower part 
are for the atoms in the corresponding surface slabs. Atoms 
labelled as near are closer to the interface plane than atoms 
labelled as far. 

 

In the conduction band, these O atoms however contribute 
significantly to the lower end in forming covalent bonds with 
Zr atoms (c-ZrO2 side). The mmc O (oxidized ZrC) which is 
closer to the interface plane also shifts to higher energies with 
the main feature at -18 eV and contributes to the upper part of 
the valence band as it also forms covalent bonds with Zr (c-
ZrO2 side) at the interface. The localized conduction band in 
Zr (ZrO2) is broadened upon forming the interface while the 
higher states at the Fermi level (highly unstable Zr terminated 
c-ZrO2 surface) are drastically reduced at the interface, 
stabilizing these atoms further. However, the Zr – O bond at 
the interface is highly covalent due to the diffuse nature of the 
bands Zr (c-ZrO2) and O (oxidized ZrC) bands between -1 eV 
and -8 eV. In order to provide a good understand of the 
evolution of the electronic structure of atoms moving from 
bulk to surface and then forming interface, figure 16 aligns the 
Projected density of states (PDOS) for the atoms parallel to the 
interface plane showing the states for the atoms in both 
oxidized ZrC and c-ZrO2 at the interface, in the bulk region of 
the slab and at the exposed surface in the vacuum area. The 
low energy area of the ZrO2 bulk is made of much localized O 
2s electrons and Zr 4d electrons at ~ -20 eV. However, the 
bulk ZrO2 valence band is more covalent and made of O 2p 
and Zr 4d electrons and much more diffuse than the low 
energy ionic bands at -20 eV. The conduction band for this 
bulk region is mainly Zr 4d. Moving to the exposed surface 
region, the valence band is highly diffuse, made of Zr 4d 
electrons and the conduction band is shifted to lower energies 
with Zr 4d states occupying the Fermi level.  
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Figure 16. PDOS of atoms at the interface, in the bulk and the exposed surface of the three layer interface slab (Zr|OO|Zr|OO|Zr||oxidized-
ZrC(100) ). The states are aligned along the parallel plane to the interface with each region marked on the top layer. The Fermi level is 
aligned at the energy zero position

 

The high level of states at the Fermi level indicates a high 
reactivity of the exposed surface. The O 1s states at the lowest 
energy region are more diffuse than the bulk state, and the 
electrons are delocalized. In forming the interface, the O 
(oxidized ZrC side) adsorbed at the three fold mmc site 
exhibits highly localized electrons shifted to higer energies at 
around -18 eV. The newly formed states at the interface are 
derived from the O 2p and O 1s (oxidized ZrC side) electrons 
mixing with Zr 4d (c-ZrO2). This band (-11 eV) is very narrow 
indicating highly localized electrons in some of the Zr – O 
bonds formed at the interface. The Zr - O valence electrons are 
highly delocalized while the bands due to the far O 
(penultimate O atom to the interface on the c-ZrO2 side) are 
less affected by the interface. At the ZrC end of the interface, 
the valence band consisting of mixed Zr d, p and s states shift 
to higher energies towards the conduction band. The states 
arising from the mixing of the Zr (oxidized ZrC) and the far O 
(oxidized ZrC) at the interface are more diffuse and the 
electrons are delocalized. This stabilizes further the interface 
formed. In forming the interface, the C (oxidized ZrC) 2p 
states in the bulk become highly delocalized and shift to lower 
energies.  

 

4.6.2. Charge Transfer Analysis 

In this section, we provide analysis of charge transfer during 
formation of the interface. We use a somewhat intuitive idea 
of analyzing the charge transfer upon formation of the 
interface as described by Christensen and Carter35 where the 
charge transfer values are arranged in a table in a form of 
spatial arrangement of the atoms from the surface to the 
respective layers of the phases forming the interface.  

First we provide analysis of the charge distribution at the 
interface for the different layers, starting from one to five 
layers of ZrO2 in a spatial profile, then we analysis the charge 
redistribution in the three layer ZrO2 interface slab 
(Zr|OO|Zr|OO|Zr||oxidized-ZrC(100)) from the interface to the 
bulk like ions.  

According to table 5, it is clear that there is significant amount 
of charge transfer when the free surfaces come in contact to 
form an interface.  

 

Table 5. Charge transfer analysis of Interfacial structure 
between oxidized ZrC(100) surface and different number 
of layers of c-ZrO 2(001) in the Zr|OO|Zr|OO|Zr||oxidized-
ZrC(100) interface model. Values reported are net charges 
(electrons/atom) obtained with respect to the charges on 
the atom in the corresponding surface slabs that form the 
interface.  

 Ion type  ZrO2 layers on ZrC 

1 2 3 4 5 

ZrO2 layer 
at 

Interface 

 O -0.06 -0.03 -0.03 -
0.03 

-
0.06 

Zr  -1.11 -1.04 -1.05 -
1.05 

-
1.08 

 Zr -1.11 -1.07 -1.07 -
1.09 

-
1.11 

                 Interface Plane  

Oxidized 
ZrC layer 

at 
Interface 

O  0.18 0.10 0.10 0.11 0.15 

 O 0.10 0.08 0.11 0.10 0.10 

Zr  0.02 0.01 0.02 0.01 0.02 

 C 1.03 1.03 1.03 1.01 1.03 

 

 

The cations close to the interface provides most of the charges. 
Moving from one layer of ZrO2 upwards, there is essentially 
the same amount of charge transferred from Zr (c-ZrO2) 
atoms to the interface atoms.  

 

Table 6. Spatial profile of Charge transfer arranged along the normal direction of the interface. ∆Qs is difference in the 
charge of the ion with the corresponding ion in the isolated surface slab used to create the interface and ∆Qb is the 
difference in charge between the ion and the corresponding ion in the bulk structure.     
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Layer in 
slab 

3 (surface) 2 (bulk) 1 (interface)  1(interface) 2  (bulk) 

Ion type Zr O O Zr O O Zr O O Zr Zr O O Zr C Zr C 

Absolute 
Q 

2.82 7.1
4 

7.1
4 

1.74 7.10 7.1
1 

1.7
5 

7.12 7.12 1.80 1.76 7.10 7.11 2.23 4.70 2.34 5.67 

∆Qs (vs 
surface) 

-
0.01 

0.0
0 

0.0
0 

0.00 -
0.04 

-
0.0
3 

0.0
1 

-
0.02 

-
0.02 

-
1.04 

-
1.08 

0.10 0.11 0.03 1.03 -0.06 -
0.06 

∆Qb (vs 
bulk) 

1.13 -
0.0
1 

-
0.0
1 

0.05 -
0.05 

-
0.0
4 

0.0
6 

-
0.03 

-
0.03 

0.11 0.07 0.10 0.11 -
0.11 

-
0.96 

0.00 0.01 

 

 

The splitting of Zr atoms (c-ZrO2) into near and far groups 
(with respect to the interface plane) does not result in any 
different in charge transferred by the two Zr groups. Nearly all 
the charge transferred from the interface cations are received 
by C atoms (oxidized ZrC side) resulting in an image charge 
phenomenon. This further explains why the interfacial strength 
is a local property confined to just the first and second ZrO2 
layers at the interface and does not depend on the number of 
layers added. The O atoms (oxidized ZrC side) receives the 
same amount of charge from the c-ZrO2 side corroborating the 
trend found using the mechanical property of the ideal work of 
adhesion (Wad) in section 4.2.2.  

In order to have an understanding of how the interface 
formation affects electronic properties of the bulk and surface, 
we provide a spatial profile using the interface formed from 
three ZrO2 layers deposited on the ZrC(100) substrate in the 
Zr|OO|Zr|OO|Zr||oxidized-ZrC(100) model. Thus in table 6, 
the average charge distribution per layer is arranged from the 
interface region moving towards the bulk area. There is 
significant amount of charge transfer at the interface region 
with respect to the corresponding surface ions, originating 
mainly from the interface Zr (c-ZrO2 side) atoms. The charges 
involved in the strong interface bonds are drawn from surface 
Zr atoms (c-ZrO2 side) and placed at the interface C (oxidized 
ZrC side) atoms with some charge placed on the interface O 
atoms on the oxidized ZrC side as well. There is virtually no 
charge redistribution in the bulk and surface regions away 
from the interface plane. In this respect, the surface features of 
the isolated slabs are regained immediately moving away from 
the interface region into the vacuum area. The bulk features of 
both ZrC and c-ZrO2 are regained from the second layer away 
from the interface plane due to no charge transfer in this 
region. Thus the interface formation has little effect on the 
ZrC and c-ZrO2 layers farther from the interface. The Zr atom 
at the ZrO2 surface side has a high charge due to its exposure 
to vacuum. The charge analysis in a spatial profile provides 
further evidence that the interface formation is a local effect, 
confined to the first one or two layers around the interface 
plane and that thicker c-ZrO2 are not important.  

 

5 Summary and Conclusions 

A combination of experiments, namely XPS, ToF-SIMS, 
TEM-ED and DFT calculations have been used to characterize 
and study the oxidation process on ZrC nano crystallites.  

According to the XPS analysis, two Zr 3d5/2 bands were 
observed and resolution showed the presence of two 
environments of Zr being ZrC and ZrO2. A depth profiling 
showed ZrO2 thickness on the ZrC surface to be 3.2 nm.  

ToF-SIMS analysis of the nano crystallites revealed ZrO2- 
peaks and there was re-oxidation of the particles even with 
measurements under vacuum (1 x 10-8 mbar).  

Using TEM experiments we further observed a different phase 
as a shell around the ZrC particles and EDX analysis showed 
this phase to be ZrO2.  Further ED analysis estimated the oxide 
layer to be about 5 nm and two different crystal orientations 
were observed showing the polycrystalline nature of the 
particles. The ED analysis revealed the presence of mainly 
cubic ZrO2 with the presence of some tetragonal ZrO2, mainly 
the (101).  

Moreover, we used Finite temperature molecular dynamics to 
grow ZrO2 on the ZrC surface from Zr and O atoms and we 
observed the formation of an ordered phase of cubic ZrO2 on 
the ZrC (100) surface.  

DFT was used to model the interface formed between ZrC and 
ZrO2 phases and we observed the preferred interface 
consisting of ZrO2 terminating with Zr atoms at the interface 
side on an oxidized ZrC (100) surface. The main mechanical 
property used to characterize the interfacial strength was the 
ideal work of adhesion (Wad). The calculated Wad values show 
that the interface strength remains fairly constant, moving 
from one layer ZrO2 up to three layers ZrO2 from which it 
converges. Thus the interfacial strength depend on only the 
first ZrO2 layer and not on subsequent layers. Thermodynamic 
analysis using the interface grand potential, Ωa]wa/i  provided 
further evidence of most stable interface formed. Further 
analysis on the electronic structure, using DOS and Bader 
charge analysis corroborated the local effect of the interface 
phenomenon. 
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Supporting Information for  

Structure and Energetics of ZrC(100)/c-ZrO2(001) interface: A Combination of Experiments, Finite 

Temperature Molecular Dynamics, Periodic DFT and Atomistic Thermodynamic Analysis 

Eric Osei-Agyemang1, Jean-François Paul,1 Romain Lucas,2 Sylvie Foucaud,2 Sylvain Cristol1*, 
Anne-Sophie Mamede1, Nicolas Nuns1, Ahmed Addad3 

 

Detailed bulk and Lattice parameters for ZrO2 polymorphs 

For the c-ZrO2 phase, the fitted lattice parameter is a slight overestimation of the experimental value of 5.085 Å1, 5.110 Å2 
acceptable for GGA functional calculations. Our calculated lattice parameter of 5.143 Å is in very good agreement with 
other GGA calculations in the literature, 5.151 Å3, 5.127 Å4. Both the bulk modulus and the equilibrium volume per ZrO2 
unit are well reproduced in this work. All the calculated parameters are shown in table S.1 and fitting of the lattice 
parameter is provided in figure 10.  

The fitted lattice parameters were a = 3.649 Å and c = 5.257 Å which a slightly higher than experimental values, expected 
for using the GGA functional. The calculated lattice parameters however are in excellent agreement with other 
experimental data, a = 3.640 Å and c = 5.27 Å.5 Other GGA calculated lattice parameters are highly comparable to our 
results (a = 3.645 Å and c = 5.289 Å,6 a = 3.642 Å and c = 5.295 Å7). The calculated vertical displacement of the O atoms 
in the c direction ∆z = 0.263 Å and the tetragonal distortion dz = ∆z/c = 0.050 compared to the experimental value of 
0.0498 and other GGA calculated values of 0.0509. 

Our calculated lattice parameters are a = 5.243 Å, b = 5.307 Å, c = 5.412 Å and β = 99.20o. This slight estimation of 
experimental parameters ( a = 5.151 Å, b = 5.212 Å, c = 5.317 Å and β = 99.23o)10 but in excellent agreement with other 
calculations (a = 5.200 Å, b = 5.250 Å, c = 5.410 Å and β = 99.60o)11.  

The structural energy difference between the cubic and tetragonal phases is 0.054 eV/ ZrO2 unit as compared to the 
experimental value of 0.05712 eV/ ZrO2 unit while the energy difference between the tetragonal and the monoclinic phase 
is slightly over estimated, at 0.118 eV/ ZrO2 compared to the experimental value of 0.06112 eV/ ZrO2 but in good 
agreement with other GGA calculated values of 0.10013 eV/ ZrO2 and 0.1094 eV/ ZrO2 .  

 

Table S.1. Bulk parameters including Bulk modulus (Bo), Pressure derivative of the Bulk modulus (B’ ), Tetragonal 
distortion dz and equilibrium volume Veq for ZrO 2 phases  

 a/ Å c/ Å b/a c/a Bo/ GPa B’ dz  Veq (per ZrO2)/  Å3 

Cubic 

This work 5.143 5.143 1.000 1.000 235.35 4.027 - 34.013 

 

Ref. 5.1699 

5.1513 

   236.5714, 25115 4.06014 - 34.5309 

Expt. 5.08610 

5.1102 

   194-2516  - 32.89010 

Tetragonal 

This work 3.649 5.257 1.000 1.441 178.85 4.496 0.050 35.010 

Ref. 3.6549 

3.6427 

5.3649 

5.2957 

 1.4689 226.1014  

172.017 

3.81014 

5.00018 

0.0509 

0.0547 

35.9409 

 

Expt. 3.6405 

3.57419 

5.2705 

5.15419 

 1.44810 17020 

19021 

4.30019 0.0655 

0.04719 

33.66010 

Monoclinic 

This work 5.243 5.412 1.012 1.032 134.48 3.792 - 37.162 

Ref. 5.2429 5.4109 1.0129 1.0329 15722, 13715 2.3822 - 37.120 
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5.2354 5.4134 1.0124 1.0344 18518 4.1214 

Expt. 5.15010 5.31510 1.01210 1.03210 95-1898, 21223 4-524 - 35.22010 

�÷7�ù ! − �"7�ù !  (eV/ ZrO2 unit) �"7�ù ! − ��7�ù !(eV/ ZrO2 unit) 

This work 0.054 0.118  

Ref. 0.07013, 0.0634 0.10013, 0.1094 

Expt. 0.05712 0.06112 

 

 

 

Figure S.1. Lattice parameter fitting for ZrO2 phases 
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3. Characterizing the ZrC(111)//c-ZrO2(111) Hetero-
ceramic Inter-face: A First Principles DFT and Atomistic 
Thermodynamic Modeling 

 

This section contains a fully written research article submitted for publication in the American 

Chemical Society, Journal of Applied Materials and Interfaces. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

198 

Characterizing the ZrC(111)//c-ZrO2(111) Hetero-ceramic 
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ABSTRACT: Mechanical and physical properties of Zirconium Carbide (ZrC) is limited to its ability to deteriorate with respect to 
such properties in oxidizing environments. Low refractory oxides are typically formed as layers on ZrC surfaces when exposed to 
the slightest concentrations of oxygen. However, the carbide has a wide range of applications in nuclear reactor lines, nozzle flaps 
in the aerospace industry, just to name a few. In order to develop mechanically strong and oxygen resistant ZrC materials, the need 
for studying and characterizing the oxidized layers with emphasis on the interfacial structure between the ZrC phase and the 
oxidized phase cannot be understated. In this paper, we have studied and characterized ZrC (111)//c-ZrO2 (111) interface using a 
combination of XPS, ToF-SIMS, TEM-ED experiments coupled with Finite temperature molecular dynamics simulation and DFT. 
The experimental technics revealed a ZrO2 phase as a layer around the Zrc shell, with cubic and tetragonal ZrO2 phases being 
predominant. The interfacial mechanical properties were characterized with the work of adhesion which revealed a 
Zr|OO|Zr|OO//ZrC (111) interface model as the most stable with an oxygen layer from ZrO2 being deposited on the ZrC (111) 
surface. Further structural analysis at the interface revealed a crack in the first ZrO2 layer at the interfacial region. Further analysis 
of the electronic structure using density of states calculations and Bader charge analysis revealed the interfacial properties as local 
effects with no significant effects in the bulk regions of the interface slab.     

1 INTRODUCTION 

 

Zirconium Carbide (ZrC), being a non-oxide ultra-high 
temperature ceramic is used for several special applications. It 
is mostly used in environmentally harsh and demanding 
conditions including cutting tools, nuclear plant inner 
coatings, turbine components in the aerospace industry and as 
refractory ceramics in the steel industries.1,2 It fulfils all these 
application requirements to its excellent mechanical and 
physical properties with a high melting point of 3430oC.    

A serious problem however encountered with this material 
when used in harsh conditions is the proneness to oxidation. 
ZrC forms low refractory oxides 500 – 600oC.3 The oxide 
formed causes deterioration of the physical and mechanical 
properties and defeats the purpose for the applications 
generally used for. There is however the need to study the 
oxidation process and mechanism on the low index surfaces of 
this nanocrystallite material. ZrC being cubic has three distinct 
low index surfaces: (100), (110) and (111) surfaces with the 
(100) being the most stable. 4,5 Studies on the oxidation 
process has been carried out on the (100) surface6–9 and all 
provides similar results: the ZrC(100) surface is extremely 
reactive to oxygen and easily oxidized by the smallest 
concentration of Oxygen. In a recent study, we observed the 
ZrC(110) surface to be easily oxidized with the formation of 

ZrO2 on the exposed surface.10 In another experimental study, 
the (110) orientation of t-ZrO2 was observed to grow 
preferentially on the ZrC(100) surface.11,12 Similar 
experiments13–16 and theoretical17 studies on the oxidation of 
the ZrC(111) surface have been conducted by several research 
groups. In all these studies, oxygen is observed to be very 
reactive on the (111) surface and dissociates completely into 
atomic species.  

Cleaving ZrC bulk along the (111) normal plane produces a 
crystal with Zr and C layers terminating on opposite sides of 
the exposed surfaces. This renders the slab polar. However, 
experimentally findings show the surface to terminate 
preferentially with Zr layer.18–20 In a recent theoretical study, 
we made several reconstructions on the ZrC(111) surface with 
different terminations and found the thermodynamically most 
stable surface to be terminated with four Zr atoms.4 Thus this 
surface slab contains excess Zr atoms over C atoms.  

Recent experimental analysis on ZrC nanocrystallites with 
XPS revealed the presence of another phase other than ZrC 
and TEM-ED analysis showed the presence of polycrystalline 
ZrO2, mostly c-ZrO2 with some amounts of t-ZrO2.(our 

ZrC(100)/ZrO2(001) paper). The c-ZrO2(111) phase was predominant. 
We studied the structure and energetics at the interface formed 
between the ZrC(100) and the c-ZO2(001) and showed very 
strong interfacial bonds which are more stable than the bonds 
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in the corresponding isolated surfaces .(our ZrC(100)/ZrO2(001) paper) 

This study also  showed the interfacial strength and properties 
to be dependent on the first three layers of ZrO2 deposited on 
the ZrC(100) surface.  

Other theoretical studies have been carried out to study the 
heteroceramic interface of ZrO2 deposited on α-Al 2O3(11502) 
substrate and found the stoichiometric ZrO2(001)/α-
Al 2O3(11502) interface to be weakly bonded, regardless of the 
film thickness.21 However, in another study where the 
ZrO2(111) ceramic was deposited on a metal (Ni) substrate, 
the ZrO2(111) was observed to adhere very strongly at the 
monolayer level but thicker films of the ceramic interacts very 
weakly with the Ni substrate.22 The ZrO2 overly was observed 
to transform partially into m-ZrO2 but could not completely 
covert into m-ZrO2 due to the constraints imposed by the 
periodic boundary conditions.   

In Order to reduce the susceptibility of ZrC to easy oxidation, 
one method that can be used is to coat the surface with another 
ceramic material that forms a protective layer on the ZrC in 
oxidizing environments (SiC is a very good candidate). 
Moreover, it is necessary to study the oxidized layer, provide 
detail analysis on the structure, energetics and stability at the 
interfacial region between ZrC and the oxidized layer. This 
proper provides such information, complementing the study 
carried out on the interface formed on the ZrC(100) surface. 
(our ZrC(100)/ZrO2(001) paper)  

The paper is organized as follows: Section 2 provides a brief 
description of the experimental conditions used in analysing 
the ZrC nanocrystallites. In section 3, Details about the Finite 
temperature molecular dynamics simulation and general 
calculation parameters as well as procedures for building the 
interface are provided. Section 4 provides the results obtained 
and discusses them accordingly. Section 5 gives the summary 
and conclusions on the current study.  

 

2 EXPERIMENTAL PROCEDURES 

 

A Kratos Analytical AXIS UltraDLD spectrometer was used in 
the XPS analysis of the ZrC nanocrystallites with an 
aluminium (Al Kα = 1486.6 eV) monochromatic source for 
excitation. Constant pass energy of 40 eV was used to operate 
the analyser with an analysis area of approximately 700 μm x 
300 μm. Charge compensation was applied for the occurrence 
of charge effects during the analysis.  O 1s binding energy (BE 
of 530.0 eV) of ZrO2 phase was used as internal reference. 
CasaXP software was used to simulate and quantify the 
experimental photopeaks. A non-linear Shirley23 background 
subtraction was taken into account for the quantification.  

ToF-SIMS analysis was carried out in both positive and 
negative modes using (IONTOF GmbhH, Münster, Germany) 
equipped with a 25keV bismuth primary ion source. Pulsed 
low energy electrons (20 eV) were used to compensate for the 
charging effects due to the primary ion beam. Bi3

+ ions were 
used in negative mode for both static and dynamic mode 
analysis. Tablet powder was used in the static mode to 
produce better mass resolution and secondary ion yield. The 
positive and negative spectra were compared with a reference 
of ZrO2. During depth profiling, dual beam mode in which Cs+ 
(0.5kV and 1kV) were used for sputtering in the non-
interlaced mode in order to characterize the ZrO2 layer on the 
ZrC.  

TEM-ED experiments were conducted on the ZrC 
nanocrystals in order to ascertain the crystalline phases 
present. A powdered (dried) deposition on copper grid with 
carbon film was used.  

 

3 STRUCTURAL MODELS AND CALCULATION 
SCHEMES 

 

3.1 General Computational Details 

 

Since ZrC was used as the substrate, all calculation parameters 
were based on optimized values for ZrC. 

We performed all electron density functional calculations 
(DFT) using the Vienna ab initio Simulation Package 
(VASP)24 based on Mermin’s finite temperature DFT.25 The 
following electronic configurations were used for Zr, C and O 
atoms respectively: [Kr]4d25s2 , [He]2s22p2 and   [He]2p6 . The 
pseudopotentials used were the Projected Augmented 
Wavefunction (PAW)26 for describing the core electrons and 
the core part of the valence electrons wavefunctions and this 
aids in reducing the number of planewaves required in 
describing the electrons close to the nuclei. The Kohn-Sham 
valence states were expanded in a planewave basis set with a 
kinetic energy cutoff of 500 eV. The generalized gradient 
approximation (GGA), parametrized by Perdew, Burke and 
Ernzerhof (PBE)27 was used for for the exchange correlation 
part. The Methfessel-Paxton28 smearing scheme was used with 
the gamma parameter set to 0.1 eV. For all bulk calculations, a 
k-sampling of 9 x 9 x 9 mesh using the standard Monkhorst-
Pack29 special grid was employed. However, 9 x 9 x 1 k-points 
sampling was used for all surface and interface slab 
calculations. The Kohn-Sham equations were resolved using 
the self-consistent field (SCF) procedure and assumed to be 
converged when energy changes of 1 x 10-4 eV between two 
successive iterations is obtained. 

 

3.2 Finite Temperature Molecular Dynamics 

 

In order to confirm the experimental findings on the analysis 
of the ZrC nanocrystals, we performed finite temperature 
molecular dynamics simulation to provide a first 
approximation on the nature of ZrO2 formed on the ZrC 
surfaces. We used a (2 x 2) supercell for all MD simulations. 
We started with a 9 layer thick of ZrC(111) substrate 
(terminating with 4 Zr atoms on both sides of the surface slab) 
by depositing Zr and O atoms onto the exposed ZrC(111) 
surface to form about two layers of ZrO2. The ions were 
initially kept at T = 100 K within the micro canonical 
ensemble and the velocities was scaled upwards at different 
steps until a final temperature of 1000 K was reached. We 
selected this temperature to provide allowance for the possible 
formation of m-ZrO2 phase which is stable at temperatures 
below 1450 K. 1 fs time step was used. The resulting 
equilibrium structure was then quenched from 1000 K to 500 
K. Geometries at minima’s on the potential energy surface 
were selected and optimized at higher precision of calculation 
to obtain a final structure.  

 

3.3 Bulk ZrC and c-ZrO2 phases.  
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In order to obtain parameters optimized for our system of 
calculations, we performed bulk calculations on the ZrC and c-
ZrO2 phases. Details on the bulk properties optimization are 
provided in a separate paper.(100 interface paper) As such, we provide 
a brief description of the methodology use.  

Energy Versus volume data were obtained for both ZrC and c-
ZrO2 and finally fitted with a Murnaghan’s equation of state. 
The optimized lattice parameters are calculated from this 
fitting.  

An optimized k-points of 5 x 5 x 5 Monkhorst-Pack grid 
producing 63 irreducible k-points was used for bulk ZrO2 
calculations and the same kinetic energy cut-off of 500 eV for 
the ZrC bulk was used for the ZrO2 bulk. All c-ZrO2 bulk used 
contains 4 formula units as shown in figure 1. Details on the 
Murnaghan’s fitting and subsequent calculations for all lattice 
parameters for the c-, t- and m-ZrO2 used for this work are 
provided in a previous paper.(100 interface paper)  

 

 

Figure 1. Bulk structures of ZrC(A), c-ZrO2(B), t-ZrO2(C) and m-
ZrO2(D). Yellow(Zr), light blue(C) and red(O). 

 

3.4 Interface Model Construction 

 

In order to construct the interface model, the stacking direction 
at the interface is initially selected and there should be proper 
commensurability factor between the two bulk phases with 
respect to the interface plane.30 The required surfaces are 
subsequently cleaved from the two bulk phases along the 
selected surface normal. Each of the revealed surfaces will 
have different atomic arrangements and configurations. The 
interface is finally created by bringing the two surfaces in 
contact with each other and then fully relaxed to obtain a final 
optimized interfacial geometry.  

 

3.4.1 Commensurate Phases and Surface Structures 

 

Among the low index ZrC surfaces, the (100) surface being 
stoichiometric and non-polar is found to be the most stable.4,5 
However, even though the (111) surface is polar upon cleaving 
from the bulk phase by terminating on one side with carbon 
layer and the other side with Zirconium layer, surface 
reconstruction reveals a more stable surface terminated on 
both sides with Zr atom layers only second to the (100) 
surface in terms of stability.4 With an a lattice parameter of 
6.698 Å, b of 5.801 Å and β = 60o, the exposed surface area of 
the ZrC (111) surface is 38.854 Å2. On accounts of several 
studies made on the c-ZrO2 surfaces, the (111) surface is found 
to be the most stable.31,32 Surface energies are calculated for 1 
layer up to 6 layers of ZrC to ascertain the effect of layer 
thickness on the surface energy. The surface energies are 
calculated as VM¾x± =  (1 2�)⁄  [ VMmL¦ − 2V¦¾mb  ] where Eslab is 
the total energy of the surface slab, Ebulk is the energy per 
formula unit of ZrC in the corresponding bulk, A is the surface 
area and n is the number of formula units in the surface slab.   

Surface energies are also computed for the (111) terminations 
of c-ZrO2.The surface energies were calculated for different 
number of layers, starting from 1 to 6 layers of ZrO2. Upon 
cleaving the c-ZrO2 along the [111] direction, a polar slab is 
obtained with an OO layer terminating on one side and Zr 
layer terminating on the other side. The slab can however be 
terminated in three different arrangements as 
OO|Zr|OO|Zr|OO-, Zr|OO|Zr|OO|Zr- and O|Zr|OO|Zr|O- 
(Figure 1). We used only symmetric slabs (slabs with mirror 
symmetry) in the calculation of the surface energy in order to 
eliminate the net dipole moment. The calculation of the 
interface tension defined in a subsequent section requires these 
surface energies. Thus surface energies of three different 
terminations were calculated: Zr- termination, O- termination 
and OO- termination.  

In order to calculate surface energies of both stoichiometric 
and non-stoichiometric slabs, we define the surface grand 
potential, Ωi which implies contact of the Zr and O reservoirs 
with the surface. It is defined as: 

 

�a =  12�  [VMmL¦a −  %»x­@x −  %Ò­Ò ] … … . h�. (1) 

 

NZr and NO are the number of Zr and O atoms in the slab with 
µZr and µO being the chemical potential of Zr and O 
respectively. VMmL¦a  is the total energy of the surface slab and A 
is the surface area. The chemical potentials of Zr and O are 
related by bulk ZrO2 in the expression: ­»xÒW =  V»xÒW¦¾mb = ­»x + 2­Ò with V»xÒW¦¾mb being the total energy per bulk ZrO2 
unit. Rearranging this expression and substituting in equation 
1, we obtain the following: 

 

�a =  12�  [VMmL¦a −  %»xV»xÒW¦¾mb −  %Ò­Ò + 2%»x­Ò]. . . h�. (2) 

 

Defining the chemical potential of O in relation to the 
chemical potential of the reference state, O2 which is defined 

as half the total energy of O2 gas as ∆µO = µO - (É�W#$%� ) and 

substituting in equation 2 with further rearrangements, we 
obtain: 
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�a =  12�  [VMmL¦a −  %»xV»xÒW¦¾mb +  VÒWKLM "%»x −  %Ò2 '+ ∆­Ò(2%»x −  %Ò) ]. . . h�. (3) 

 

If we make the following definition: 

 

�a =  12�  [VMmL¦a −  %»xV»xÒW¦¾mb +  VÒWKLM "%»x −  %Ò2 ' ]. . h�. (4) 

 

Where ϒi is the surface energy of the stoichiometric part of the 
selected slab and substituting equation 4 into equation 3, we 
obtain the following expression for the surface grand potential: 

�a =  �a +  (�&  [∆­Ò(2%»x − %Ò)] … … h�. (5) 

 

Thus the surface grand potential is defined in terms of the 
surface energy arising from the stoichiometric part of the slab 
and another part correcting for the extra number of Zr or O 
atoms.  

From equation 5, a range of ∆­Ò values can be accessed if we 
define the lower and upper limits. In defining the upper limit 
of the O chemical potential, we make the assumption that the 
chemical potential of O must be lower than the energy of O in 
its reference stable gaseous state. Thus we can write for the 
upper limit of the O chemical potential as: 

 

∆­Ò =  ­Ò −  VÒWKLM2 < 0 … . . h�. (6) 

 

For the lower limit of the O chemical potential, if we combine 
the expressions ­»xÒW =  V»xÒW¦¾mb =  ­»x + 2­Ò with ∆­»x = ­»x −  V»x¦¾mb and ∆­Ò =  ­Ò − (VÒWKLM 2⁄ ) and make 
rearrangements, we obtain the lower limit of the O chemical 
potential as: 

 ∆­Ò >  12 V»xÒW± … . . h�. (7) 

 

 V»xÒW±  is the formation energy of ZrO2 defined as V»xÒW± = V»xÒW¦¾mb −  V»x¦¾mb − VÒWKLM and we calculated it as -9.97 eV. Thus 
the range of accessible chemical potential values of O is: 

 −4.98 hT <  ∆­Ò < 0 … . . h�. (8) 

 

A plot of the surface grand potential Ωi against the accessible 
range of o chemical potentials is obtained for both 
stoichiometric and non-stoichiometric slabs for easy 
comparison of surface energies.   

Phase commensurability is one major problem which is 
encountered when forming interfaces. The two surfaces used 
in forming the interface must be coherent due to the periodic 
boundary condition imposed in the calculation. The surface 
misfit parameter, Ø can be used to select obtain highly 
coherent interfaces.33 This parameter is defined as: 

 

Ø = 1 −  2Í&7ºÍ& +  Íº … . h�. (9) 

 

Thus a unit cell of c-ZrO2 with surface area of SB is forced into 
coherency onto a substrate ZrC(111) with surface area SA and 
the resulting overlap area between the two surfaces is SA-B.  
The misfit parameter rather measures the average length scale 
misfit between the two unit cells21 rather than an area misfit. 
In table 1, the calculated misfit parameters between ZrC(111) 
substrate surface and all c-ZrO2 surfaces are summarized. It is 
apparent from this table that, the ZrC(111)||c-ZrO2(111) 
interface combination has the lowest misfit parameter of 8.2% 
and acceptable. The resulting interface unit cell defined by the 
substrate ZrC(111) is 6.698 Å x 6.698 Å which is small and 
can be easily managed by the DFT calculation.  

 

Table 1. Surface mismatch parameter ϒ calculated for 
different combinations of ZrC and c-ZrO2 surface 

ZrC c-ZrO2 Overlap area(S1-2)/Å2 Misfit (ϒ) 

 

(111) (001) 44.874 0.169 

(111) (110) 44.874 0.157 

(111) (111) 44.874 0.072 

 

 

The misfit parameter, being a geometrical measure cannot be 
used alone in building the interface. It has to be combined with 
other models. Two models are widely known to be used in 
ensuring commensurability of two different phases when 
forming an interface. Within the first approach, the unit cells 
of the two phases are multiplied by a factor corresponding to 
the other unit cell until both cells are commensurate with each 
other. The resulting supercell is usually large and unbearable 
for ab initio calculations. However, the resulting interface is 
coherent with very small mismatch parameter.34 

The second method is widely used35–40 as it results in small 
and manageable interface supercells (a single unit cell), 
suitable for ab initio calculations. In this model the lattice 
parameters of the phase considered as the substrate are used 
for the interface with the lattice parameter of the other phase, 
scaled until a perfect match with the substrate lattice is 
obtained.   

 

 

 

3.4.2 Geometrical Models for Interface  

 

Within the slab model used to study the interface, a thickness 
of 10.945 Å of ZrC (9 layers) was used. This thickness was 
considered to be enough to mimic electronic structure when 
ionic positions in the bulk are relaxed. The c-ZrO2 (111) units 
were then pinned into registry, layer by layer on the exposed 
ZrC(111) surface. Thus in straining the c-ZrO2 to match the 
dimensions of the ZrC surface, coherent interfaces are 
ensured. The interface unit cell is therefore determined by the 
bulk and surface parameters of the ZrC(111). In this manner, 
the unit cell lattice parameter of the c-ZrO2 (111) is shrunk by 
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about 8%. After fixing the geometries of the two surfaces are 
the interface, the remaining degrees of freedom in the resulting 
interface structure are the perpendicular direction to the 
interface and the interface chemical composition.41 From one 
to five layers of the c-ZrO2 (111) units were built on the 
ZrC(111) surface.   

In figure 2, we provide side views of the interface models 
used, with the different number of ZrO2 layers. Each c-ZrO2 
bilayer is approximately 3.5 Å thick.  

 

 
Figure 2. Side views of different interface model slabs using 2 
layers of c-ZrO2 (111). Top structures are models with fcc 
bonding sites at interface with corresponding on-top interface 
bonding sites in the bottom structures 

 

All interface models used were symmetric with respect to the 
center of the interface slab in order to remove any long range 
dipole-dipole interaction between exposed surfaces. 14 Å of 
vacuum was applied between two subsequent interface slabs in 
order to avoid any physical interactions between the slabs. The 
interface slab used thus has a configuration of: ---ZrC(111)|c-
ZrO2(111)|vacuum|ZrC(111)|c-ZrO2(111)|vacuum|ZrC(111)|c-
ZrO2(111)|vacuum|ZrC(111)--. Since the ZrC(111) slab used 
is a reconstructed structure with four extra Zr atoms, the 
interface chemical composition is dependent on the number of 
Zr atoms (ZrC side) and the terminating layer of the c-
ZrO2(111) phase. In constructing the interface, three different 
terminations along the c-ZrO2 [111] direction were considered: 
Zr|OO|Zr|OO|Zr|OO-, O|Zr|OO|Zr|OO|Zr|O-, 
OO|Zr|OO|Zr|OO|Zr-. We also considered the 
OO|Zr|OO|Zr|OO|Zr- on a ZrC(111) surface with an oxidized 
layer. A total of four different interface models were built as 
shown in figure 2.  

 

3.4.3 Mechanics and Cohesion at the Interface 

 

In defining the interface cohesion and stability, one important 
parameter mostly used is the interface tension ɣint, which is 
defined as the reversible work needed to separate the interface 
into two free surfaces.42 According to this definition, an 
assumption made is that, both diffusional and plastic degrees 
of freedom are suppressed and hence negligible. The greater 
the ɣint value, the higher the energy needed to the separate the 
interface into two surfaces. 

The interface tension can be defined according to the Dupre 
equation in terms of the interface and free surface energies 
as43,44 

 

ɣa]w =  n»x° + n�7»xÒW −  n»x°||�7»xÒW . . … h�. (10) 

 n»x°||�7»xÒW is the interface energy also known as the adiabatic 
work of adhesion, Wad > 0, n»x° and n�7»xÒW are the relaxed 
surface energies of the ZrC(111) and c-ZrO2(111) surfaces 
respectively. In this definition, the relative strength of the 
interface versus the bulk bonds decides the preference for the 
formation of either the interface or the open surfaces.22  

A measure of whether the interface formation or the free 
surfaces are the preferred can be determined by the interface 
tension. The magnitude and sign of ɣint (equation 10) provides 
a measure for whether the interface bonds are stronger than the 
internal bonds in the separate phases.22 The criteria are that, 0 
< ɣint < n»x° +  n�7»xÒW corresponds to weakly coupled 
interface and ɣint < 0 to strongly coupled interfaces. The 
calculated values of n»x°  !2$ n�7»xÒW used here are obtained 
from their respective relaxed bulk equilibrium phases (Thus 
strain free surface slabs). 

The adiabatic work of adhesion Wad is however defined as: 

 


LN =  V»x°w>w  +  V�7»xÒWw>w −  V»x°||�7»xÒWw>w2� … . h�. (11) 

 V»x°||�7»xÒWw>w  is the total energy of the fully relaxed interface 
slab, A is the interface area, V»x°w>w  !2$ V�7»xÒWw>w  are the total 
energies of the fully relaxed isolated ZrC(111) and c-
ZrO2(111) slabs respectively. Usually, the calculated Wad 
value is a lower bound as compared to values obtained in 
cleavage experiments due to dissipative processes in 
physically separating the interface.42 There is no relation 
between characterizing the interfacial strength and the bulk 
strain when depositing the c-ZrO2. Hence, the V�7»xÒWw>w  value 
used is the total energy of the strained c-ZrO2 for 
commensurability with the ZrC surface. In this manner, the 
strain energy component between V�7»xÒWw>w  and  V»x°||�7»xÒWw>w  is 
cancelled out due to the fact that the c-ZrO2 is in the strain 
state.22 

Aside the relaxed work of adhesion, the rigid work of 
adhesion 
LNxaKaN can be used in characterizing the interface 
cohesion and stability. In this definition, the same strained 
state is ensured to exist in both the interface and the free 
surfaces. This provides maximum cancelation for the strain 
energy in the calculated interface energy.45 This quantity 
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provides information purely on the bonds formed at the 
interface irrespective of the free surfaces. It is calculated by 
separating the optimized interface structure into the different 
phases and rigidly calculating their energies without allowing 
the phases to fully relax. Equation 11 is finally applied in 
calculating the rigid work of adhesion.  

 

 

 

 

3.5 Interfacial Thermodynamics 

 

For each couple of interface model used, the most stable 
chemical composition of the interface is determined by a 
thermodynamic approach.

A thermodynamic grand canonical ensemble treatment is used 
to compare the relative stabilities of the models with different 
chemical compositions. Within such ensemble, all models are 
assumed to be in chemical and thermal equilibria with bulk 
phases and the relevant thermodynamic quantity is the grand 
potential. An assumption made is that the entropic and 
volumetric contributions to the grand potential are negligible. 
For an interface of ZrC and c-ZrO2, we define the interface 
grand potential as: 

 

�a]wa/i = 12 Õ �MmL¦a/i −  %»x°�»x° −  %»xÒW�»xÒWÖ−  �M¾x±»xÒW … h�. (12) 

 

�a]wa/i  is the interface grand potential, �M¾x±»xÒW is the surface grand 
potential of the exposed c-ZrO2 side of the interface slab, 
�MmL¦a/i , �»x°, �»xÒW are the grand potential of the interface slab, 
ZrC slab and ZrO2 slabs respectively. NZrC and %»xÒW are the 
number of ZrC and ZrO2 units in the respective slabs. 
Substituting the following: 

�MmL¦a/i =  VMmL¦a/i −  ∑ ­bb %b, �»x° =  V¦¾mb»x° −  ­»x°, �»xÒW = V¦¾mb»xÒW −  ­»xÒW, ­»x° =  ­»x + ­° and ­»xÒW =  ­»x +  2­Ò 

Into equation 12, we obtain:  
�a]wa/i = 12 Õ VMmL¦a/i −  %»x°V»x°¦¾mb −  %»xÒWV»xÒW¦¾mb−  ­»x9%»x −  %»x° −  %»xÒW<−  ­Ò9%Ò − 2%»xÒW< −  (V»x°¦¾mb − ­»x)(%°− %»x°)Ö −  �M¾x±»xÒW … … … h�. (13) 

 ­»x , ­° , ­Ò are the chemical potentials of Zr, C and O 
respectively. %b is the number of that specie, VMmL¦a/i  is the total 

energy of the interface slab, V¦¾mb»x°  and V¦¾mb»xÒW are the bulk 
energies of ZrC and ZrO2 respectively. Upon rearrangement of 
equation 13, we obtain the following: 

 

 

�a]wa/i = 12 Õ VMmL¦a/i −  %°V»x°¦¾mb −  %»xÒWV»xÒW¦¾mb−  ­»x9%»x −  %° −  %»xÒW<−  ­Ò9%Ò − 2%»xÒW<Ö−  �M¾x±»xÒW … … … h�. (14) 

 

 

If we make the following definition, ∆­Ò =  ­Ò −  ­Ò∗ , and ∆­»x =  ­»x − ­»x∗ with ­»x∗ =  V»x¦¾mb  !2$ ­Ò∗ =  VÒWKLM/2  and 

substituting in equation 14 with subsequent rearrangement, we 
obtain: 

 

 

�a]wa/i =  12 [VMmL¦a/i −  %»xÒWV»xÒW¦¾mb −  %°V»x°¦¾mb−  V»x¦¾mb9%»x − %° − %»xÒW<−  12 VÒWKLM9%Ò − 2%»xÒW<− ∆­»x9%»x − %° − %»xÒW< − ∆­Ò(%Ò− 2%»xÒW)] −  �M¾x±»xÒW … … . . h�. (15) 

 

 

 

If we define another quantity: 

 ∅a]wa/i =  12� [VMmL¦a/i −  %»xÒWV»xÒW¦¾mb −  %°V»x°¦¾mb−  V»x¦¾mb9%»x − %° − %»xÒW<−  12 VÒWKLM9%Ò − 2%»xÒW<]−  (�M¾x±»xÒW/�) … … . . h�. (16) 

   

Substituting equation 16 into equation 15, we obtain an 
expression for the Interface grand potential as: 

 

�a]wa/i = 1
�
�a]wa/i =  ∅a]wa/i

+ 12� Õ∆­»x9%° + %»xÒW − %»x<+ ∆­Ò92%»xÒW − %Ò<Ö … . h�. (17) 

 

 

 

Thus for each overlayer termination i, the interface grand 
potential �a]wa/i  depends on ∆­Ò and ∆­»x. A derivation of the 
upper and lower boundaries of the O and Zr chemical 
potentials is provided in the supplementary information 
1(SI.1). We however state them here as follows:  

 

 

For ∆­»x, upper boundary is ∆­»x =  ­»x −  V»x¦¾mb < 0 and 
lower boundary is∆­»x >  1 2� 9V»x°± +  V»xÒW± < where  V»x°± !2$ V»xÒW±  are the formation energies of ZrC and c-ZrO2 
respectively. Thus the Zr chemical potential range is defined 
as: 
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−5.78 hT <  ∆­»x < 0 … … h�. (18) 

 

For O chemical potential, the upper limit is ∆­Ò =  ­Ò − 1 2� (VÒWKLM) < 0 and the lower boundary is  ∆­Ò > (V»xÒW± 2⁄ ) 
and the range of chemical potentials for O is:  

  

Tapez une équation ici.

−4.98 <  ∆­Ò < 0 … … . h�. (19) 

 

 

4 RESULTS AND DISCUSSION 

 

 

 

 

 

 

4.1 XPS, ToF-SIMS and TEM-ED Experiments 

 

Details on the experimental results are found in a previous 
paper. (100 interface paper)  

 

4.2 Finite Temperature Molecular Dynamics Simulation 

 

This section discusses the results obtained during the MD 
simulation. A haphazard ZrO2 structure was observed to grow 
on the ZrC(111) surface at 1000 K. This structure shows O 
atoms forming three-fold hollow bonds between three Zr 
atoms of the ZrC(111) surface at the interface. The high 
temperature structure shows under coordinated Zr and O 
atoms.  

Upon quenching to a T = 500 K, a more ordered structure was 
obtained (Figure 3).  

The observed pattern of the ZrO2 atomic arrangements 
matches the crystal structure of c-ZrO2 (111) and t-Zro2 (101) 
structures. Thus the MD simulation confirms the formation of 
ZrO2 on ZrC(111) surface from atomic depositions. This 
further complements the experimental results.  

 

 

4.3 Surface and Bulk Properties of ZrC and ZrO2 

Details of the optimized lattice parameter, bulk modulus as 
well as the pressure derivative of the bulk modulus of ZrC is 
provided in a previous paper.47 Thus the optimized lattice 
parameter for the ZrC bulk is 4.736 Å. The lattice parameter 
and all bulk characterizing parameters for the three phases of 
ZrO2 are provided elsewhere.(100 interface paper) We however give a 
brief description of the computed values here. The fitted lattice 
parameter for the c-ZrO2 is 5.143 Å. For the t-ZrO2, the 
calculated a parameter is 3.649 Å and c = 5.257 Å and the 
tetragonal distortion dz = ∆z/c = 0.050. In case of the m-ZrO2, 
the calculated values are: a = 5.243 Å, b = 5.307 Å, c = 5.412 
Å and β = 99.20o. All these bulk parameters are well 
reproduced and are in excellent agreement with both 
experimental and other calculated values.  

 

 

Figure 3. High temperature structure (top) and low temperature, T 
= 500 K (bottom) from MD simulation 

 

 

In a previous paper4, we calculated the surface energy for 
ZrC(111) surface terminating with four Zr atoms on both sides 
of the exposed surface at different chemical potentials of C. 
We calculated the surface energy as 0.169 eV/Å2 at ­° = V°¦¾mb. In figure 4, we provide a stability plot for the surface 
grand potential of each of the surface terminations of c-
ZrO2(111). The surface termination O|Zr|OO|Zr|O- is observed 
to be the most stable. The same stable termination is found in 
a different theoretical work.32  
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Figure 4. Surface Grand potential for different terminations of c-
ZrO2 (111) surface 

 

 

 

For 6 layers of c-ZrO2(111) with the O|Zr|OO|Zr|O- 
termination, the calculated surface grand potential at ­Ò = VÒWµLM/2 is 0.054 eV/Å2 which agrees very well with 0.048 
eV/Å2 in a different work.32 This is not surprising as this 
surface termination is the only stoichiometric structure used. 
Using the most stable surface termination, we calculated the 
surface energies with different number of ZrO2 layers. Table 2 
provides a summary for the surface energies with different 
number of layers. The surface energies of c-ZrO2(111) surface 
with O|Zr|OO|Zr|O- termination converges after 3 layers. Thus 
we use a calculated surface energy 0.054 eV/Å2 to compute 
the interface tension in equation 10.   

 

 

Table 2. Calculated surface energies for O|Zr|OO|Zr|O 
termination of c-ZrO 2 (111) surface at all O chemical 
potentials 

Number 
of layer 

1 2 3 4 5 6 

Ωi/eVÅ-

2 
0.068 0.053 0.055 0.055 0.054 0.054 

 

 

 

4.4 Interface Cohesion and Structure 

 

4.4.1 Rigid Work of Adhesion 

 

Analysis of interfacial cohesion begins with the rigid work of 
adhesion, previously defined in section 3.4.3. With the rigid 
work of adhesion, bulk properties of ZrC and c-ZrO2 are 
cancelled out and the resulting parameter depends solely on 

interfacial properties. Table 3 provides summary for the rigid 
work of adhesion values. In this table, it is apparent that the 
rigid work of adhesion is always lower than the relaxed work 
of adhesion for nearly all the interface models considered. 
Thus the relaxation of the interface structure in the relaxed 
work of adhesion contributes significantly to the interface 
properties and results in a higher value than the rigid 
calculation. This relaxation is involved in releasing the strain 
imposed in the c-ZrO2 over-layer when it is forced into 
registry with the ZrC substrate.  

Moreover, table 3 and figure 5 shows that, using the rigid 
work of adhesion, the most stable interface model is the c-
ZrO2 (Zr|OO|Zr|OO--) interface model compared to the other 
models. With this interface model, convergence of the 
LNxaKaN 
rigid parameter begins at 3 c-ZrO2 layers.  

 

 

 

Figure 5. Rigid Work of adhesion for different interface models of 
c-ZrO2 (111) on ZrC(111) surface 

 

 

 

4.4.2 Relaxed Work of Adhesion 

 

The relaxed work of adhesion is calculated for all the fully 
relaxed interfacial systems by allowing the separated ZrC and 
c-ZrO2 slabs to fully relax. This parameter characterizes the 
interfacial bond strengths. In table 3, the relaxed work of 
adhesion calculated for the four interface models are 
summarized. According to table 3, the interface model 
involving two layers of oxygen from the ZrO2 side 
(Zr|OO|Zr|OO--) is the most stable in terms of interfacial 
strength as observed in the calculated relaxed work of 
adhesion.  

Figure 6 provides a pictorial view for the relaxed work of 
adhesion for all the interface models considered. For all 
models tested, there is convergence of the work of adhesion 
after three layers of ZrO2 deposited on the ZrC. The Wad 
values initially decrease from one layer to two layers of ZrO2 
and sharply rise at three layers of ZrO2 from which point it 
converges. Looking at the most stable model (Zr|OO|Zr|OO--), 
the Wad value sharply increases from 0.251 eVÅ-2 at two 
layers of ZrO2 to 0.965 eVA-2 at three ZrO2 layers for the on-
top Zr mode of adsorption.  
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Table 3. Rigid,�ø�ù��ø��� and Relaxed, �ø�ù��ø��� work of adhesion for different interface models using different number of c-
ZrO2 (111) layers at both fcc and on-top adhesion sites at the interface region 

Interface 
model 

OO|Zr|OO|Zr—ZrC(111) Zr|OO|Zr|OO—ZrC(111) O|Zr|OO|Zr|O—ZrC(111) OO|Zr|OO|Zr—4O-ZrC(111) 

c-ZrO2(111) 
layers 

fcc top fcc top fcc top fcc top 

Rigid work of Adhesion, �ø�ùý�ý� 

1 0.104 0.350 0.545 0.312 0.132 0.182 0.002 0.002 

          2 -0.158 0.488 0.798 0.886 0.190 0.182 0.250 0.108 

3 0.191 0.190 0.869 0.934 0.133 0.181 0.353 0.273 

4 0.200 0.207 0.928 0.970 0.67 0.180 0.446 0.268 

5 0.185 0.206 0.902 1.014 0.180 0.181 0.471 0.776 

Relaxed work of Adhesion, �ø�ù��ø��� 

1 0.383 0.366 0.351 0.264 0.098 0.131 0.240 0.215 

2 -0.682 -0.327 0.134 0.251 0.124 0.164 -0.252 -0.106 

3 0.458 0.457 0.859 0.965 0.093 0.209 0.484 0.481 

4 0.536 0.529 0.966 0.991 0.214 0.257 0.511 0.503 

5 0.570 0.582 0.983 1.095 0.254 0.306 0.669 0.583 

 

This phenomenon is exactly opposite to what is observed in 
ceramics deposited on metals where the first one and two 
layers of deposition are rather stronger than the deposition of 
three or more layers of ZrO2.22 Thus the interfacial strength 
depends on the first three ZrO2 layers deposited. The same 
feature has been observed for metals deposited on ceramics 
where the metals are predicted to wet the ceramic surface but 
then ball up for more than one monolayer of metal 
deposited.48–50 The on-top interface models form strong 
interface structures than the fcc models. Weak interfaces are 
formed when one and two layers of ZrO2 are deposited but 
strong interfaces are obtained when three or more layers of 
ZrO2 are deposited.  

 

 

 

Figure 6. Relaxed Work of adhesion for different interface models 
of c-ZrO2 (111) on ZrC(111) surface 

 

The interface tension, defined in section 3.4.3 is a good 
parameter for assessing the interfacial mechanics and strength. 
It provides a measure for comparing the strength of bonds at 
the interface and in the corresponding bulk phases. According 
to the criteria defined, 0 < ɣint < n»x° +  n�7»xÒW defines weakly 
coupled interface and ɣint < 0 to strongly coupled interfaces. 
With an asymptotic value of n»x°(((() = 0.169 eV/Å2 and n�7»xÒW = 0.054 eV/Å2 combined with Wad = 0.965 eV/Å2 for 
the most stable interface (Zr|OO|Zr|OO--), the calculated 
interface tension ɣint = -0.742 eV/Å2. This shows that the 
interfacial bonds are stronger than the internal bonds in each 
ceramic bulk phase. When we consider the surface energy for 
the c-ZrO2(111) with OO|Zr|OO|Zr|OO termination in an 
oxygen rich environment (∆µO = 0) as 0.292 eVÅ-2, the 
calculated interface tension is still -0.504 eVÅ-2 which is still 
less than zero. Moreover, ɣint  ≤ 0 corresponds to a layer by 
layer growth of the ceramic known as the Frank-van-der-
Merwe (FM) mode and the mixed mode also known as the 
Stranski-Krastanov (SK) growth mode.  

 

4.4.3 Interfacial Structure Properties 

 

A description for the structure and properties for the most 
stable interface models is provided here. The relaxed stable 
structures for the Zr|OO|Zr|OO//ZrC(111) interface model 
using 1, 2, 3, 4 and 5 layers of c-ZrO2(111) are shown in 
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figure 7. The interface structure appears to depend somehow 
on the number of ceramic layers. For this stable interface 
model, even though the starting geometry was O atoms from 
the ZrO2 side adsorbed directly on top of Zr atoms of the ZrC, 
the final geometry was O atoms adsorbing at three fold hollow 
fcc sites between three Zr (ZrC) atoms. For all layers ZrO2, 
there is rearrangement of the Zr|OO|Zr|OO-- atoms upon 
forming the interface into a more stable O|Zr|O|Zr|OO— 
arrangement. Thus the exposed surface of the slab terminates 
with an O layer.  

 

 

 

Figure 7. Relaxed stable structures for 1, 2, 3, 4 and 5 (from left to 
right) c-ZrO2(111) deposited on Zrc(111). The most stable 
interface model Zr|OO|Zr|OO—ZrC(111) is shown here 

 

 

The crystal shape of the ZrC phase is maintained. However 
there is transformation of the c-ZrO2 phase into m-ZrO2. The 
phase transition is highly evident in the middle of the 3, 4, and 
5 layer ZrO2 interface structures with 3- fold and 4- fold O 
atoms as well as 6- fold and 7- fold Zr atoms. The (c→m) 
transformation is however not complete one due to the 
restraint imposed periodic boundary condition.  At T= 0 K, the 
m-phase is about 7% large in volume than the c-phase and 
hence this transformation reduces the misfit of about 8% 
already calculated for this interface model. A similar 
transformation pattern in found in ceramics deposited on 
metals.22  

Two type of oxygen bonds are observed at the interface: O1 
atoms (ZrO2) closer to the interface plane, bonding at fcc sites 
on the ZrC surface and O2 atoms (ZrO2) above the interface 
plane, bonding directly on top of Zr (ZrC) atoms. The fcc 
bonds are exactly the same found in a previous study when 
ZrC(111) surface was completely oxidized with a monolayer 
of oxygen.10  It was also observed to passivate the ZrC(111) 
surface with no further diffusion of oxygen into the bulk. In 
the 1-layer ZrO2 interface, no fcc bonds of the O1 atoms are 
observed due to the O2 atoms pushing outwards from their 
bulk positions. These O2 atoms do not show any bonding with 
the Zr (ZrC) atoms in all layers of ZrO2 deposited. The bond 
distances of the O2 type atoms with the Zr (ZrC) atoms have a 
minimum of 4 Å. Consequently, at ≥ 3 ���� layers, there is 
structural failure of ZrO2 coating on the ZrC substrate. This 
crack is highly visible in the 4-ZrO2 layer interface structure in 
figure 7. The crack leaves a monolayer of oxygen deposited on 
the ZrC. Thus there is a mixed mode of deposition of ZrO2 on 
ZrC. A monolayer of oxygen is formed on the ZrC surface and 
the remaining ZrO2 layers balls up. This is not surprising as 
the very negative interface tension calculated in section 4.4.2 
suggests a mixed mode of deposition. Also the high work of 
adhesion, showing an over-adhered interface results in failure 

in the ceramic layer, a few Angstrom distance from the 
interface plane.  

Using the 4-layer ZrO2 interface model, the calculated bond 
distances for the O1 atoms at the fcc site of ZrC are d(01-Zr) fcc 
= [2.144 – 2.169] Å. These distances are in very good 
agreement with the calculated values O at fcc sites when 
ZrC(111) surface is fully oxidized by a monolayer of oxygen 
with distances of 2.144 Å and 2.145Å.10 

 

4.5 Thermodynamic Stability of the Interface 

 

In this section, analysis of the thermodynamic stability of the 
different interface models used are considered. The stability of 
the interface is calculated with respect to the respective bulk 
phases and not the surface slabs forming the interface. The 
interface grand potential �a]wa/i  provides a measure of stability 
for the different interface models in different terminations. 
According to equation 17, the interface grand potential has an 
interface dependent term ∅a]wa/i  which only differs from the 
corresponding surface term �a in equation 4. As such, for the 
purpose of brevity and clarity, table 4 provides the ∅a]wa/i  values.   

 

 

Table 4. Interface dependent terms of the interface grand 
potential ∅ýü"ý/1  

Model site  ∅ýü"ý/1 / eV. Å-2 

O|Zr|OO|Zr|O-ZrC(111) 

fcc -0.562 

top -0.605 

Zr|OO|Zr|OO-ZrC(111) 

fcc -1.555 

top -0.451 

OO|Zr|OO|Zr-ZrC(111) 

fcc -0.257 

top -0.251 

Zr|OO|Zr-oxidized ZrC(111) 

fcc -0.444 

top -0.434 

 

 

This terms do not depend on the chemical potentials of excess 
Zr and O species. In table 4, it is apparent that interface is 
readily formed for all models (due to the negative values of 



 

208 

the grand interface dependent terms) with the OO|Zr|OO|Zr--
ZrC(111) model being the least stable amongst them. It is 
however evident from table 4 that the most stable model is the 
Zr|OO|Zr|OO//ZrC(111) fcc model, contradicting the the top 
Zr|OO|Zr|OO//ZrC(111) top model calculated to be the most 
stable using the relaxed work of adhesion parameter. 
However, it is worth pointing out that even though the fcc and 
top models used different starting point of interfacial atom 
adsorption, the two models resulted in the same configuration 
with interface O atoms bonding at fcc sites. In addition to this 
the difference between the calculated relaxed work of 
adhesion values for the two models is only 0.042 eV/ Å2 using 
4 layers of c-ZrO2. The interface grand potential thus 
corroborates the stability criteria established in section 4.4.2 
with Zr|OO|Zr|OO//ZrC(111) being the most stable. When the 
chemical potentials of excess O and Zr atoms are considered, 
the calculated  �a]wa/i  value when minimized for every (∆­»x ,∆­Ò) pair resulted in Zr|OO|Zr|OO//ZrC(111) being the most 
stable model formed.  

 

 

 

4.6 Interfacial Electronic Properties 

 

4.6.1 Density of States 

 

The electronic features at the interface are analyzed by first 
considering the density of states when the free surfaces form 
the interface.  

As an initial description of the density of states (DOS) at the 
interface, a total DOS (TDOS) obtained by projecting the 
density of states onto all atoms at the interface and compared 
with the DOS of the individual separate surfaces. In figure 8, 
the TDOS for the most stable interface model, 
Zr|OO|Zr|OO//ZrC(111) using 3 layers of ZrO2 is shown. 

 

 

 

Figure 8. TDOS of interfacial structure Zr|OO|Zr|OO--ZrC(111) 
top site compared with DOS of corresponding surfaces. An 
interface model with 4 layers of c-ZrO2 (111) is used 

 

 

 Figure 8 also includes the TDOS for the corresponding 
surface slabs used in constructing this interface model. In 
figure 8, the valence band maximum is fixed by both ZrC and 
c-ZrO2 phases. However, the conduction band minimum is 

fixed by ZrC(111) surface upon forming the interface. No new 
interfacial states are observed in figure 8 and this is in 
agreement with the fact that c-ZrO2 deposits a layer of oxygen 
on the ZrC(111) surface with the remain layers breaking off 
from the interface as explained in section 4.4.3 

In order to understand the shift in bands when the surface 
atoms come together to form the interface, the DOS are 
projected onto the atoms at the interface and the corresponding 
atoms in the surface slabs in figure 9. Upon forming the 
interface, the Zr (ZrC) conduction bands shift to higher 
energies as they are filled with electrons from O (ZrO2) with a 
dip at the Fermi level, stabilizing further the interface formed 
compared to the high level of states at the Fermi level of the 
corresponding surface. The Zr (ZrC) atoms form a new sharp 
core state at -18 eV corresponding to the Zr-O bonds formed 
at the interface. Thus the Zr (ZrC) – O (ZrO2) bond closest to 
the interface plane is highly localized. There is no significant 
changes in the C (ZrC) states upon forming the interface with 
only the valence bands shifting slightly to higher energies. For 
Zr (ZrO2) bands, they are shifted to lower energies upon 
forming the interface. The Zr (ZrO2) sharp band at -15.6 eV 
which was initially mixed O (ZrO2) closest to the interface 
plane is now lost upon forming the interface. This further 
explains the breakage of the c-ZrO2 (111) phase after 
depositing an oxygen layer on the ZrC (111) surface. These Zr 
(ZrO2) bands become diffuse upon forming the interface as 
their bonds with the closest O (ZrO2) to the interface plane are 
broken and the electrons are delocalized. The high surface 
states of the O (ZrO2) closest to the interface plane are 
quenched upon forming the interface and their sharp peaks at -
15.6 eV are also lost as they break off from the c-ZrO2 phase 
and deposit on the ZrC (111) phase. In the valence band, the O 
(ZrO2) closest to the interface plane interacts strongly with the 
Zr (ZrC) bands due to their sharp peaks while the O (ZrO2) far 
from the interface plane interacts weakly with its diffuse bands 
and delocalized electrons.  

 

 

 
 

Figure 9. PDOS of each atom at the interface and in the 
corresponding surface slab for the Zr|OO|Zr|OO--ZrC(111) top 
site interface model. Upper part spectra of each plot are for atoms 
in the interface structure and those at the lower part are for the 
atoms in the corresponding surface slabs. Atoms labelled as near 
are closer to the interface plane than atoms labelled as far 

 

Figure 10 provides a spatial profile of the electronic structure 
upon moving from the stable bulk faces to form the exposed 
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surfaces and subsequently forming the interface. Thus in 
figure 10, the DOS are projected onto the atoms parallel to the 
interface plane, moving from bulk ZrC to the interface region 
and then bulk c-ZrO2 and finally to the exposed c-ZrO2 (111) 
surface. The C bands in bulk ZrC remains fairly the same upon 
forming the interface. In addition, the Zr valence band of ZrC 
are shifted to lower energies when they form the interface with 
the introduction of a sharp core state at -18.1 eV which mixes 
with the O core states of ZrO2 closest to the interface plane. At 
the interface region, the valence band is a mixture of Zr (ZrC) 
d-bands and O (ZrO2) p-bands with a covalent bonding nature. 
There is clearly diffuse interaction of the O (ZrO2) p-bands far 
from the interface plane, explaining further the weak 
interaction of the second O layer (ZrO2) far from the interface 
plane when the interface is formed.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 10. PDOS of atoms at the interface, in the bulk and the exposed surface of the 4 c-ZrO2 layer interface slab (Zr|OO|Zr|OO—ZrC 
(111)). The states are aligned parallel to the interface plane with each region marked on the top layer. The Fermi level is aligned at the 
energy zero position  

 

It is also apparent that the O (ZrO2) p-bands far from the 
interface maintains the bulk nature of such bands with a 
similar feature for the Zr (ZrO2) d-bands far from the interface 
plane. The conduction band in this bulk ZrO2 region is mainly 
Zr- d states. Moving to the exposed surface on the ZrO2 side, 
the Zr –d states in the conduction band are reduced, shifted to 
lower energies and new states appear close to the Fermi level 
while the valence band become less diffuse. The exposed ZrO2 
surface is stabilized by the oxygen termination as there are 
fairly no states around the Fermi level. This termination is the 
same found for the most stable exposed surface of c-ZrO2 
(111).  

 

4.6.2 Charge Transfer Analysis 

 

A Bader charge analysis is provided in this section to 
understand how charges are transferred upon forming the 
interface from the cleaved surfaces. The charge transfer on the 
atoms are arranged in a spatial profile of the atoms from the 

surface to respective layers in the different phases forming the 
interface as described by Christensen and Carter.51  

As a first step, we provide a charge transfer analysis for the 
most stable interface with different layers of c-ZrO2 (111) 
starting from one to five in a spatial profile and finally analyze 
the four c-ZrO2 (111) layer stable interface model, 
Zr|OO|Zr|OO//ZrC(111) top site.  

Table 5 shows that upon forming the interface from the free 
surfaces, there is significant amount of charge transfer at the 
interfacial region. Nearly all the charge movement are from 
the cations (Zr) on the ZrC side of the interface plane to the O 
atoms (ZrO2) closest to the interface plane. Initially with one 
layer of ZrO2 deposited, there is the transfer of approximately 
0.50 e- from Zr (ZrC) to O atoms on ZrO2 side of the interface. 
This value increases with the number layers and becomes 
fairly constant at three layers of ZrO2 deposited. The high 
charge transfer of more than 0.90 e- from Zr (ZrC) to O (ZrO2) 
closest to the interface results in very strong interfacial bonds 
between the interface Zr and O atoms, subsequently causing 
breakage of the O layer (ZrO2) closest to the interface from the 
remaining part of the ZrO2 phase. In all layers of ZrO2 
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deposited, there is essentially no significant charge 
redistribution in the atomic layers farther away from the 
interface moving toward the bulk region of the respective 
phases. With three or more ZrO2 layers deposited, the high 
charge transferred from interface cations to anions releases 
part of the axial strain imposed on the ZrO2 phase as it is 
brought into registry with the ZrC substrate upon forming the 
interface. The magnitude of the charges transferred from Zr 
(ZrC) to O (ZrO2) for the different layers of ZrO2 are in the 
same pattern as the relaxed work of adhesion computed for the 
different number of layers.  

Table 5. Charge transfer analysis of Interfacial structure 
between ZrC(111) surface and different number of layers 
of c-ZrO 2(111) in the Zr|OO|Zr|OO—ZrC (111) top site 
interface model. Values reported are net charges 
(electrons/atom) obtained with respect to the charges on 
the atom in the corresponding surface slabs that form the 
interface.  

 Ion type  ZrO2 layers on ZrC 

1 2 3 4 5 

ZrO2 layer 
at Interface 

 Zr 0.05 0.01 -
0.09 

-
0.07 

-
0.08 

O  0.04 0.42 0.21 0.25 0.23 

 O 0.38 0.73 0.67 0.75 0.75 

Interface Plane  

ZrC layer 
at Interface 

Zr  -
0.49 

-
0.89 

-
0.94 

-
0.92 

-
0.93 

 C 0.00 -
0.04 

-
0.05 

-
0.07 

-
0.07 

 

 

In table 6, a spatial profile of the charge transfer is provided in 
order to obtain further understanding of the electronic 
structure of the interface formed and how it affects the 
corresponding bulk and surface properties. The most stable 
Zr|OO|Zr|OO--ZrC(111) top site model with four layers of 
ZrO2 is used in this analysis.  In this table, the average charge 
distribution per layer is arranged in a profile moving from the 
interface plane towards the bulk and then the exposed surface 
regions. In this analysis, it is essential to compare utilize the 
∆Qs values of table 6 when analyzing the surface regions (these 
values are with respect to atoms in the corresponding surface 
slabs0 while ∆Qb values are used when making bulk comparisons 
(∆Qb values are with respect to corresponding atoms in bulk 
phases). At the interfacial region, there is significant amount of 
charge transfer, compared to the corresponding free surface. This 
high amount of charge distribution originates mainly from Zr 
(ZrC) and placed on the O atoms (ZrO2) at the interface. 

However, moving away from the interface into the bulk regions of 
both phases, and finally to the exposed surface area of ZrO2, there 
is virtually no charge redistribution. The ∆Qb values for the bulk 
regions also shows no charge redistribution upon forming the 
interface. This further ascertains the interface to be affected only 
by atomic layers closer to the interface plane. 

 

5 Summary and Conclusion  

 

Different experimental techniques have been used to 
characterize the oxide layer formed on ZrC nano particles. 
XPS, ToF-SIMS, TEM-ED experiments were used to analyze 
the oxide layer and confirmed the presence of ZrO2, mainly 
cubic with some tetragonal ZrO2 as a shell around the ZrC 
nano particles. Details of the experimental results are provided 
in a previous paper.10  

Finite temperature ab initio molecular dynamics was used to 
build 2 layers of ZrO2 on ZrC (111) surface. An ordered layer 
of ZrO2 was observed to form on the ZrC(111) surface.  

Periodic DFT was used to characterize the interface between 
ZrC (111) and c-ZrO2 (111). The preferred interface observed 
was formed between Zr terminated ZrC(111) and an OO-
terminated c-ZrO2 (111) leading to a final interface model 
Zr|OO|Zr|OO//ZrC(111). The main mechanical property used 
to characterize the interface is the relaxed work of adhesion 
Wad. This value reveals the Zr|OO|Zr|OO//ZrC(111) model as 
the most stable interface with a high Wad value compared to 
the other models. A thermodynamic analysis using the 
interface grand potential also confirmed the 
Zr|OO|Zr|OO//ZrC(111) model as the most stable interface. A 
close examination of the structural properties revealed 
deposition of an oxygen layer from the ZrO2 phase onto the 
ZrC(111) surface with the remaining part of ZrO2 breaking off 
from the interface, suggestion a crack at this interface. This is 
also in very good agreement in a previous study on the 
oxidation of Zrc (111) surface which revealed the formation of 
an oxygen layer on the surface with further addition of O 
atoms leading to an endothermic reaction.  

The electronic structure of the interface was analyzed using 
the density of states calculated for the interface models. The 
DOS showed no major changes in induced by the formed 
interface but only features of the deposited oxygen layer. 
Using Bader charge analysis, there is an enormous amount of 
charge transfer at the interface, originating mainly from 
cations on the ZrC side (Zr) to the O atoms from ZrO2 at the 
interfacial region.  Moreover, there is virtually no charge 
redistribution in the bulk regions of the interface slab. Thus 
the interfacial properties are governed by local effects, only 
confined to the first two atomic layers around the interface 
plane.  
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Table 6. Spatial profile of Charge transfer arranged along the normal direction of the interface. ∆Qs is difference in the 
charge of the ion with the corresponding ion in the isolated surface slab used to create the interface and ∆Qb is the 
difference in charge between the ion and the corresponding ion in the bulk structure.    

Layer in 
slab 

4 ZrO2 (surface) 3 ZrO2 (bulk) 2 ZrO2 (bulk) 1 ZrO2 (interface)  1 ZrC 
(interface) 

2 ZrC (bulk) 

Ion type O Zr O Zr O O Zr O O Zr O O Zr C Zr C 

Absolute 
Q 

7.14 2.63 7.18 1.79 7.17 7.11 1.72 7.09 7.1
1 

1.72 7.1
3 

7.17 2.00 5.74 2.28 5.71 

∆Qs (vs 
surface) 

-0.04 0.07 0.01 0.04 0.09 -
0.08 

-
0.01 

-
0.02 

-
0.0
7 

-
0.07 

0.2
5 

0.75 -
0.92 

-
0.07 

-0.07 -0.03 

∆Qb (vs 
bulk) 

-0.01 0.94 0.03 0.10 0.02 -
0.04 

0.03 -
0.06 

-
0.0
4 

0.03 -
0.0
2 

0.02 -
0.34 

0.08 -0.06 0.05 
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4. Conclusion  
 

In this chapter the nature of the oxide layer formed on ZrC surfaces is determined through the 

combination of several experimental techniques. Through the use of XPS, the Zr, O and C peak 

analysis showed the presence of ZrO2 with a thickness of about 3 nm on the ZrC substrates. 

However, it was observed that even at experimental conditions in ultra-high vacuum (UHV) 

during measurements, there was still the reformation of oxide after removal of the oxide layer. 

ToF-SIMS analysis was used to study this process and the depth profile of the oxide layer. TEM-

ED analysis was also used to identify the crystal phases of ZrO2 present on ZrC substrate. c-ZrO2 

with traces of t-ZrO2 were observed as thin shells around the ZrC substrate surface.  

Finite temperature ab-initio MD simulation was used to build a layer of ZrO2 ontop of ZrC(100) 

surface and we observed the features of c-ZrO2. Analysis of the interface between ZrC(100) 

surface and c-ZrO2(001) revealed a strong interface formed. We observed interfacial properties 

to converge after three layers of c-ZrO2(001) on ZrC(100) surface and the interfacial properties 

depend on only the first one or two ZrO2 layers and not on subsequent layers.  

For the interface formed between ZrC(111) surface and c-ZrO2(111) surface, we observed a 

crack in the ZrO2 phase formed on ZrC and this resulted in the deposition of an oxide layer ontop 

of ZrC as observed during the oxidation process of ZrC(111) surface in chapter IV. The interface 

is thus governed by local effects only confined to the first two atomic layers around the interface. 

In conclusion, since a ZrO2 layer is found around ZrC nano-crystallites, the interface model 

formed between ZrC(100) and ZrO2(100) can be considered as the most stable. This is because 

the interface formed from the (111) surfaces of ZrC and ZrO2 leads to deposition of an oxide 

layer ontop of ZrC with no ZrO2 left.  

 

 

 

 

 

 



 

217 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 





 

218 

 

 

Chapter VI: Grafting of Preceramic Polymeric 
Precursors on Functionalized Surfaces 
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1. Introduction 
 

This chapter concludes the project with a final part that involves grafting of polymeric precursors 

on exposed surfaces. Since studies in the previous chapter identified ZrO2 layer on top of the 

substrate ZrC, studies in this chapter is carried out on the exposed surface of t-ZrO2(001) on top 

of ZrC(100) substrate.  

The chapter includes initial hydration of the exposed zirconia surface, followed by further 

functionalization with allyl(chloro)dimethylsilane. The final part along the steps of synthesizing 

ZrC/SiC core/shell nano-composites is to further graft the functionalized surface with a 

polymeric precursor, preferably polycarbsilanes. Other organic reagents are also explored for 

their functionalization.  

The chapter is however made up of a fully written article which is under review for publication. 

The article is entitled “Grafting of Preceramic Polymeric Precursors onto ZrC(100)//t-ZrO2(001) 

using Grafting-to Approach en-route to Synthesizing ZrC/SiC Core/Shell Nano-composites: A 

Combination of Experiments and Theoretical Studies”. As the title implies, it is a combination of 

both experiments and theoretical studies. However the theoretical part is presented here and a 

combination with the experimental part will be made for the final published paper.  

 

2. Grafting of Preceramic Polymeric Precursors onto 
ZrC(100)//t-ZrO 2(001) using Grafting-to Approach en-
route to Synthesizing ZrC/SiC Core/Shell Nano-
composites: A Theoretical Study 

 

This section is made up of a fully written research article. The final published article will be a 

combination of experiments with theory and hence the theoretical part presented here will be 

combined with the experimental part from a different research group before publication. The 

article is presented here in the exact format as the journal that will publish it.  
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Grafting of Preceramic Polymeric Precursors onto ZrC(100)//t-

ZrO2(001) using Grafting-to Approach en-route to Synthesizing 

ZrC/SiC Core/Shell Nano-composites: A Theoretical Study. 

Eric Osei-Agyemang1, Dasan Arish,2 Romain Lucas,2 Sylvie Foucaud,2 Jean-François Paul,1 
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ABSTRACT:  Zirconium carbide (ZrC) being a non-oxide ceramic with a high melting point has excellent physical and mechanical 
properties that makes it applicable in harsh environmental conditions such as nuclear fuel reactor wall linen amongst others. 
However, there is a problem of oxidation as it forms low refractory oxides at temperatures of 500 – 600 oC. There is however no 
method described so far for controlling this oxidation and an anticipated method is to coat the surface with SiC which forms 
protective oxide layers at higher temperatures of 1400 oC. Silicon carbide (SiC) formed from polymeric precursors however has 
outstanding high temperature properties.   This project therefore aims at grafting polymeric precursors on functionalized ZrC 
surface en-route to synthesizing ZrC/SiC core/shell nano-composites. In this study, the exposed surface on the zirconia side of t-
ZrO2(001) ontop of a ZrC(100) substrate is first modified with water.  Water preferentially adsorbs molecularly and a subsequent 
functionalization with allyl(chloro)dimethylsilane (ACDMS) in a nucleophilic substitution reaction with the release of HCl was 
very weak. However, subsequent grafting of the polymeric precursor built from diphenylsilane and 1,4-diethynylbenzene 
monomers in a grafting-to approach through a hydrosilylation reaction was a highly favorable and exothermic reaction. As the main 
problem encountered is with nucleophilic substitution reaction of ACDMS and hydroxyl groups on the surface, a bifunctional 
organic molecule, 3-butenoic acid was exploited. 3-butenoic acid strongly adsorbed to surface Zr atoms through chelating effects of 
the carboxylic acid group and the subsequent hydrosilylation reaction with the preceramic precursor was also a  favorable 
exothermic reaction.

1. INTRODUCTION 

Zirconium carbide (ZrC) being a non-oxide Ceramic has a 
high melting point of 3400 oC and exhibits excellent mechanic 
and physical properties. The presence of these properties are 
advantageous and as such, ZrC is applied in several 
applications including the Aerospace industry and in cutting 
tools.1,2 Advantage is also taken on the presence of extremely 
high melting point and as such, it is being considered in the 
nuclear industry as a structural and fission product barrier 
coating material for tri-isotropic (TRISO) coated nuclear fuel 
used in higher temperature reactors.3 This makes it suitable for 
replacing or used in addition to the already used ceramic 
silicon carbide (SiC).4–6 

Moreover, aside the aforementioned excellent properties that 
makes them applicable in a wide range of arenas, a major 
setback is the ease with which it oxidizes. ZrC, thus forms low 
refractory oxides at lower temperatures 500-600 oC.7 This 
problem is a major setback in its numerous applications as the 
excellent physical and mechanical properties are deteriorated 
once it begins to oxide. Several accounts have been given on 

the oxidation process and mechanisms of ZrC. The various 
accounts have been given on oxidation at different conditions 
and also on the various low index surfaces of ZrC. All studies 
have shown extremely strong interaction of oxygen with ZrC 
surfaces. Both theoretical and experimental analysis have been 
done on the ZrC(111) surface.8–12 All these studies showed 
complete dissociation of oxygen into atomic species and 
adsorption at three-fold hollow sites between three surface Zr 
atoms. On the ZrC(100) surface, several accounts has been 
given on the oxidation of this surface and all shows extremely 
reactivity of this surface with oxygen.13–17 Oxygen dissociates 
completely on this surface into atomic species and adsorbs at 
an mmc site between two metal and one C atom on the 
surface. Only one theoretical account has been given on the 
oxidation of ZrC(110) surface and the observation is a strong 
reaction with oxygen in a dissociative manner leading to the 
final formation of ZrO2 layer on the ZrC surface.8 

Concerning the nature of oxide layer formed on ZrC surface, 
some researchers14 observed the formation of a ZrO-like layer 
in the form of ZrOx (1 < x < 2) on the ZrC surface and the 
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presence of this layer is observed to activate the ZrC(100) 
surface for further reaction with other molecules.18 A separate 
study also found the formation of a monolayer of oxygen 
adsorbed on the ZrC (100) surface without any further 
diffusion of oxygen into bulk ZrC, thus passivating the ZrC 
surface.8 A similar feature was also observed for the ZrC(111) 
surface8. Separate studies identified ZrO2 as the oxide layer on 
ZrC and established crystallographic relationships between the 
ZrC and ZrO2 facets that form the interface.19,20 Several other 
experiments have revealed ZrO2 as the oxide phase formed on 
ZrC with the appearance of cubic, tetragonal and monoclinic 
at different temperatures with the release of CO2 gas.21–26 In 
our recent studies(100 interface paper), a couple of experimental 
techniques such as XPS, ToF-SIMS and TEM-ED techniques 
were used to identify cubic ZrO2 with traces of tetragonal ZrO2 
as shells around ZrC nano particles. Periodic DFT and 
atomistic thermodynamic modeling was then used to 
characterize the interface formed between ZrC and ZrO2. 

Aside all studies carried out on the oxidation of ZrC nano 
particles, no attempts have been made to control this oxidation 
and maintain and physical and mechanical properties that are 
required for the applications ZrC is known for. In this respect, 
it is therefore imperative to develop a technique that provides 
protection of oxidation on ZrC surfaces. A viable method is to 
coat ZrC nano particles with SiC. This is because SiC forms 
protective oxide layers at higher temperatures of 1400 oC but 
do not oxidize at lower temperatures. This is shown in figure 
1. The conventional method for producing ZrC/SiC 
composites is to use conventional powders of SiC and Zr 
which are mixed and then sintered. Moreover, the problem 
with this method is homogenization of the sintered powder 
and hence makes it suitable to use pre-ceramic precursors27,28. 
SiC ceramics produced from polymeric precursors are known 
for their outstanding high temperature properties29,30. ZrC 
surfaces has to be modified for grafting of the polymeric 
precursors. However, there is no functionalization method 
described in the literature for ZrC with the exception of our 
recent functionalization31,32 of all ZrC surfaces with water 
which yielded hydroxyl groups. Recent studies have revealed 
the interaction between vinyl groups of polycarbosilane and 
metallic Zr in ZrC33. Exploitation of the affinity of vinyl 
groups of polyvinylsilanes on ZrC has allowed improved 
microstructural homogeneity in the resulting composites33. 
The nature of the grafted polymer on the ZrC surface has 
however not been investigated. This work aims at providing 
details on the nature of grafting and properties of the grafted 
polymeric precursor.  

 

 

Figure 1. Synthesis of ZrC/SiC core/shell nano-composites 

 

The initial part of the manuscript considers an oxidized ZrC 
surface with c-ZrO2 as already studied in a previous paper. 
The next part then deals with functionalization of the exposed 

ZrO2 surface with water, linkage to atomistic thermodynamics, 
further functionalization with allyl(chloro)dimethylsilane 
(ACDMS) and subsequent grafting of polymeric 
macromolecules. In the subsequent section, the 
functionalization process of ZrC is initiated with an organic 
compound with further direct grafting with the polymeric 
macromolecule. A final section gives conclusions and 
perspectives.   

 

 

2 CALCULATION SCHEMES AND METHODOLOGY 

 

2.1 General Calculation Method 

 

The Vienna Ab-initio Simulation Package (VASP)34 based on 
Mermin’s35 finite temperature DFT was used for all 
calculations. The electronic configurations used for Zr, C, O, 
H and Si are [Kr]4d25s2, [He]2s22p2, [He]2p6, 1s1 and 
[Ne]3s23p2 respectively. The core electrons as well as the core 
part of the valence electrons were represented with the 
Projector Augmented Wave-function (PAW) pseudo-
potential36 in order to reduce the number of planewaves 
required for describing electrons close to the nucleus. The 
generalized gradient approximation (GGA) as parametrized by 
Perdew, Burke and Ernzerhof (PBE)37 was used for the 
exchange correlation part of all calculations. The Methfessel-
Paxton38 smearing scheme was used by setting the gamma 
parameter to 0.1 eV and an optimized energy cut-off of 500 
eV was used to expand the plane wave basis set in describing 
the valence electrons. This cut-off energy was that determined 
for ZrC as it is the substrate used in all structural models 
considered. A standard Mohkhorst-Pack39 special grid of 9 x 9 
x 9 k-points was used for all bulk calculations in integration of 
the Brillouin zone while all surface calculations was done with 
9 x 9 x 1 k-point mesh. Within the self-consistent field (SCF) 
procedure for resolving the Kohn-Sham equations, 
convergence is assumed to be reached when two successive 
iterations have energy changes of 1 x 10-4 eV. In performing 
all surface calculations, the positions of all the ions in the three 
top most layers were allowed to relax until the net forces 
acting on them were smaller than 10-2 eV/Å while keeping all 
other atoms fixed to mimic bulk properties.  

For all surface calculations, (1 x 1) unit cells were used except 
for lower coverages where other surface supercells are 
considered and a vacuum of 12 Å is used to separate two 
periodically repeated cells. This is done to prevent any 
unphysical surface-surface interactions. The slab used for all 
calculations is made up of a t-ZrO2(001) phase ontop of a 
ZrC(100) substrate as shown in figure 2. The structure of such 
a slab has already been studied and determined in a previous 
study.  An initial analysis showed ZrC substrate thickness to 
have negligible influence on the adsorption properties on the 
exposed ZrO2 surface and hence only two layers of ZrC was 
used as substrates.  

The (1 x 1) cell used has a lattice parameter of 4.736 Å and an 
exposed surface area of 22.433 Å2. The (1 x 1) slab has two 
oxygen atoms exposed on the surface.  

Both associated and dissociative modes of adsorption were 
used for adsorption and reactivity of molecules on the surface 
and the adsorption energy is calculated as in equation 1: 
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 VLNM =  −[VX>m/�¾x± −  V�¾x±L�\ −  VX>m ] … … . . . h�. (1) 

 

In equation 1, Emol/surf is the DFT energy of the surface with 
adsorbed molecule on it, Esurface is the energy of the free 
surface and Emol is energy of the molecule in the gas phase.  

The effect of different coverages are also calculated through 
the use of appropriate supercells to achieve different coverages 
of 0.25 monolayer (ML), 0.50 ML, 0.75 ML and 1.0 ML. The 
coverage is determined by the number of available adsorption 
sites. On this surface, the surface Zr atoms define the surface 
coverage. A similar approach as described above is used for 
further grafting of polymeric precursors on the functionalized 
surface.  

 

 

Figure 2. A (2 x 2) ZrC(100)/c-ZrO2(001) slab. Color scheme: 
Red =  O atoms, Yellow = Zr atoms, light blue = C atoms 

 

 

2.2 Atomistic Thermodynamic Model 

 

In order to provide a relationship between the 0 K calculated 
properties in DFT and experimentally relevant conditions, the 
already well-established atomistic thermodynamic model40 is 
used. The assumption is that, the adsorbed molecules on the 
surface are in thermodynamic equilibrium with the gas phase 
serving as a reservoir for the gas phase molecules. We can 
then define a Gibbs free energy of adsorption (ΔrG) as a 
function of thermodynamic parameters like temperature, 
pressure and chemical potential through equation 2: 

 ∆x0 = Ñ ∆VÒ +  V»ÈÉ(X>m/M¾x±)−  ∆ _ 2 ­(Z,   ?) Ó … h�. (2) 

 

 

The zero point energy (ZPE) contribution of the molecule 
upon adsorption on the surface is taken into account through 
the term V»ÈÉ(X>m/M¾x±) while ∆VÒ is the electronic energy 
difference between the surface with adsorbed molecule, the 
free surface and the free molecule in gas phase and is 
approximated by their respective DFT energies. ∆μ (T,p) 
defines the difference in chemical potential of the gas phase 
molecules and all other released species in the reaction.  ∆VÒ 
is also given by the expression in equation 1. Changes in the 
chemical potential of gas phase molecules are brought about 
by the thermal contributions and hence contains temperature 
dependent terms as shown in equation 3: 

 ∆­(Z, Ï) =  ∆­>(Z) + =Z ln " ÏÏ>' … … … . . h�. (3) 

  

However, statistical thermodynamics is used to calculate the 
changes in chemical potential of the gas phase molecules as 
follows: 

 ∆­>(Z) = Õ V»ÈÉ +  VÐa¦( →©) + Vx>w +  VwxL]M Ö + =Z− Z(ÍÐa¦ +  Íx>w+ ÍwxL]M) … … h�. (4) 

 

These changes define the vibrational, rotational and 
translational degrees of freedom provided by the thermal 
contribution as well as the entropic contribution. These 
contributions can be obtained from standard statistical 
thermodynamic formulae through combination with calculated 
frequencies at equilibrium geometries. The values of ∆­>(Z) 
are calculated for the gas phase molecule at different 
temperatures. Thus the assumption made is that all 
contributions in the phase are considered while the adsorbed 
molecule is considered immobile with no rotational and 
translational degrees of freedom but only vibrational degrees 
of freedom. The pressure Po in equation 3 is set to 1 atm and 
thermodynamic stability plots are obtained at different 
temperatures and pressures with the calculated (ΔrG) values. 
The plots include effects of the different coverages. 

 

2. RESULTS AND DISCUSSION  

 

2.1. Surface Functionalization with H2O 

 

The initial study involves functionalizing the exposed surface 
in the slab with an appropriate molecule such as water. The 
use of water is motivated by the fact that, in our previous 
studies31,32, we achieved functionalizing the bare ZrC surfaces 
with water through the production of surface hydroxyl groups.  

Considering both associative and dissociative modes of 
adsorption of water, the process is carried out in a step by step 
manner starting with one water molecule followed by another 
water molecule on the available site. The first water molecule 
was observed to adsorb in a dissociative mode with an OH 
ontop of Zr while the remaining H atom is adsorbed on surface 
O atom. The hydroxyl group is not bridged but a free OH with 
a bond distance of 2.114 Å between surface Zr and O atom of 
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the OH group. The bond distance between H atom and the 
protonated surface O atom is 1.049 Å. The surface is hydrated 
surface is further stabilized by hydrogen bonding between the 
dissociated water species on the surface. In order to form a 
bond with the hydroxyl group, the surface Zr atoms are 
displaced from their equilibrium position and relaxes upwards 
from its buried initial positon.  

The ∆rG for this process is calculated to be -0.692 eV. This 
adsorption energy shows a strong interaction of H2O with the 
surface and the equilibrium geometry of the dissociated water 
molecule for adsorbing 1 water molecule is shown in figure 3. 
This also defines 0.5 ML coverage as they are 2 sites 
available.  

Upon the adsorption of a second water molecule resulted in 
associative mode of water adsorption. Thus the first adsorbed 
hydroxyl group is reorganized into molecular water while the 
second water molecule also adsorbs at the first Zr site in an 
associative mode. The presence of the second water specie 
causes changes in the adsorption mode of the first water 
molecule. There is further stabilization of the system by 
hydrogen bonding between the adsorbed water molecules and 
the surface O atoms. ∆rG of the second water molecule is 
calculated to be -0.936 eV. This adsorption energy is however 
made up of strong hydrogen bonding with no hydroxyl groups 
present on the surface. There is an increase in bond distance 
between the surface Zr atom and O of the water molecule with 
distances of 2.367 Å and 2.439 Å. The second water molecule 
defines a coverage of 1.0 ML.  

 

 

Figure 3.  (2 x 2) ZrC(100)/c-ZrO2(001) surface with adsorbed 
water molecules. (a) is adsorption of 1 water molecule and (b) is 
adsorption of 2 water molecules. Color scheme: Red =  O atoms, 
Yellow = Zr atoms, light blue = C atoms, Gold = H atom 

The adsorption was continued with a third water molecule. 
However, as there are only two Zr sites available with one Zr 
buried within the surface in the direction of the second layer, a 
third water molecule has no available site to bind and hence 
forms a layer on top of the adsorbed water molecule with 

stabilization through hydrogen bonding. This process is 
accompanied by an adsorption energy of 0.457 eV. Thus any 
further addition of water will result in the formation of a water 
layer on top of the adsorbed water molecules and stabilized 
with hydrogen bonding. The adsorption is therefore stopped at 
2 water molecules and different supercells were used to 
calculate the adsorption energies of water for 0.25 ML and 
0.75 ML coverages. The calculated adsorption energies at 
different coverages is provided in table 1. There are easily 
observable changes in the adsorption energies at different 
coverages. At 0.25 ML where there is little interaction with 
other water molecules, the adsorption energy is high, 
decreases at a substantial amount to reach the 0.50 ML and 
begins to increase again. It is clear that there is the effect of 
lateral interaction on the adsorption energies of water on the 
exposed surface.  

Figure 4 provides a density of states (DOS) plot for the 
adsorbed water on the surface. Figure 4 (top) shows a 
projected DOS for the surface atoms before adsorption of 
water molecules. As the exposed surface is made up of ZrO2 
units, the insulating nature of the surface is observed at the 
Fermi level where there is a gap between the conduction and 
valence bands. It is however clear from the total DOS (TDOS) 
plot that due to the substrate ZrC, the TDOS shows a metallic 
bonding nature at the Fermi level and hence the substrate 
effect is not negligible. The characteristic OH band in water is 
observed at -9.7 to -9.4 eV in figure 4. Interaction of water 
with the surface is very diffuse and the covalent nature of the 
bonding is obvious. 

 

 

Figure 4. PDOS of surface (top) with TDOS of the exposed 
surface (insert of top figure), PDOS of H2O on exposed surface 
(bottom) 
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Table 1. Adsorption energies of water at different 
coverages on ZrC(100)/t-ZrO 2(001) exposed surface 

Coverage 0.25 ML  0.50 ML 0.75 ML 1.00 ML 

Eads/ eV/ 
H2O 

1.025 0.692 0.889 0.936 

 

A thermodynamic treatment of the adsorbed water molecule is 
also considered. The stability plot is given at three different 
temperatures by plotting the Gibbs free energy of the reaction 
∆rG against partial pressures of water at different coverages. 
The lowest lying of such plots is the most stable. The plots 
given in figure 5 are at room temperature (298.15 K), 400 K 
and 500 K of hydrating the exposed surface. It is clear that at 
room temperature, the surface is covered with water at full 

coverage at high pressures up to about 10-5.5 bar at which point 
a lower coverage is reached and the bare surface is recovered 
at ultra-high vacuum pressures. It is noteworthy that the 
surface can be hydrated at room temperature but with 
hydroxyl groups only within the range of 10-5.5 to 10-8 bar 
pressures. The water molecules are easily removed from the 
surface as temperature is increased due to the high vibrational 
degrees of freedom upon adsorption on the surface. By 
increasing the temperature to 400 K, hydroxyl groups can be 
obtained within 10-1.5 to 10-3.5 bar of pressure. 

 

 

 

 

 

 

Figure 5. Stability plot for adsorption of water on ZrC(100)/t-ZrO2(001) exposed surfac 

 

 

Figure 6. Functionalization with allyl(chloro)dimethylsilane (ACDMS). FZrC means functionalized ZrC and DZrC means deagglomerated 
ZrC. R = ACDM

2.2 Functionalization with Allyl(Chloro)dimethylsilane 

 

With the main aim of grafting a preceramic polymeric 
precursor on the surface, the next step is gain further 
functionalization with allyl(chloro)dimethylsilane (ACDMS). 
This reaction is shown in figure 6. At this point, we used the 
fully hydrated surface for the functionalization with ACDMS. 
This is because as can be seen from figure 5, this coverage 
appears over a wide range of water partial pressures.  

Interaction of the hydrated surface with ACDMS is analyzed 
through calculation of a reaction enthalpy. The reaction is 
considered to be a nucleophilic substitution reaction with the 
release of HCl gas. This reaction is shown in equation 5.  

 

ZrC/ZrO2—H2O + ACDMS � ZrC/ZrO2—HO—ACDMS + 
HCl                         …………………………………….eq. (5) 

 

The calculated ∆rG for the above reaction is -0.13 eV. This 
reaction energy shows the process is not strongly exothermic. 
As the starting point of the calculation was molecular water on 
the surface on which the ACDMS was grafted, there is further 
rearrangement to move one H atom (from H2O) to a surface O 
atom and ACDMS reacting with the resulting OH group in the 
nucleophilic substitution reaction. It might be that, this 
rearrangement contributes to the -0.13 eV calculated. Thus, 
further functionalization with ACDMS is not a strong process 
and might not lead to highly functionalized surface. Even if 
the hydrated surface is functionalized, there number of 
functionalized molecules on the surface might be very low. 
The resulting structure after the surface is functionalized with 
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ACDMS is shown in figure 7. The bond distance between O 
(H2O) and Si (ACDMS) is 1.679 Å.  

 

2.3 Grafting of Preceramic Precursor using Grafting-to 
Approach 

 

As the final step of achieving the synthesis aim as shown in 
figure 1, there is a further grafting of polycarbosilane 
precursor units onto the functionalized surfaced. The method 
of choice here is the grafting-to approach. In this approach, an 
already synthesized macromolecule is covalently bonded to 
the functionalized surface. Synthesis of the macromolecule is 
shown in figure 8. The macromolecule is synthesised from 
diphenylsilane and 1,4-diethynylbenzene monomer units. Due 
to the grafting-to approach used in the synthesis, we modelled 
the macromolecule as the grafting unit on the functionalized 
surface. The enthalpy of the reaction process is calculated. 
This reaction uses the final S-H bond of the macromolecule in 
a hydrosilylation reaction to attach the macromolecule to the 
alkene group of the ACDMS on the modified surface. This 
hydrosilylation reaction is observed to be a favourable 
exothermic reaction with a reaction enthalpy of -0.79 eV. As 
such, the grafting-to approach will yield the desired grafted 
preceramic precursor on the modified surface. The grafted 
macromolecule through the grafting-to approach is shown in 
figure 9. The grafting of the macromolecule results in 
blockage of several the sites available on neighbouring 
ACDMS sites. The bond distance between Si of the grafted 
macromolecule and the terminal carbon ACDMS is 1.891 Å.  

 

 

Figure 7. Hydrated ZrC(100)/t-ZrO2(001) exposed surface grafted 
with ACDMS. Color scheme: Red =  O atoms, Yellow = Zr 
atoms, light blue = C atoms, Gold = H atom, Grey = Si atom 

 

 

2.4 Functionalization with other organic compounds 

 

As noted in sections 2.1 and 2.2, there might be problems with 
surface modification when water is used. Water will mainly 
exist as molecular species and the functionalization with 
ACDMS is not a highly favourable reaction due to the low 
exothermic nature of the adsorption and the removal at 
substantially low temperature. Another approach that can be 
considered is to explore other organic compounds that can be 
used for functionalization and by-pass the hydration step. In 
light of this, bifunctional organic molecules can be employed. 
Compounds with two functional groups can be used by using 
one part for binding to the surface and exploring the other 
functional group for further grafting.  

Several organic molecules were screened for this purpose. 
These include compounds with OH groups and carboxylic acid 
groups. The compounds which were initially considered and 
tested are lactic acid, oxalic acid, ethanoic acid and 4-
hydroxybenzoic acid. These compounds were selected as they 
contain OH groups and carboxylic acid groups.  

All compounds exhibited strong interaction with the exposed 
surface through the carboxylic acid groups. We explored the 
adsorption through one O atom of the carboxylic acid group 
and the chelating effect of the two oxygen atoms. The 
chelating groups exhibited strong interaction with surface Zr 
atoms and protonation of surface O atoms. The calculated 
adsorption energies for the different molecules are given in 
table 2.   

Further functionalization of with ACDMS on the second 
functional groups of the organic molecules through a 
nucleophilic substitution reaction were tested. This can be 
shown in table 2 as well. The reaction with ACDMS during 
nucleophilic substitution reaction through an OH group of all 
the molecules considered are endothermic as can be seen in 
table 2. It therefore becomes obvious that the nucleophilic 
substitution reaction of ACDMS and hydroxyl groups is not 
appropriate for further grafting as is evidenced by the hydrated 
surface and also through the bifunctional organic molecules.  

From this point of view, it is therefore necessary to consider 
bypassing the nucleophilic substitution reaction of ACDMS 
and employing an organic reagent which is bifunctional and 
can be adsorbed directly onto the exposed surface while 
exploring the other functional group in the grafting-to 
approach for grafting the macromolecule.  

 

 

2.4.1 Functionalization with 3-butenoic acid and further 
grafting of Macromolecule 

 

As discussed in the previous section, there is the need to 
consider different groups functionalization. For the purpose of 
the work, 3-butenoic acid is a good candidate. This is because 
there is the availability of a carboxylic acid that can be utilized 
for adsorbing onto the exposed surface and the available 
double bond used for the hydrosilylation reaction in the 
grafting-to approach. The calculated adsorption energy for 3-
butenoic acid on the exposed surface using the chelating 
properties of the carboxylic acid group is 0.997 eV. This 
shows a strong interaction with surface Zr atoms through two 



 

226 

O atoms of the organic molecule. The interaction is shown in 
figure 10. The calculated bond distances between the surface 
Zr atom and the chelating O atoms are 2.353 Å and 2.322 Å.  

A DOS plot (figure 11) is obtained for the adsorbed 3-
butenoic acid on the surface in order to check the 
electronic structure. The DOS shows the bonding 
between O atoms of the chelating group in 3-butenoic 
acid and Zr atoms on the exposed surface. The bond is 
typically of Zr –d mixing with O –p between -6.4 eV and -
7.4 eV. The sharp nature of the peaks suggest ionic 
nature. 

After functionalization with 3-butenoic acid, the grafting-
to approach was used to graft the preceramic 
macromolecule as described in section 2.3 by utilizing the 

double bond of 3-butenoic acid for the hydrosilylation 
reaction. This reaction was highly favourable in an 
exothermic reaction as observed in section 2.3 when the 
hydrosilylation reaction was carried out through the use 
of ACDMS. The calculated ∆rG for the hydrosilylation 
reaction is -0.942 eV. 

 

3. SUMMARY AND CONCLUSION 

 

DFT studies has been carried on functionalization of ZrC 
surfaces with further grafting of preceramic organic precursors 
with the aim of synthesizing ZrC/SiC core/shell nano 
composites.  

 

 

Figure 8. Synthesis of macromolecule used in grafting-to approach of synthesis  

This analysis was carried out on the exposed surface of ZrO2 
on a ZrC substrate which was studied and described in a 
previous study. In the first part of the study, the exposed 
surface was modified with water. There is adsorption of 
molecular water at a wide range of pressures with hydroxyl 
groups appearing at extremely low water partial pressures. The 
resulting hydrated surface was further functionalized with 
allyl(chloro)dimethylsilane (ACDMS) in a nucleophilic 
substitution reaction with the release of HCl gas. There is 
rearrangement in the adsorbed molecular water to hydroxyl 
groups when ACDMS is adsorbed and the interaction of 
ACDMS with the OH groups is a rather weak one. However, 
further grafting of a polymeric precursor in a hydrosilylation 
reaction using a grafting-to approach was a highly favorable 
exothermic reaction.  

 

 

Figure 9. Grafted macromolecule through hydrosilylation reaction 
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Table 2. Adsorption energies for chelating group of 
different bifunctional organic molecules 

Organic 
molecule 

Oxalic 
acid  

Lactic 
acid 

Ethanoic 
acid 

4-
hydroxybenzoic 

acid 

Eads/ eV/ 
molecule 

1.260 0.994 1.027 0.840 

Nucleophilic substitution reaction with ACDMS 

∆rG +0.585 +0.396 - +0.146 

 

Due to the poor nature of interaction between ACDMS and the 
hydroxyl groups on the surface, other alternatives were sought 
with different bifunctional organic molecules in which one 
functional group can be used to adsorb on the surface and the 
other functional group used to react with ACDMS. Lactic 
acid, ethanoic acid, oxalic acid and 4-hydroxybenzoic acid 
were all tested.  

 

 

Figure 10. Adsorption of 3-butenoic acid on ZrC(100)/t-
ZrO2(001) exposed surface  

 

 

Figure 11. PDOS of 3-butenoic acid on ZrC(100)/t-ZrO2(001) 
showing bonding with the surface  

 

 

They all exhibited strong adsorption to the surface but the 
reaction with ACDMS was still weak and indicates the route 
of a nucleophilic substitution reaction using ACDMS as 
inappropriate for the intended goal.  

3-butenoic acid was finally used to exploit the availability a 
carboxylic acid for strong gripping to the surface through 
chelating effect of the two oxygen atoms and a subsequent 
usage of the terminal alkene bond for the hydrosilylation 
reaction. This reagent gave excellent result with favorable 
adsorption onto the surface and a favorable exothermic 
hydrosilylation reaction in the grafting-to method.  
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Conclusion 
 

An exposed zirconia surface of ZrC(100)//t-ZrO2(001) interfacial slab was initially modified 

with water. The adsorption of water resulted in hydroxyl groups at very low coverage and 

molecular water as the most stable total coverage at a wide range of temperatures. A 

thermodynamic treatment revealed availability of hydroxyl groups only at extremely low partial 

pressures of water and the bare surface can easily be regained at temperatures as low as 400 K.  

Further functionalization of the hydrated surface with allyl(chloro)dimethylsilane (ACDMS) 

resulted in weak interaction through the nucleophilic substitution reaction envisaged. However, 

the further grafting of a preceramic polymeric precursor built from diphenylsilane and 1,4-

diethynylbenzen monomers employed in a grafting-to method to yield a macromolecule on the 

functionalized surface was a highly favorable and exothermic reaction.  

Due to the poor interaction of ACDMS with hydroxyl groups on the surface, other organic 

molecules with dual functional groups were exploited including lactic acid, oxalic acid, ethanoic 

acid and 4-hydroxybenzoic acid. All these compounds revealed strong chelating effect with 

surface Zr atoms using the carboxylic acid functional group but yet a poor interaction of their 

OH groups with ACDMS in a nucleophilic substitution reaction. Hence it is obvious the 

nucleophilic substitution reaction path is not appropriate for the purpose of the grafting.  

Another organic compound, 3-butenoic acid was used by exploiting its bifunctional nature with 

both carboxylic acid and an alkene group. The carboxylic acid part exhibited a strong interaction 

with surface Zr atoms through a chelating effect and the remaining alkene group was used for the 

hydrosilylation reaction in grafting the polymeric macromolecule. This yielded excellent result 

with complete grafting on the surface.  
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General Conclusions and Perspectives 
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As zirconium carbide (ZrC) is known for excellent physical and mechanical properties, the non-

oxide ultra-high temperature ceramic is however disadvantaged in the sense that, it is easily 

prone to oxidation by forming low refractory oxides at low temperatures which deteriorates the 

properties mentioned above and hampers applications. There are however no attempts providing 

a control for the oxidation process. This project therefore aims to fill this gap.  

A proposed strategy is to coat ZrC nano-composite surfaces with silicon carbide (SiC) to form a 

core/shell nano material. This is because SiC forms a protective oxide layer at higher 

temperatures and resistant to oxidation at low temperatures as is the case for ZrC. As such, initial 

characterization of ZrC bulk is required followed by several studies on the surfaces to 

modification, functionalization before the final synthesis of SiC on the surface.  

At the initial stage of the project, bulk studies on ZrC were carried out. This included calculation 

of lattice parameters, elastic constants, mechanical properties as well as studies on defects in ZrC 

bulk. The calculated lattice parameter of ZrC is 4.7363 Å and this value is in excellent agreement 

with experimental and other theoretically calculated values. The stress-strain approach was used 

to calculate the three distinct elastic constants of ZrC and all calculated values were in excellent 

agreement with literature values. These elastic constant values were used to estimate other bulk 

mechanical properties such as the bulk modulus, Young’s modulus, shear modulus and Poisson’s 

ratio. The calculated lattice parameters satisfied the Born stability criteria for cubic crystals. 

High mechanical property values were estimated for ZrC which is typical for the known 

mechanical strength. All estimated values agrees well with experimental and other calculated 

values.  

Further studies were made on the formation of defects and we considered both carbon vacancy 

and carbon insertion defects. The analysis involved calculations in zirconium and carbon rich 

environments for different concentrations of the defect. Carbon vacancy is observed to be 

favorable in zirconium rich environments where the vacated carbon reacts with Zr in a reservoir 

to form stable ZrC. The vacancy is however stable for low concentration of defects such as 6% 

and 3% of carbon vacancies while higher concentration defects are not favorable. This is because 

the effect of the defect can be distributed within the supercell at lower concentrations than at 

higher concentrations of vacancy and stabilize further the system. Carbon insertion defects 

results in unstable structures and the effect of the defects is observed to be more local. Calculated 
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values conforms to available literature values. All bulk properties are well described by the 

methodology used in this project.  

After optimizing the bulk structure, studies into stability of the various low index surfaces of ZrC 

were carried out and the identified stability criterial was (100) > (111) > (110) with the (100) 

surface being the most stable. However, the as-cleaved (111) surface being polar is observed to 

terminate on both sides with zirconium layers upon various correction techniques used and this 

confirms the experimental observation of metallic termination on this surface. The (110) surface 

being the least stable is highly reactive with high amount of states at the Fermi-level and hence 

very reactive. A wulff construction of the nano-crystallites using the surface energy values at 0 K 

revealed a cubic structure made mainly of (100) facets with truncated corners of (111) facets 

which is less than 1% of the surface area. 

We considered reduction of the (100) surface and observed a complete dissociation of H2 into 

atomic species. However a calculated high activation barrier for the H2 dissociation prevents the 

surface from being reduced at room temperature. Water is however observed to adsorb both as 

molecular water and dissociative mode into hydroxyl groups and CH. A low activation barrier is 

calculated for dissociation of the molecularly adsorbed H2O into hydroxyl groups and hence the 

bare ZrC(100) surface can be hydroxylated with water. This study is the first to be presented for 

ZrC as no such determinations has been made previously. In combining the DFT calculations 

with atomistic thermodynamic modelling, we observed the (100) surface to be covered with 

hydroxyl groups at a wide range of water partial pressures up to 400 K until the bare surface can 

be recovered at temperatures above 500 K. Additionally, we covered the (100) surface with a 

ZrO-like layer as observed experimentally by some groups and we observed the surface to be 

further activated as it dissociates water into hydroxyl groups as well as complete dissociation 

into atomic O species with the release of H2. The oxide-like layer further activates the surface for 

the hydration process. Thus the oxide covered surface is much easier to functionalize than the 

bare (100) surface.  

Hydration of the (110) surface was also carried out and observed the formation of hydroxyl 

groups on this surface at higher coverage. However, at low coverages, there is complete 

dissociation of water into atomic O and H groups. The hydroxylated surface is stable at lower 

temperatures at a wide range of pressures of water while the surface covered with completely 
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dissociated water into atomic species is stable between 700 K and 1000 K. The bare (110) 

surface is recovered at temperatures above 1000 K and lower partial pressures of water.  

On the (111) surface, hydration led to complete coverage with hydroxyl groups accompanied by 

the release of hydrogen gas. The hydroxyl groups are in bridged positions on this surface 

between three surface Zr atoms. The hydrated properties of all three surfaces were used to 

construct an equilibrium morphology of the nano-crystallites. From 200-700 K, the ZrC nano-

crystallites is made mainly of (111) surface with bridging hydroxyl groups while the (100) 

surface begins to appear at higher temperatures above 700 K with the introduction of dangling 

OH groups.  

As the main concern of ZrC within the context of this project is oxidation, an analysis of 

oxidation on the various surfaces was carried out. Considering the (100) surface, adsorption of 

oxygen resulted in complete dissociation into atomic species adsorbing at mmc three-fold sites 

between two surface and one C atom. The oxidized surface is stable at a wide range of oxygen 

partial pressures and the bare surface is recovered at temperatures above 1500 K and low oxygen 

partial pressures. Oxygen however passivates the surface and there is no further diffusion of 

oxygen into the bulk. Oxidation on the (111) surface was also an extremely exothermic process 

with atomic oxygen adsorbing at fcc sites between three surface Zr atoms. Manipulation of 

temperature and pressure alone on this surface cannot be used to remove oxygen even at 

temperatures of 1500 K. The oxide layer passivates the (111) surface and there is no further 

diffusion of oxygen into the bulk. The (110) is the most reactive to oxygen and dissociates 

oxygen completely into atomic species. The surface can accommodate high amounts of oxygen. 

A step by step analysis of the oxidation process revealed removal all surface C atoms as CO2 

with a final formation of ZrO2 layer on the surface. This process was observed as irreversible at 

all temperatures and oxygen partial pressures considered. The observation of ZrO2 on ZrC has 

been documented in the literature. After considering oxidation on all three surfaces, a wulff 

construction was made for the equilibrium morphology of the nano-crystallites. Due to the high 

stability of the ZrO2 formed on ZrC, only the (110) facets are revealed at all temperatures 

considered.  

Since oxidation is inevitable on ZrC, it is necessary to determine the oxide layer experimentally. 

X-ray Photoemission spectroscopy (XPS) to analyze the oxide layer on top of ZrC. The analysis 
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revealed the present of ZrO2 with a thickness of about 3 nm. Further analysis was done with 

Time of Flight Secondary Ion Mass spectrometry (ToF-SIMS) and this also revealed the 

presence of ZrO2. Removal of oxide layer and the experiments repeated in ultra-vacuum 

conditions revealed the reappearance of the oxide layer. The ZrO2 phase was further determined 

with Transmission Electron Microscopy (TEM) and Electron Diffraction (ED) experiments. This 

revealed the presence of predominantly cubic ZrO2 with traces of tetragonal ZrO2. This further 

required studies on the interfacial structure and properties between ZrC and ZrO2. Surface misfit 

calculations were done to determine which surfaces of ZrC and cubic ZrO2 will form 

commensurate interfaces. This revealed the commensurability of ZrC(100) and cubic ZrO2 (001), 

ZrC(111) and cubic ZrO2(111) surfaces. Finite temperature molecular dynamics was used to 

build a zirconia layer on top of ZrC (111) surface from atomic species. This revealed the 

formation of ordered phase of cubic zirconia (111) phase. Several mechanical properties, 

thermodynamic characterization, density of states profile and charge transfer analysis was used 

to characterize the ZrC(111)//c-ZrO2(111) interface. The analysis showed this interfacial 

properties to be governed by local effects and confined to only the first layer of c-ZrO2(111) 

deposited on ZrC(111). There is a breakage within the first layer of the deposited zirconia 

leaving an oxygen layer on top of the ZrC(111) surface. This is in agreement with the results 

obtained on oxidation of the ZrC(111) surface. As such, ZrO2 will not be observed on the 

ZrC(111) surface.   

Similar interfacial studies was done for ZrC(100)//c-ZrO2(001). The analysis showed 

convergence of the deposited zirconia up to 3 layers of c-ZrO2(001) deposited. The strain 

imposed by the substrate ZrC(100) surface however transforms the c-ZrO2(001) into t-ZrO2(001) 

phase. The interfacial properties depend on only the first few 3 layers and not on subsequent 

layers of zirconia. Further density of states and charge transfer analysis revealed the local nature 

of the interfacial properties.  

The stability strength of the ZrC(100)//c-ZrO2(001) interface therefore makes it a suitable 

candidate for the next step of the project. The exposed surface on the zirconia side was then 

hydrated with water. The aim is to produce hydroxyl groups that can be used for grafting. 

However, the hydration revealed molecular water adsorbed on top of surface Zr atoms as the 

most stable. The water molecules are further stabilized by hydrogen bonding. Hydroxyl groups 
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can only be obtained at very low coverages of water and low water partial pressure. The hydrated 

surface can also be cleaned of the water at temperatures as low as 400 K. Further 

functionalization of the hydrated surface was achieved with allyl(chloro)dimethylsilane 

(ACDMS) through a nucleophilic substitution reaction with the release of HCl. This was possible 

due to a rearrangement in the adsorbed water molecules to yield hydroxyl groups upon reacting 

with ACDMS. However, the interaction of ACDMS with water on the surface is very weak 

(reaction free energy of -0.13 eV). This energy could be mostly for the rearrangement in the 

water molecule and not on the reaction between the resulting OH and the ACDMS molecule. 

Moreover, the grafting-to method was used to graft a macromolecule (from diphenylsilane and 

1,4-diethynylbenzene) onto the functionalized surface though a hydrosilylation reaction. This 

reaction was a highly favorable and exothermic reaction.  

Due to the poor interaction of the water and the ACDMS, other bifunctional organic molecules 

were considered for the functionalization. Oxalic acid, lactic acid, ethanoic acid and 4-

hydroxybenzoic acid were all used by exploiting their carboxylic acid groups for chelating 

surface Zr atoms and using the other functional group (OH or COOH) group for the nucleophilic 

substitution reaction with ACDMS. All the considered compounds showed excellent binding to 

the surface Zr atoms but poor interaction with ACDMS. This provided more insight into the fact 

that the nucleophilic substitution reaction between hydroxyl group and ACDMS might not be the 

appropriate route for grafting the preceramic polymeric precursor. Hence different compounds 

were tested for this purpose and 4-butenoic acid was finally used. The choice of this molecule is 

the fact that, the nucleophilic substitution reaction path can be by-passed and direct grafting of 

the macromolecule achieved. Initial binding to the exposed surface through chelating effects of 

the carboxylic acid was a highly favorable reaction and the subsequent hydrosilylation reaction 

in the grafting-to approach was successful.  

At this point, theoretical studies have shown grafting of preceramic polymeric precursors to lead 

to favourable results. This is under experimental evaluations for validating the theoretical results.  

Perspectives: With the success of achievement obtained on the theoretical study of grafting, 

further experimental analysis are on the way to confirm the grafted macromolecules on the 

surface. Laser pyrolysis will further be used to convert the grafted polymeric precursor into SiC 



 

239 

with the release of free carbon. Additionally, theoretical studies have to be carried out on the 

interaction of SiC with ZrC. This will be specifically at the interface of ZrC and SiC.  
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