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“God made the bulk; surfaces were invented by the devil.”

Wolfgang Pauli
“Kick in the ass is still step forward.”

Anonymous
“I am always doing what I cannot do yet, in order to learn how to do it”

Vincent Van Gogh
“Kasno je, sjećanja, uzalud se javljate, beskorisne su vaše nemoćne utjehe i pod-
sjećanja na ono što je moglo da bude, jer što nije bilo, nije ni moglo da bude. A
uvijek izgleda lijepo ono što se nije ostvarilo.”

Meša Selimović
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Molecular Modeling of Aerosols

by Josip LOVRIC

In this thesis numerical methods are used to study the properties, de-
scribed at the molecular level, of organic aerosols, especially marine aerosols,
and their interaction with species in the atmosphere. The organisation of
the organic matter in these aerosols plays a key role for their optical, chem-
ical properties, and their ability to act as a cloud condensation nuclei.

The first part reviews atmospheric context and the methods (classical
molecular dynamics and hybrid quantum/classical approaches) used in
this thesis. Then applications to three cases are detailed.

Firstly, the organization, more particularly the orientation, of palmitic
acid molecules adsorbed on a salt (NaCl) surface as a function of the fatty
acid coverage and temperature has been studied using classical molecular
dynamics (Gromacs package). The impact of the humidity on the struc-
turation of this organic coating has been described in details, showing the
existence of structured fatty acid island-like monolayers on NaCl surface.

In a second study, the reactivity of NO2 with these heterogeneous ma-
rine aerosols has been investigated by a hybrid quantum/classical method
(CP2K package), with taking into account the effect of the humidity.

The last study is a classical molecular dynamics of n-butanol crystal,
water accommodation at these surfaces and simulation of water jet collision
with n-butanol surface. These simulations, complementary to experiments,
were performed to better understand the fundamental role of the water-
organic matter interaction on the properties of the aerosols and clouds.
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Chapter 1

Introduction

Atmospheric aerosol particles are fundamental constituents of the Earth’s
atmosphere as they influence the Earth’s energy budget and can strongly
impact the human health. During the last decade, a huge effort has been
done to characterize the effects of these aerosols on climate particularly.
Among these aerosols, the organic aerosol (OA) components account for a
large fraction of atmospheric particulate matter. Our present understand-
ing of OA physical and chemical properties and transformation is limited,
and the estimates of their environmental effects are quite uncertain. The
purpose of this thesis was to contribute to the understanding of these mech-
anisms at the molecular level using numerical methods such as classical
molecular dynamics or quantum mechanics/molecular mechanics to model
organic aerosols and their properties. This research was supported by the
French Laboratory of Excellence CaPPA (Chemical and Physical Proper-
ties of the Atmosphere, Programme d’Investissement d’Avenir) and the
“Hauts de France” Region. The CaPPA project gathers 7 laboratories to
run multidisciplinary research activities in the fields of aerosols proper-
ties (www.labex-cappa.fr). This thesis was part of the workpackage 2 (the
CaPPA project is organized in 6 workpackages) ”Aerosol microphysical,
chemical and optical properties from fundamental heterogeneous processes
to remote sensing”.

In this chaper, I will briefly describe the general properties of the Earth’s
atmosphere, and emphasize the role of the organic aerosols, and more par-
ticularly of the organic marine aerosols.

1.1 Atmosphere

1.1.1 Evolution of the Earth’s atmosphere

4.6 billion years ago, the solar system was born from the primordial solar
nebula, an interstellar aggregate of gas and dust [1]. Gravitational inter-
actions gave rise to a solid planet by aggregation. The primordial atmo-
sphere on Earth was created with released high volatile compounds such
as CO2, N2, H2O and H2 from volcanic emissions 4.4 billion years ago [1].
The gravitational interactions trapped molecules close to the surface and in-
duced a heterogeneous particle density distribution, leading to a relatively
thin gas layer above the surface. From the chemistry point of view, the pri-
mordial atmosphere was reductive while present atmosphere is oxidizing.
Carbon compounds dissolved, on a long scale time, into the ocean to from
carbonate rocks. N2, being chemically inert, non soluble in water and incon-
densable, accumulated in the atmosphere and became the most abundant
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constituent of the atmosphere. The dramatic increase in oxygen happened
about 2.3 billion years ago [2] (Fig 1.1). The scientific community agrees
that the origin of this sudden increase could be due to bacteria capable of
oxygenic photosynthesis. Today, about 99% of the present atmosphere con-
sists of N2 (78%), O2 (21 %) and Ar (1%). The oxygen level is maintained in
balance through photosynthesis. Water vapour is the next most abundant
and mainly founded in lower troposphere. Trace gases represent less than
1% of the atmosphere but they play an important role in the radiative bal-
ance of Earth [1]. For example, it is now well established that the increasing
concentration of CO2 during the last decades is responsible for the climate
changes [3].

1.1.2 Chemical composition and physical properties of the present
atmosphere

Anaximenes (585–528 BC), a greek philosopher, had suggested that air was
the primary substance and the source of all other things. Then, according
to Empedocles (ca. 490–430 BC), air was considered as one of the four ele-
ments [4]. This conception did not evolve until the 18th century. Indeed the
first experimental studies about atmospheric composition were performed
in the 1700s, as can be seen in Table 1.1 and 1.2 summarizing the major
discoveries in the chemical compositions of air.

TABLE 1.1: List of major chemical discoveries on air com-
position [5].

Date Compound Scientist

1750s carbon dioxide Joseph Black

1766 hydrogen Henry Cavendish

1772 nitrogen Daniel Rutherford

1774
oxygen

Joseph Priestley and

1772 (published in 1777) Carl Wilhelm Scheele

1840 ozone Christian Friedrich Schönbein

1894 argon Lord Rayleigh and William Ramsay
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FIGURE 1.1: Evolution of atmospheric chemical composi-
tion [5].

TABLE 1.2: List of major achievements in modern atmo-
spheric chemistry [5].

Date Explorer(s) Discovery

1924 Gordon Dobson
developed a spectrophotometer and started the
regular measurements of total-column ozone

1930 Sydney Chapman
described theory that explains existence of the
ozone "layer"

1960 Arie Jan Haagen-Smit
described the emergence of the photochemical
smog

1973 James Lovelock
first detected CFC’s (Chlorofluorocarbons) in
the atmosphere

1995
Paul Crutzen,

the Nobel Prize in Chemistry was awarded
jointly "for their work in atmospheric chem-
istry, particularly concerning the formation and
decomposition of ozone".

Mario Molina and

Frank Sherwood Rowland

The mass of the atmosphere is approximately 5.3·1018 kg, which is a few
orders of magnitude lower than the 1.4·1021 kg of the hydrosphere (oceans,
sees, lakes, rivers, groundwater, snow and ice) and of the 5.98·1024 kg of
the Earth. The large atmospheric mass is pulled toward the Earth due to
the gravity. Subsequently, the density of the atmosphere rapidly decreases
with the distance from the surface. Atmosphere can be seen as a countless
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0◦C on the top of the stratosphere. This inversion is a consequence of high
concentration of ozone, in the ozone layer at 25 km, which is an efficient
absorbent of UV radiations. The last two layers of atmosphere are called
mesosphere and thermosphere. These two layers, less studied than the pre-
vious mentioned layers, are sparse and contain mostly light elements such
as H and He. The thermosphere is the part of atmosphere where aurora
borealis take place.

The bottom layer of troposphere is called Planetary Boundary Layer
(PBL). The structure and depth of PBL vary a lot with seasons, weather
conditions and time of day. The lowest (about 10%) part of PBL is called
surface layer. The thickness of this layer is typically 10–30 m at night, and
50–100 m in day-time. The PBL is the place where exchanges between sur-
face (sources and sinks of aerosols) and the atmosphere take place, due to
the turbulent fluxes of heat, water and air pollutants. The PBL has a great
impact on the dispersion, dilution and deposition of air pollutants.

Gases concentration in the present atmosphere are shown on Table 1.3.
There are different ways to express the quantities of gases or particles in the
atmosphere: the concentration (kg ·m−3), the volume ratio (m3 gas per m3

air) or mole fraction (mol ·mol−1). For trace gases, the mixing ratio is given
in parts per million volume (ppmv) (billion (ppbv) or trillion (pptv)).

TABLE 1.3: Atmosphere chemical composition [6].

Gas Volume(a)

Name Formula in ppmv(b) in %

Nitrogen N2 780 840 78.084

Oxygen O2 209 460 20.946

Argon Ar 9 340 0.934

Carbon dioxide CO2 400 0.04

Neon Ne 18.18 0.00182

Helium He 5.24 0.00052

Methane CH4 1.79 0.00018

Water vapor(c) H2O 10–50(d) 0.001–5(d)

Notes:

(a) volume fraction is equal to mole fraction for ideal gas
(b) ppmv: parts per million by volume
(c) Water vapor is about 0.25% by mass over full atmosphere
(d) Water vapor concentration strongly varies locally

1.2 Aerosols

1.2.1 Physical and chemical properties of aerosols

Aerosols are small solid or liquid particles suspended in the atmosphere
with a diameter ranging from a few nm up to the tens of µm. It is well
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known that they are one of the most important factors affecting both, nat-
ural climate processes and anthropogenic climate changes [3, 7]. Aerosols
have an impact on the radiative balance directly by scattering and absorb-
ing terrestrial and solar radiations and indirectly by acting as cloud con-
densation nuclei (CCN). Nowadays, special attention is paid to the health
effects, namely respiratory and cardiovascular problems [8, 9]. According
to the World Health Organization (WHO), particle pollution contributes to
approximately 7 million premature deaths each year, making it one of the
leading causes of mortality [10]. Aerosols can be classified and quantified
according to their concentration, size, physical or chemical composition or
their origin. Aerosols sources are diverse, and can be from natural or an-
thropogenic origins. Natural aerosols dominate by number and concentra-
tion, and can be estimated to 13-14000 Tg. yr−1 (see Table 1.4), while the
total anthropogenic contribution is, on the best estimation, 460 Tg. yr−1

[11]. Natural aerosols, from biogenic sources, dust or sea-salt are known
as a large part of uncertainty in present day aerosol forcing, the response
of the climate system to anthropogenic aerosol perturbations depending
strongly on the natural aerosol background [3, 12, 13, 14] (Fig. 1.5). The
main sources of anthropogenic aerosols are fossil fuel combustion (trans-
port, heating) or biomass burning. Even a small concentration of anthro-
pogenic aerosols can cause significant changes in the properties of the at-
mosphere, not only by direct influence on radiations but also through in-
teractions with other aerosols [12, 15]. The concentration, size distribution
and composition of atmospheric aerosol particles vary significantly with
time and space. In the lower troposphere, the aerosol mass concentration is
in a range of 1-100 µg.m−3, and particles number typically varies from 102

to 105cm−3 [16]. Deserts and urban areas are rich in aerosols, while polar
atmosphere and alpine air contains fewer aerosols. Aerosols concentration
also decreases with altitude. Fig. 1.4 represents the aerosols distribution
according to different physical characteristics. Particle size is an important
parameter which affects their lifetime, physical and chemical properties.
Particles in nucleation mode with size reaching 10’s of nm are of particu-
lar interest in this thesis, since classical molecular dynamics, the main tool
used in this thesis, allows us to study systems of this size. Fig. 1.3 is a
schematic representation of the aerosol life cycle. In this thesis, we are es-
pecially interested in secondary aerosols formation and aggregation mode.
Once primary aerosols, either natural or anthropogenic, are released in the
atmosphere, they exhibit some physical and chemical changes. One of the
typical example is water condensation on aerosol nuclei. In the same way, if
we expose organic aerosols to air and sun light, oxidation processes will oc-
cur, and thereby optical properties and condensation potential will change
as well. Finally, aerosols have their typical life time. In the range of hours
to months, aerosols are submitted to wet or dry deposition, which are the
main types of removing processes of aerosol particles.
Aerosols are important players in the complicated climate system. It is
therefore necessary for the scientific community to understand all the chem-
ical and physical processes related to the aerosols in the atmosphere. One
of the first steps is to understand aerosols formation. Despite extensive re-
search, there are still open questions, especially regarding aerosols creation
in the nucleation mode. But also topics such as the role of aerosols as CCN,
the interaction of the aerosols with water, the influence of organic matter
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Mineral (soil) dust (sizes <1 µm) 110 [6]

Mineral (soil) dust total (1−2 µm size
range)

290 [6]

Mineral (soil) dust total (2−20 µm size
range)

1750 [6]

Mineral dust (0.1−10 µm size) 1000−2150 (average = 1490) [24]

Mineral dust (overall) 2000 [21], 1704 [22], ranging from 1000 to
2150 Tg. y−1 [23]

Volcanic dust (coarse particles only) 30 [1]

Sulfates from volcanic SO2 10 [25]

Volcanic sulfates (as NH4 HSO4) 21 [6]

Volcanic SO2 9.2 [22]

Cosmic dust in the upper mesosphere 3× 10−2 to 1.1× 10−1 [26]

Cosmic dust in the middle atmosphere 2× 10−3 to 2× 10−2 [26], 1.5× 10−4 to
4× 10−2[27]

Biogenic aerosols 1000 [21]

Biogenic sulfate (as NH4HSO4) 57 [6]

Biogenic carbonaceous aerosols (sizes > 1
µm)

56 [6]

Biogenic primary organic aerosols 15−70 [23]

Biogenic Volatile organic compounds
(VOC) compounds

16 [6]

Secondary organic aerosols from biogenic
VOC

11.2 [28]

Secondary organic aerosols 2.5−83 [23]

Sulfates (from all the natural primary and
secondary sources)

107−374 [23]

Nitrates (overall, from natural primary
and secondary sources)

12−27 [23]

Secondary sulfates from dimethyl sulfide
(DMS)

12.4 [29], 18.5 [22]

Carbonaceous aerosols from biomass
burning (sizes < 2 µm)

54 [6]

Primary organic aerosols 44.4 [22]

Biomass burning organic 26−70 [23]

Total natural particles over the whole size
range

5875 [6] 4200−22 800 [23], including the
United Nations (1979) estimate of vol-
canic debris
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TABLE 1.4: Estimates of the annual emission fluxes (mea-
sured in teragram per year (1 Tg. yr−1 = 106 ton. yr−1)) of
natural aerosols from various sources, as found in the liter-

ature over the past 15 years [30].

FIGURE 1.4: Distribution of aerosols by number, surface
and volume. Surface area under curve represents total

number of aerosols [5]

1.2.2 Organic marine aerosols

Primary aerosols are emitted mostly from the sea (1000 – 6000 Tg/year), big
dry lands (deserts) (1000 – 3000 Tg/year) and from combustion processes
of anthropogenic or biogenic origin (66 – 217 Tg/year ) [6]. The organic
fraction comprises dissolved and particulate organic matter: lipids, amino
and fatty acids, mono and poly-saccharides, humic substances and phyto-
plankton cell fragments. Their spatial distribution varies with location and
season [12, 31, 32]. Once primary organic marine aerosols (POA) (emission
of 105 Tg/year) [12] are released in the atmosphere, they form heteroge-
neous organic compounds which can then undergo transformations and
give rise to secondary organic aerosols (SOA). Mixing state, hygroscopic-
ity, cloud droplet activation potential and atmospheric ageing of marine
POA remain poorly quantified. Studies have found that marine POA can
cause large local increases in the cloud condensation nuclei concentration



10 Chapter 1. Introduction

and have a non-negligible influence on the assessment of the anthropogenic
aerosol forcing of climate [12].
In the last decades, field measurements [12] and experimental investiga-
tions in laboratory, have revealed that oceans represent an important source
of organic matter. Even if the organic mass in total aerosol mass can be small
[19, 33, 34], the [Fatty Acids (FA)]/[sea salt] ratio in autumn, winter, spring
and summer seasons being 1.8 (±1.3) x 10−4, 2.1 (±1.3) x 10−4, 3.7 (±2.9) x
10−4, and 4.6 (±1.8) x 10−4, respectively [35], the organic part actually in-
fluences strongly the optical and aggregation properties through structural
organization such as creation of surface self-assembled layers. Moreover,
organic matter can undergo different physical and chemical processes in
the atmosphere, leading to dramatic changes of the hygroscopic proper-
ties. For instance, McNeill and co-workers [36] observed that oxidation of
oleic acid decreases the CCN activity of the aerosols. Organic molecules
present in the aerosols are typically polycarbonate chains (polysaccharides,
carboxylic acids, etc. . . ). The carbon chain size and the interaction with
ions, which governs the molecular organization in/on the aerosols, are par-
ticularly important but have not yet been fully revealed. These heteroge-
neous and complex particles represent challenging cases of study for theo-
reticians.
Marine aerosols, which are dominated by sea salt aerosols (SSA), are among
the most important sources of natural aerosols and participate to the global
aerosol mass with more than 50% [37]. Pure SSA, and their physical prop-
erties, namely hygroscopicity and optical properties have been extensively
studied [19, 34, 38]. But SSA are not pure crystals but rather mixtures of
inorganic species like K+, Mg2+, Ca2+, SO2+

4 ions and organic matter. In-
deed, the composition of the marine aerosols is very diverse and depends
on the location, time of the year, local weather conditions, etc. [32, 35]. The
composition of nanometers sized (i.e. nucleation mode) sea spray particles
is difficult to experimentally monitor due to the small size [39, 40]. They
are often described as purely organic or purely sea-salt, while it is a mix-
ture of both [41]. Typical organic molecules are fatty acids, polysaccharides
and other hydrocarbons molecules. Although the sources of fatty acids can
be terrestrial or from some anthropogenic activities like combustion pro-
cesses, cooking [42], marine areas represent the most important source [35].
The process of creation of organically doped SSA has been studied both
through experimental studies [34] and theoretical modeling [43]. Once cre-
ated, aerosols evolve in the atmosphere, either continue aggregation with
organic and inorganic species or undergo reactive processes with radicals
(NOx, O3, HCl, Cl,. . . ). The interaction of these aerosols with biogenic
or anthropogenic species in the atmosphere is influenced by this organic
coating. The accommodation coefficients (adsorbed fraction of incoming
molecules), which are included in global models, are highly dependent on
the aerosols composition and structuralization. A better molecular under-
standing of marine aerosol can then help to reduce uncertainties connected
with SOA impact on radiative balance (Fig. 1.5), for example hygroscopic
properties of aerosols aged in polluted environment can be estimated. It is
expected that new ship routes will be opened in the Arctic region due to
the ice melting. An understanding of organic doped marine aerosol at the
molecular level could give prediction how this source of pollutants would
impact this fragile and isolated ecosystem. Fig. 1.5 represents the results
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mechanism of sticking is shown to depend on the compound, packing den-
sity, and resulting surface structure. In addition, MD simulations of water
vapor interacting with Sodium Dodecyl Sulfate (SDS)/NaCl slabs[48] in-
dicate that SDS kinetically hinders the initial water uptake partly due to
the ordering of the SDS chains as the coverage increases. Most of the stud-
ies have focused on the effect of a full organic coated water slab or a nan-
odroplet on the sticking of incoming water molecules. As a complement to
these studies, one of the purpose of the present thesis was to understand
the effect of humidity on the organization of the coating for a partial cov-
erage of the salt surface. MD manage also to reproduce models of some
atmospheric mechanisms, such as surface activity and surface tension of
CCN [49], stability of clusters [50], nucleation of particles[51], reactivity at
the aerosol surface which combined some QM calculations [52, 53].

Also MD is a useful tool to get data which are either not reachable or
complicated to get with experiments. To determine thermodynamics data,
as liquid vapor pressure, enthalpy of vaporization and heats of sublimation,
a quantum mechanic study combined with molecular dynamics made by
Tong et al. in 2004 was done [54].

Concerning the uptake theory, many studies of mass accommodation
coefficient were done onto planar surface or slab (mainly aqueous aerosol)
[55, 56, 57, 58, 59] and mass accommodation coefficient is often close to 1
for aqueous aerosol. Chakraborty and Zachariah modelled water droplet
coated with fatty acid of radius to investigate water molecule sticking coef-
ficient [43]. They showed that the sticking coefficient for fatty acid coated
water nano droplets is almost a constant (11-16%) for incident speeds around
the most probable speed as opposed to 100% for water vapor incident on a
pure water droplet. From other hand the equilibrium vapor pressure of wa-
ter over these inverted micelles was considerably lower due to the surface
tension effects of the fatty acid layer.

To model NO2 reactivity on NaCl surface QM/MM methods are used
in this thesis. This kind of method is an elegant way to introduce a quan-
tum subsystem inside a big system which is described by classical MD. The
QM/MM approach was introduced in 1976 in the the paper of Warshel and
Levitt [60]. They, along with Martin Karplus, won the 2013 Nobel Prize in
Chemistry for "the development of multiscale models for complex chemi-
cal systems". These methods are often used successfully in biology. Latest
achievements are summarized in review article [61].

Recently QM/MM approach has been also used in aerosol modelisa-
tion. Nice combination of classical dynamical study and quantum mechan-
ics tools has been introduced in the group of Kurt V Mikkelsen, to describe
interaction between a phenol molecule and water cluster (aerosol). They
have constructed PES between phenol and aerosol using parametrized in-
teraction. From the PES, reaction pathways are determined. The QM/MM
method is used to calculate a potential energy curve for each reaction path.
Coupled cluster methods are used for the part of the system described
by quantum mechanics, while the part described by molecular mechanics
is represented by a polarizable force field. Furthermore, mass accommo-
dation coefficients using the QM/MM and a quantum-statistical (QM-ST)
model is calculated [62].

In the group of prof. Hans Agren molecular dynamic studies of aerosols
are performed; they have also used QM/MM methods to model absorption
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of light by nanoaerosol cluster [63]. They have use a multiscale integrated
approach based on molecular dynamics and the QM/MM method to model
the optical property, black carbon soot represented by fluoranthene with
cis-pinonic acid, immersed in nanosized aerosol particles. Optical proper-
ties dependent on mixing state of mentioned molecules are studied. The
small subsystem consisting of fluoranthene is described at the QM level
(TD-DFT) and rest of the cluster, namely cis-pinonic acid and water are de-
scribed classically.

Prof. Manolo Ruiz-Lopez has worked on the development of QM/MM
methods and applications in the atmospheric chemistry. Nice example is
the work done on reactivity of small radicals on air-water interface [64].
They have employed technique that combines molecular dynamics simula-
tions together with a quantum/classical description of the formaldehyde-
water system. They have shown that formaldehyde exhibits a preference
for the air/water interface with respect to the bulk, roughly by 1.5 kcal/mol.
Another important finding in these simulations is that frontier orbitals HOMO
and LUMO undergo substantial stabilization at the interface due to surface
water reorientation, which induces a local positive electrostatic potential.

FIGURE 1.7: Snapshot of formaldehyde over water,
formaldehyde is described on B3LYP level and water with

molecular mechanics force-field [64].

1.4 Objectives of this thesis

As can be seen from the previous sections, organic compounds can clearly
have a significant impact on aerosol physical and chemical properties, but
our understanding of OA composition, physical and chemical properties,
transformation characteristics is still limited. Indeed their impact is not
presently described adequately in chemical transport and climate models.
Among the mechanisms impacted by the properties of OA, the water up-
take under diverse humidity conditions is one of the most important. It
is important to determine if the organic compounds enhance or inhibit the
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water uptake by aerosols, in particular at low relative humidity (RH). These
open questions require fundamental studies to explain the phenomena and
to model predictions for future conditions. The main objectives of this the-
sis is to use theoretical methods to give insights on these processes at the
molecular level. These data are currently missing and we hope it can con-
tribute in a better understanding of atmospheric chemistry.

We want to answer the following general questions:

1. What are the molecular mechanisms and kinetics of the chemical and
physical processes involved?

2. How do organics influence the hygroscopic properties of the aerosols?
How do they participate in nucleation? To which extent?

3. How do ageing processes influence the physicochemical properties
of OA components, in particular their hygroscopicity ? How does the
chemical transformation of OA by air pollutants influence the prop-
erties of the aerosols ?

More precisely, during this thesis, we have focused on:

1. The structuration of an organic coating on a sea salt under diverse
physical conditions (humidity, temperature, quantity of organic com-
pounds in the aerosol composition).

2. The heterogeneous reactivity of oxidant molecule with a sea salt aerosol
containing organic aerosols.

3. The interaction of water molecules with organic matter.

This manuscript is divided in 6 chapters, including this introduction (Chap-
ter 1) and the conclusion (Chapter 6). In the Chapter 2, I describe the numer-
ical methods I have used during this thesis to model the aerosols and their
interaction with water and other reactive atomospheric species. This chap-
ter includes a description of the fundamental basis of classical molecular
dynamics and of the quantum mechanics/molecular mechanics approach,
but also a description of the force fields describing the interactions in the
system. In the following chapters, I describe the application of these meth-
ods to three cases. Chapter 3 is dedicated to the modeling by means of
classical molecular dynamics (GROMACS Package), of a NaCl(100) surface
coated with palmitic acid (PA) molecules with varying the PA coverage and
the humidity at two different temperatures. In chapter 4, I present a study
of the uptake and reactivity of incoming NO2 molecules at the previously
modeled sea salt aerosol surface. To describe the reactive processes, a hy-
brid Quantum Mechanical/Molecular Mechanics (QM/MM) approach has
been used. These QM/MM studies were performed with the CP2K pack-
age. The last study, detailed in chapter 5, corresponds to a molecular dy-
namics modeling of n-Butanol aerosol and aggregation by water uptake
near the melting temperature.
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Chapter 2

Methodology and tools

2.1 Classical molecular dynamics

2.1.1 Why we are using molecular dynamics

In the middle of the 20th century, the introduction of computers made feasi-
ble to exploit physical models and to simulate physical properties. Thereby,
after successful Monte Carlo simulations in the 40s of the 20th century,
Alder and Wainwright in late 50s [65] and Rahman in the 60s [66], inde-
pendently, managed to simulate elastic collisions between idealized hard
spheres. Rahman published milestone simulations of liquid argon using a
Lennard-Jones potential. The calculated properties, such as the self-diffusion
coefficient, compared well with experimental data [66]. Since the pioneer-
ing paper of Metropolis and Ulam [67], Monte Carlo methods has been
widely used until nowadays. The first computer simulation of a liquid [68]
was done in Los Alamos National laboratories using a computer named
MANIAC. MANIAC had a memory of 600 words, storage of 80 KB, 11 KHz
speed, and had 2,400 vacuum tubes. This means it was possible to cal-
culate 103 operations in one second. Today personal computers can do
over 1012 operations per second. During my PhD, most of the calculations
were performed on the local cluster named SAKURA (https://wikis.univ-
lille1.fr/phlam-pcmt/accueil), able to proceed hundreds of GHz operation
in one second. Since first computers appeared, Monte Carlo (MC) and
Molecular Dynamics (MD) became two important families of computer sim-
ulations. One of the interest of MD is that real trajectories are accessi-
ble, trajectories from which we can calculate physical quantities like time-
dependent responses to perturbations, rheological properties and spectra.
Concerning MC simulations, they are in principle more simple and compu-
tationally less demanding. Before going into the details of the method, it
is interesting to explain why we use this method. Basically each MD sim-
ulation is like an experiment itself. We need to define the system and the
interactions between the atoms and then propagate the system for suffi-
ciently long time to have insight in the molecular processes. The resolu-
tion of experiments is limited in time and space, i.e. experimentalists often
have access only to macroscopic quantities. MD simulations can bridge
the gap between microscopic world and macroscopic quantities. For exam-
ple, we can connect infrared spectrum with the electric dipole moment of
the molecule. Surface tension (macroscopic value) can be connected with
pressure tensor. It is also often too expensive or even not feasible to do ex-
periments, especially in extreme conditions of temperature and pressure.
In these cases, simulations are becoming inevitable.
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considered as a set of all possible microscopic states (configurations) of the
system. We can imagine a system of particles distributed in a confined
chamber. A set of all possible arrangements of particles is called ensem-
ble1. A statistical ensemble is defined by the probability function of the
different configurations.
In statistical mechanics, average values are defined as ensemble averages.
The ensemble average is given by

< A >ensemble=

∫ ∫

dpNdrNA(pN , rN )ρ(pN , rN ) (2.1)

Where A(r,p) is a physical observable depending on position r and mo-
menta p vectors. The probability ρ(pN , rN ) of the states is defined as:

ρ(pN , rN ) =
1

Q
exp[−H(pN , rN )/kBT ] (2.2)

with H is the Hamiltonian, T is the temperature, kB Boltzmann’s constant
and Q the partition function:

Q =

∫ ∫

dpNdrNexp[−H(pN , rN )/kBT ] (2.3)

The evaluation of the integrals given previously is a very tedious job since
it is necessary to calculate all possible states. In practice, a solution is to
take time average of A. This equivalence is due to a fundamental axiom of
statistical mechanics: the ergodic theorem [71], which states:

< A >ensemble=< A >time (2.4)

then we can write:

< A >time= lim
τ 7→∞

1

τ

∫ τ

t=0
A(pN (t), rN (t))dt ≈ 1

M

M
∑

it=1

A(pN (it), rN (it))

(2.5)
where t is the simulation time,M is the number of time steps (it) in the sim-
ulation and A(pN (t), rN (t)) is the instantaneous value of A. For example,
the average potential energy of system can be expressed as:

V =< V >=
1

M

M
∑

it=1

Vit (2.6)

In a MD simulation, when the system has reached its equilibrium , if we let
it evolve over an infinite period of time, the system will explore all possible
states.
The radial distribution function (RDF) is a quantity which gives a lot of in-
formation about structural data. It is directly comparable with experiments
since the structure factor (calculated as the Fourier transform of RDF) is di-
rectly comparable to diffraction patterns. The features of the RDF can give
us informations about the structural properties of the sytem, for example
its liquid or crystal character.

1Apart from position, this concept applies equally to velocities. Combining position and
velocity, we can introduce the concept of phase space.
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at short ranges due to overlapping electron orbitals, and the long range dis-
persion term corresponds to interaction between ”instantaneous” dipoles.

VLJ(rij) = 4ǫ((
σ

rij
)12 − (

σ

rij
)6) (2.9)

where ǫ is the depth of the potential, σ is the distance for which V = 0 and
rij is defined as rij = rj − ri. Characteristic values are shown on Fig. 2.4

FIGURE 2.4: LJ potential and characteristic parameters. Fig-
ure taken from [72].

The Buckingham form represents another alternative to parametrize the
dispersion-repulsion interaction, with the Pauli repulsion described by an
exponential term whereas the van der Waals dispersion is still represented
by a r−6 term.

Vnb(rij) = A exp (−B(rij))−
C

(rij)6
(2.10)

where A, B, and C are the suitable constants.
Similarly, the electrostastic interactions can be described by a charge-charge
interaction term (first term in the Eq. 2.11). The total non-bonded interac-
tion term writes:

Vnb =
∑

i>j

(
qiqj
rij

+ 4ε(
σij
rij

)12 − 4ε(
σij
rij

)6) (2.11)

It is then necessary to define intramolecular bonded interactions. Typically
bonds are described by harmonic oscillators and periodic function for tor-
sion angle (Fig. 2.5).
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FIGURE 2.5: Intramolecular potential. Picture adapted from
[73].

Then we can write the total potential energy of our system as:

V = Vbonded + Vnonbonded =
∑

bonds

1

2
kr(r − r0)

2 +
∑

angles

1

2
kθ(θ − θ0)

2+

+
∑

dihedrals

kφ [1 + cos(nφ− δ)] +
∑

atom i

∑

j 6=i

[

4ǫi,j

(

(

σi,j
ri,j

)12

−
(

σi,j
ri,j

)6
)

+
qiqj
rij

]

(2.12)
The total energy of the system is then calculated as the sum of the in-

tramolecular bonded interactions and pairwise additive nonbonded inter-
actions described with Lennard-Jones and charge-charge coulombic inter-
actions (Eq.2.12).

In Eq. 2.12, r corresponds to chemical bond length (described as a sim-
ple ’spring’); the bond angle θ is the angle between two chemical bonds at
its equilibrium value, involving three atoms. The third term is for the dihe-
drals (a.k.a. torsion angles φ ) where kφ is the dihedral force constant, n is
the multiplicity of the function, φ is the dihedral angle and δ is the phase
shift.

The force fields, which are commonly used in molecular modeling such
as biomolecular modeling or computer-aided drug design, are nowadays
derived directly from quantum mechanical calculations, fitting charges and
Lennard-Jones parameters to ab initio data. The group of Dr. Jorgensen
used an other strategy to derive the Optimized Parameters for Liquid Sim-
ulation (OPLS) parameter set [74]. A initial set of parameters was guessed
for the van der Waals parameters. Then some Monte Carlo simulations of
pure liquids were performed and the van der Waals parameters were ad-
justed to reproduce experimental values of thermodynamic quantities such
as density and heats of vaporisation. This OPLS force field has been used
in this thesis since it has reproduced good results on biological system [75].
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2.1.4 Trajectory propagation

An elegant way to formulate Newtonian mechanics is to combine kinetic
and potential energy within the lagrangian formalism.

L(ṙ, r) =
N
∑

i=1

1

2
miṙ

2
i + V(ri) (2.13)

where the summation is over the N particles in the considered system. The
derived equations of motion are the Euler-Lagrange equations:

∂

∂t

(

∂L
∂ṙi

)

− ∂L
∂ri

= 0 (2.14)

∂L
∂ri

=
∂V

∂ri
= fi (2.15)

∂

∂t

(

∂L
∂ṙi

)

= mr̈i (2.16)

By combining Eq. 2.15 and Eq. 2.16 into Eq. 2.14, we obtain the second
Newton law.

fi = mr̈i = mai (2.17)

Basically, the algorithms generally used in MD simulations approximate the
positions, velocities and accelerations using a Taylor series expansion:

r(t+ δt) = r(t) + v(t)δt+
1

2
a(t)δt2 + ... (2.18)

v(t+ δt) = v(t) + a(t)δt+
1

2
b(t)δt2 + ... (2.19)

a(t+ δt) = a(t) + b(t)δt+ ... (2.20)

We can write r(t− δt) and r(t+ δt) separately. By addition of these two
equations, we get:

r(t+ δt) = 2r(t)− r(t− δt) + a(t)δt2 + ... (2.21)

The Verlet algorithm [76] uses the positions and accelerations at the time
t and the positions at the time (t−δt) to predict the positions at time (t+δt),
where δt is the integration step. The acceleration is obtained from Eq. 2.16.
Velocities in the original Verlet algorithm are not explicitly calculated but
they can be deduced from the eq. 2.22:

v(t) =
r(t+ δt)− r(t− δt)

2δt
(2.22)

The evaluation of the velocity at time step t gives an error in order of δt2.
This can be significant if we want to calculate the energy at time step t and
especially for controlling dynamics through barostat and thermostat. To ob-
tain more accurate velocities, the leapfrog algorithm is generally preferred
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With the use of the SHAKE algorithm, we can impose constraints on
the lengths of the bonds. In other words, we will change propagated un-
constrained positions r′ to r′′ while applying constraints set on initial po-
sitions r. This can be formulated by Lagrange mechanics and holonomic
constraints. The equations of motion must fulfil K holonomic constraints,
expressed as:

σk(r1, ..., rN ) = 0; k = 1...K. (2.25)

An holonomic constraint σ, for example, can be expressed as |r1 − r2|2 = b2

where we constrain bond length to a preassigned value b.
The extended Lagrangian is written as :

L∗(r, ṙ) = L(r, ṙ) +
K
∑

i=1

λiσi(r) (2.26)

where the summation is overK geometric constraints, L∗ is the Lagrangian
for the extended system, and λi is a Lagrange multiplier associated with a
geometric constraint σi.
Lagrange multipliers λi are determined with following the iterative proce-
dure:

1. Perform a standard MD step (leap-frog algorithm):

vi(t+ δt/2) = vi(t− δt/2) +
ai(t)

mi
δt (2.27)

ri(t+ δt) = ri(t) + vi(t+ δt/2)δt (2.28)

2. Use the new positions r(t + δt) to compute Lagrange multipliers for
all constraints:

λk =
1

δt2
σk(r(t+ δt))

∑K
i=1m

−1
i ▽i σk(r(t))▽i σk(r(t+ δt))

(2.29)

3. Update the velocities and positions by adding a contribution due to
restoring forces (proportional to λk):

vi(t+ δt/2) = vi(t− δt/2) +

(

ai(t)−
∑

k

λk
mi

▽i σk(r(t))

)

δt (2.30)

ri(t+ δt) = ri(t) + vi(t+ δt/2)δt (2.31)

4. Repeat steps 2-4 until all |σi(r)| are smaller than a predefined toler-
ance.

Details of the SHAKE method can be found in [77] and the VASP code
manual [78].
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This direct summation is simple to implement, but is very computer
demanding. For finite and small systems, the sum converges quickly, but
not for large systems or infinite system, as is the case for systems described
by introducing PBC. To evaluate this sum numerically, we can truncate the
sum at some cut-off distance, assuming that the contributions from large n
can be neglected. But the ignored contributions beyond this cut-off distance
introduce systematic errors to the calculation. The sum for Lennard-Jones
interaction, with 1/r6 and 1/r12 decaying rapidly, converges fast. But for
long range interactions (such as electric contributions, with a 1/r or 1/r3

dependence), the evaluation of the direct sum method requires a large cut-
off to get accurate results. Therefore, the direct sum method is not used for
simulations of large systems.The Ewald sum is a faster method to compute
electrostatic energies or forces.

Ewald long range summation

The most model solution to this problem was proposed by Ewald [79]. His
idea was to replace the diverging sum of long range interactions by two
converging sums.

Generally we separate 1/r into two contributions:

1

r
=
f(r)

r
+

1− f(r)

r
(2.33)

where r = |rij + n|. The error function erf and its complement erfc are
introduced:

erf(x) =
1√
π

∫ x

0
e−t

2

dt (2.34)

erfc(x) = 1− erf(x) =
2√
π

∫ ∞

x
e−t

2

dt (2.35)

Combining 2.33, 2.34, 2.35 and introducing the term α which is an ar-
bitrary parameter governing the relative convergence of the two series, we
obtain:

1

r
=
erf(12αr)

r
+
erfc(12αr)

r
(2.36)

Using Eq. 2.32, we can write the overall expression as:

V (rij) =
1

2

∑

n

N
∑

i=1

N
∑

j=1

qiqj
erfc(α(|rij + n|))

(|rij + n|) −

− 2π

V

∑

k 6=0

e−k
2/4α2

k2
N
∑

i=1

qie
−ik · rijk−2e−k

2/4α2
− α

π1/2

N
∑

i=1

q2i

(2.37)

The first term in Eq. 2.37 converges quickly in real space and the second
one converges in k space. Erfc function can be seen as a summation of point
charges and centered Gaussian functions, visible as a real space lattice in
Fig. 2.8. Gaussian like charges are added in place of point charges with
opposite signs. Lattice in k space represents gaussian like charges added to
screen the diffuse charges of the real space lattice. The parameter α defines
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and pressure since these are conditions which we meet in either experi-
ments or natural occurring physical phenomena. Usually, the first step is to
apply a thermostat which yields canonical ensemble having number of par-
ticles (N), volume (V) and temperature (T) conserved. The second step is to
introduce a barostat which leads to so called isothermal–isobaric ensemble
with constant number of particles (N), pressure (P) and temperature (T).
Hereby, as an example, I present the weak-coupling Berendsen scheme for
thermostat and barostat. The equipartition theorem states that temperature
is directly connected with the average kinetic energy. This can be written by
using Eq. 2.38. The basic principle in most of the approaches is to maintain
the temperature by re-scaling the velocities.

3

2
NkBT =

1

2

∑

i

miv
2
i (2.38)

To assign initial velocities to particles, one could use, for example, Gaus-
sian distribution and then re-scale velocities to desire temperature T0. The
system is then propagated and after each step λ is calculated (Eq. 2.39)
and immediately we re-scale all the velocities, corresponding to the instan-
taneous temperature Ti with given λ. This is the simplest way to achieve
constant temperature and thereby kinetic energy in the system.

λ =
√

(T0/Ti) (2.39)

Berendsen thermostat

Berendsen algorithm is used to provide a weak-coupling to an external bath
with given temperature [83]. This is achieved by scaling velocities at a given
time step by v′ = λv. Parameter λBer is calculated as:

λBer =

[

1 +
∆t

τ

(

T0
T

− 1

)] 1

2

(2.40)

where ∆t is the time step, T is the current temperature, T0 is the desired
temperature, and τ is a time constant characterizing the coupling with the
thermostat.

Since the Berendsen thermostat directly scales kinetic energies, some
properties may be affected, like heat capacity. An improvement of Berend-
sen thermostat is the velocity rescaling thermostat which is essentially Berend-
sen thermostat with stochastic term dK which improves kinetic energy dis-
tribution.

dK = (K0 −K)
dt

τT
+ 2

√

KK0

Nf

dW√
τ

(2.41)

where K is the kinetic energy, K0 is the desired kinetic energy, Nf the num-
ber of degrees of freedom and dW is a Wiener noise [84].
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Andersen thermostat

The Andersen thermostat is a simple stochastic thermostat which tends to
correctly sample the NVT ensemble [85]. At each time step, number of
particles is selected randomly, and their velocities are assigned by using a
gaussian distribution at the desired temperature:

P(p) =

(

kBT0
2πm

)3/2

exp
[

−kBT0p2/ (2m)
]

(2.42)

Andersen thermostat mimics particle collisions with a bath of particles at a
specified temperature T .

Berendsen barostat

To efficiently control the dynamics, the use of a thermostat is often not suf-
ficient. To introduce constant pressure in the system, one needs to use a
barostat. I will present the basic principles of the Berendsen barostat [83],
which I have used in my studies.
The pressure in MD simulation is defined as:

P = ρT + vir/V (2.43)

where vir denotes the virial:

vir =
1

3

∑

i>j

f (rij) · rij (2.44)

where f (rij) represents the force on the i − th particle, at distance rij from
the particles j. The approach is similar to the Berendsen thermostat. Here
each dimension of the box and positions are rescaled.

ri → µri;L→ µL (2.45)

In GROMACS, this scaling is achieved with scaling matrices defined as:

µij = δij −
∆t

3τ
βij {P0ij − Pij(t)} (2.46)

Here, β is the isothermal compressibility of the system. In the case of an
isotropic system β is a diagonal matrice. Real matrices µ are written as:

µ′ =





µxx µxy + µyx µxz + µzx
0 µyy µyz + µzy
0 0 µzz



 (2.47)

2.1.7 How does it look in practice?

There is a significant number of commercial or open-access program pack-
ages which enable users to work independently. Packages are often well
documented with available examples. During my thesis, I have worked
with the GROMACS package to perform classical MD. GROMACS offers
a complete manual [ftp.gromacs.org/pub/manual/manual-5.1.2.pdf] and
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the analysis. Finally, analysis on the equilibrated trajectories is done in or-
der to obtain statistical averages. The energy convergence criteria are often
used to check if the system is equilibrated. The time step used in simula-
tion is limited by the time scale oscillation of the the lightest atoms in the
system (typically hydrogen). If SHAKE algorithm (or an other algorithm)
to constrain bonds is not used, the time step is limited to 0.5-1 fs maximum.
Using bond length constraint algorithm, a 2 fs time step can be used, which
is the case in this thesis.

During my PhD, most of the calculations were performed on the local
cluster named SAKURA (https://wikis.univ-lille1.fr/phlam-pcmt/accueil),
able to proceed hundreds of GHz operation in one second. Since this clus-
ter is shared between all members of laboratory, the accessible number of
nodes is changing all the time.

Simulation time is very dependent on the studied system. For exam-
ple, one classical MD simulation of a 50 ns trajectory for a system with 10
000 atoms takes one week on one node of 16 cores and speed of 2.7 GHz
each core. Ab initio MD simulations are much more demanding. Indeed to
perform one ps of trajectory (for the systems represented in Chapter 5), it
requires at least one week.
Some of the analysis of the calculated trajectories were performed with pre-
existing codes implemented in GROMACS package like RDF calculation.
But I had to write my one code to perform some specific calculations like
energy and angle distributions. As concerns the results obtained by CP2K
(Chapter 5), the analysis has been done externally using my own code since
CP2K does not have module to analyse trajectories.

2.2 Ab initio methods

The Schrödinger equation can be solved by separation of time and spatial
variables. The time independent Schrödinger equation derived from sepa-
rated wave function as a product of spatial and time part is written as [88]

ĤΨ = EΨ (2.48)

where Ĥ is the Hamiltonian of the system and Ψ is an N-body wave
function, E denotes the energy of the system. This equation is a typical
mathematical problem of finding eigenvalues and eigenvectors.
The Hamiltonian of a system of nuclei and electrons, in atomic units, can
be written as:

Ĥ =
n
∑

i

−1

2
∇2
i +

N
∑

A

−1

2
∇2
A +

n
∑

i

N
∑

A

ZA
|ri −RA|

+

+
n
∑

i

n
∑

j 6=i

1

|ri − rj |
+

N
∑

A

N
∑

B 6=A

ZAZB
|RA −RB|

(2.49)

The two first terms correspond to the kinetic energy of electrons and
nuclei respectively. The third term describes nuclei-electrons interactions.
The last two terms are electron-electron and nuclei-nuclei interactions. To
solve this many-particles Schrödinger equation is a very difficult task and is
analytically possible only for Hydrogen atom and He+, He+2 , HeH+ ions.
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The development of so called quantum chemistry and physics is based on
an interplay between approximations and development of numerical meth-
ods to solve this equation.
Atomic units (e = me = h̄ = 4πǫ0 = 1a.u.) are used in this thesis.

FIGURE 2.10: System of atomic nuclei and electrons repre-
sented in Cartesian coordinate system. Figure taken from

[88].

2.2.1 Born-Oppenheimer approximation and Hartree-Fock approach

The Born-Oppenheimer (BO) approximation [89], a key concept in the quan-
tum chemistry, is the first step in the simplification of the problem. In the
following section, I will explain qualitative aspects of BO approximation.
The Hamiltonian (Eq. 2.49) is simplified if the movement of electrons can
be considered as instantaneous regarding to the movement of the nuclei.
This approximation is reasonable since the mass ratio between electrons
and proton is huge (mp/me = 1836.15267389). In some cases, this BO ap-
proximation however breaks down. For example, the BO approximation
fails when two electronic states (almost) cross. The description of non adi-
abatic transitions at conical intersections is of fundamental interest in pho-
tochemistry as well [90]. Effectively the second and last terms in Eq. 2.49
will be neglected, the second one because nuclei are fixed and the last one
because Coulomb interaction between nuclei in this approximation is just a
constant. The Hamiltonian is then written as a pure electronic term:

Ĥelec =
n
∑

i

−1

2
∇2
i +

n
∑

i

N
∑

A

ZA
|ri −RA|

+
n
∑

i

n
∑

j 6=i

1

|ri − rj |
(2.50)

The Schrödinger equation for the electronic part is now written as:

ĤelecΨelec = EelecΨelec (2.51)
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and the wave function Ψelec depends explicitly on electron positions and
only parametrically on the nuclei positions:

Ψelec = Ψelec({ri} ; {RA}) (2.52)

and
Eelec = Eelec(RA) (2.53)

This approximation will be used for the remainder of this work. It is impor-
tant to note that this approximation does not limit the techniques described
only to systems of fixed nuclei; once the electronic configuration is known,
the nuclear degrees of freedom could also be solved, giving rise to nuclear
motion. This is presented in section 2.2.2. In the following, for a reason of
simplicity, spin is not taken into account explicitly.

Hartree-Fock approximation

A full quantum solution to the problem given above even with BO approx-
imation of any non-trivial size is unreachable. But approximations such as
the Hartree-Fock allow to replace the n electrons problem by n problems
with a single electron. Hereby I present the Hartree-Fock approach, since
it serves as a first quantitative understanding of post Hartre-Fock methods
which are nowadays extensively used.
If we solve the Schrödinger equation separately for each electron without
including the electron-electron interaction, the solution Ψ0 would be close
to the true electron wave function Ψe.

Ĥ0Ψ0 = E0Ψ0 where Ĥ0 =

n
∑

i

hi (2.54)

where hi is the mono-electronic Hamiltonian for electron i. This n-electron
equation can be separated into n one electron equations, Ψ0 can be writ-
ten as a product of one electron functions Ψ0

a({ri} ;RA), where a denotes
a spin-orbital. The energy of an electron "located" in orbital a is calculated
from the equation:

hiΨ
0
a(i) = E0

aΨ
0
a(i) (2.55)

Ψ0
a(i) represents the orbital occupied by electron i with coordinate ri and

parametrically depending on the nuclear arrangement {RA}. The overall
function Ψ0 is represented by the product of mono-electronic wavefunc-
tions:

Ψ0 = Ψa(1)Ψb(2)...Ψz(n) (2.56)

1,2,...n denotes electrons and a,b,...z orbitals. Due to the Pauli exclusion
principle, the wavefunction has to be to be antisymmetric with respect to
an interchange of any two electrons positions, i.e.

Ψ(r1, r2, . . . , ri, . . . , rj , . . . , rN ) = −Ψ(r1, r2, . . . , rj , . . . , ri, . . . , rN ) .
(2.57)

By definition, a change of row or column in determinants leads to a change
of sign of the determinant. By this, antisymmetry is preserved and we can
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elegantly write Ψ0 as a so called Slater determinant:

Ψ0 =

∣

∣

∣

∣

∣

∣

∣

∣

∣

ψa(r1) ψa(r2) · · · ψa(rN )
ψb(r1) ψb(r2) · · · ψb(rN )

...
...

ψz(r1) ψz(r2) · · · ψz(rN )

∣

∣

∣

∣

∣

∣

∣

∣

∣

, (2.58)

An improvement of this approximation is the treatment of electron inter-
action. In the Hartree-Fock scheme, this interaction is treated in an aver-
age way. An electron is moving in the field induced by nuclei and the n-1
other electrons. This is called mean-field approximation. Consequently, the
Hamiltonian now will be expressed as:

Ĥ =

n
∑

i

hci +
1

2

∑

j<i

1

rij
(2.59)

where hci is one-electron core Hamiltonian and is written as:

hci (1) = −1

2
∇2

1 −
∑

A

ZA
r1 − rA

(2.60)

Calculating expectation value of the total energy E = 〈Ψ0|Ĥ|Ψ0〉 and
applying the variational principle, [88] in order to minimize the total energy
while using Lagrange multiplier to keep Ψ0 normalized, leads to the Eq.
2.61:

δ

δψ



< Ĥ > −
∑

j

λj

∫

|ψj |2dr



 = 0 . (2.61)

where < Ĥ > is the total Hartree-Fock energy and λj are the Lagrange
multipliers. This leads to the following set of Schrödinger-like equations
called Hartree-Fock equations:

fiψa(ri) = ǫaψa(ri) (2.62)

with the Fock operator defined as:

fi = hi +
N
∑

j=1

(Ĵj(i)− K̂j(i)) = −1

2
∇2
i −

Z

r
+

N
∑

j=1

(2Ĵj − K̂j) (2.63)

hi = −1

2
∇2
i −

Z

ri
(2.64)

Operators Ĵ and K̂ are defined by operation on a wave function:

Ĵj(1)ψa(1) =

[∫

ψ∗
j (2)

1

r12
ψj(2)dr2

]

ψa(1) (2.65)

K̂j(1)ψa(1) =

[∫

ψ∗
j (2)

1

r12
ψi(2)dr2

]

ψj(1) (2.66)
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The physical meaning of operator Ĵ is that it represents a quantum interpre-
tation of Coulomb interaction. But the operator K̂ does not have any classi-
cal analogue. This operator introduces exchange of orbitals in Eq. 2.66. This
operator is then called exchange operator. It contributes to spin correlation
effects and in nature is a pure quantum effect.
To obtain the Fock orbitals (Eq. 2.62), we need the Fock operator which de-
pends on Fock orbitals. In other words, we need to know the solution to
this equation in order to solve the equation. The self-consistent field (SCF)
method is thus used, where one makes first guess on initial orbitals and
in the next step orbitals are changed to improve solution of Fock equation.
The procedure is repeated until convergence is obtained, i.e when differ-
ence of orbitals and in total energy in step n + 1 compared with orbital in
step n is smaller than some predefined value.

Linear combination of atomic orbitals

In the Hartree–Fock calculations, the one-electron wave functions are ap-
proximated by a linear combination of atomic orbitals (Eg. 2.67). In the be-
ginning, Slater-type function were used to expand orbitals. Now Gaussian-
like functions are used for their computational efficiency reason.

ψa = c1aχ1 + c2aχ2 + c3aχ3 + · · ·+ cnaχn (2.67)

or
ψa =

∑

r

craχr (2.68)

Successes and drawbacks of the Hartree-Fock method

This method is a huge milestone in the calculation of electronic structure.
All ab initio methods are based on this approach. Also the exchange effect
is included in the Hartree-Fock equations. This is a great achievement of
the Hartree-Fock method. Moreover it gives rather good results for many
problems.
In the Hartree-Fock scheme, electron correlation is not treated, electron is
modeled as moving in the averaged potential induced by other fixed elec-
trons, this is the so-called mean-field theory. This approach gives to high
energy because electron repulsion is not exactly described, interaction is
rather calculated with electron averaged density. Also Hartree-Fock meth-
ods include only single reference in describing a given molecular state,
whereas electrons rather fill in different shells.

2.2.2 Ab Initio Molecular Dynamics in the frame of Density Func-
tional Theory

Ab Initio Molecular Dynamics (AIMD) is a method which incorporates clas-
sical description of particle trajectories and quantum (ab initio) methods to
calculate potential and forces. The methods and the mathematical tools rep-
resented in 2.1.2 and 2.1.4 can be also applied in this frame. Forces obtained
from electronic structure theory calculations are used in AIMD to make the
system evolve in time, i.e. the potential energy of the system can be calcu-
lated “on the fly” using quantum mechanics. This is the basic concept of
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AIMD. AIMD calculations generally are more accurate than classical MD
calculations especially for systems exhibiting charge transfers, many body
van der Waals effects, strong spin-orbit coupling and electron correlation.
The major drawback is the limitation to systems of much smaller size and
shorter time scales because of the computational cost. Thus the use of Den-
sity Functional Theory (DFT) to calculate potential energy U = U(r1, ..., rN )
comes naturally since DFT is the fastest method to calculate electronic struc-
ture with satisfying accuracy.

Density Functional Theory

Hereby I briefly present the key concepts of the DFT method. Born-Oppenheimer
approximation as in Hartree-Fock approach is used. In the frame of DFT,
Eq. 2.51 is reduced from 3n spatial coordinates, where n is number of elec-
trons, to 3 spatial coordinates. The energy of the electronic system is written
in terms of the electron probability density ρ. For the system of n electrons:

ρ(r) = n

∫

d3r2 · · ·
∫

d3rnΨ
∗(~r, ~r2, . . . , ~rn)Ψ(~r, ~r2, . . . , ~rn). The electronic

energy E is said to be a functional of the electron density and is denoted
E[ρ(r)], in the sense that for a given function ρ(r), there is a single corre-
sponding energy. The conventional normalization 〈Ψ|Ψ〉 = n is adopted.

Hohenberg-Kohn theorems

The Hohenberg-Kohn theorems [91] state that the total energy is a unique
functional of the electron density, within an additive constant. The external
potential, Vext(r) and the number of electrons, n =

∫

dr ρ0(r), determine
completely the ground-state properties of the system.

E[ρ] = F [ρ] +

∫

ρ(r)Vext(r)dr (2.69)

Vext(r) = −
∑

A

ZA
|r− rA|

(2.70)

where the sum is over all ion cores. F , the universal functional, is the same
for all systems of n non-interacting electrons, so that the Hamiltonian, and
hence the ground-state |Ψ0〉, are completely determined by Vext(r). The
ground-state |Ψ0〉 for this Hamiltonian gives rise to a ground-state elec-
tronic density ρ0(r). The exact ground-state electronic energyE0 is the min-
imum value of the functional E[ρ].
Further if n electrons move in an external potential Vext(r), the functional,
that delivers the ground state energy of the system, gives the lowest energy
if and only if the input density ρ0(r) is the true ground state density. The
ground state energy can be obtained variationally: the density that mini-
mizes the total energy is the exact ground state density.

However, these theorems do not tell us how to find good functional F [ρ]
and density ρ0(r) which obey the statements above. Approximate solutions
are thus needed.

Kohn-Sham equations
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Until now, we have presented a fictitious system of non-interacting elec-
trons. To describe the system properly, one needs to include electronic ex-
change and correlation effects. The solution was proposed by Kohn and
Sham [92]. They separeted F [ρ] into 3 distinct parts so that equation 2.69
becomes:

E [ρ(r)] = Ts [ρ(r)]+
1

2

∫ ∫

ρ(r)ρ(r′)

|r− r′| drdr
′+EXC [ρ(r)]+

∫

ρ(r)Vext(r)dr

(2.71)
First and second part on RHS of Eq. 2.71 can be precisely calculated for
a non interacting electron system. All non classical effects are included
in the exchange-correlation part. We use the same variational procedure
as explained in the Hartree-Fock section for the Hohenberg-Kohn density-
functional, introducing a Lagrange multiplier λ to constrain the number of
electrons to be n:

δ

δρ(r)

[

F [ρ] +

∫

dr Vext(r)ρ(r)− λ

(∫

dr ρ(r)− n

)]

= 0. (2.72)

with F [ρ] being

F [ρ] = T [ρ(r)] +
1

2

∫ ∫

ρ(r)ρ(r′)

|r− r′| drdr
′ + EXC [ρ(r)] (2.73)

Here T [ρ] represents the kinetic energy of a gas of non-interacting elec-
tron, the second term is so called Hartree energy or Coulomb term being
just electron repulsion. The last term is the exchange correlation, which
incorporates non-classical electron interaction and the difference between
kinetic energies of interacting and the non-interacting electrons. The first
two terms are dominant in the total energy and they can be easily calcu-
lated. Approximations are used to express the exchange-correlation part.
Equation 2.72 can be rewritten:

δT [ρ]

δρ(r)
+ VKS(r) = λ (2.74)

in which the Kohn-Sham potential VKS(r) is given by

VKS(r) =

∫

dr′
ρ(r′)

|r− r′| + Vxc(r) + Vext(r) (2.75)

and the exchange-correlation potential Vxc(r) is

Vxc(r) =
δExc[ρ]

δρ(r)
. (2.76)

To find the ground-state density ρ0(r) for this non-interacting system,
we simply solve the one-electron Schrödinger equations obtained with vari-
ational procedure from Eq.2.72 in a Hartree-Fock style:

[

−1
2∇2 + VKS(r)

]

ψa(r) = εaψa(r) (2.77)
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for 1
2n single-particle states |ψa〉 with energies εa, constructing the den-

sity from

ρ(r) = 2

n/2
∑

i=1

|ψa(r)|2 (2.78)

the factor 2 comes from spin degeneracy. We assume the orbitals are
singly-occupied and the non-interacting kinetic energy Ts[ρ] is written as:

Ts[ρ] = −
n/2
∑

i=1

∫

dr ψ∗
a(r)∇2ψa(r). (2.79)

Since the Kohn-Sham potential VKS(r) depends upon the density ρ(r), these
equations are self-consistently solved. Starting with a guess for the form of
the density, the Schrödinger equation is solved to obtain a set of orbitals
{ψa(r)} from which a new density is constructed, and the process is re-
peated until the input and output densities satisfy convergence criteria.
Kohn-Sham formulation of DFT is very close to Hartree-Fock theory. The
main difference is the introduction of an exchange-correlation part includ-
ing all quantum effects. This part is not necessarily "ab initio" and many
empiric functionals have been developed. In the gas phase, the most popu-
lar is B3LYP functional [93, 94]. This functional is hybrid in the sense that a
part of the Hartree-Fock exchange term is included.

Ab initio molecular dynamics

Chemistry and reactivity in molecular systems (electronic structure prob-
lematics) have been a subject of great interest since the beginning of quan-
tum physics. In numerous studies, the system is treated in a static way and
molecular structures are optimized using different appropriate methods in
order to find the energy minima and the transition states. But to fully de-
scribe molecular systems, it is necessary to explore the configuration space
i.e. to include dynamical effects. In the classical molecular mechanics, nu-
clei dynamics are well described but the intermolecular bonds are often
constrained. The force fields which define the interactions are obtained ei-
ther empirically or by fitting electronic structure calculations. Force field
development is a tedious job. Moreover, atomic parameters generally are
not transferable. This means that for each insertion of a new species in the
modeled system, a new set of parameters has to be added. Also force fields
are often described as pair interactions and subsequently many body effects
such as polarization are not included.
The basic idea of AIMD is to keep the advantages of the two mentioned
methods: to calculate energy (forces) with an electronic structure method
and then propagate nuclei with one of the classical dynamics algorithms
such as Verlet (see 2.1.4). The most famous implementation of this kind
of method was proposed by Roberto Carr and Michele Parrinello in 1985
[95] and all methods of this family are often called "Carr-Parrinello dynam-
ics" although there are many variations. Hereby I will present only Born-
Oppenheimer molecular dynamics, which is implemented by default in the
CP2K code. The description of other "flavors" of AIMD can be found in the
literature [96, 97].
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Born-Oppenheimer molecular dynamics

As already mentioned, we will assume that the potential energy function is
calculated "on-the-fly" using DFT: E[Ψa;R] = EKS [Ψa[ρ(r)];R] + E(R).

We introduce the Born-Oppenheimer Lagrangian (Eq. 2.80):

L =
1

2

nuclei
∑

A

MAṘ
2
A − E [{ψa}, {R}] +

∑

i,j

Λij(〈ψi|ψj〉 − δij) (2.80)

Similarly to the procedure used for the classical Lagrangian (Eq.2.13), Euler-
Lagrange equations of motion are used. In fact, the difference relies on the
way to calculate the potential energy. The third term of equation 2.80 is
added to preserve the orthonormality of wave functions. Inserting AIMD
Lagrangian in Eq. 2.81, we obtain the following Eq. 2.82

∂

∂t

(

∂L
∂ṘA

)

=
∂L
∂RA

(2.81)

MAR̈A = −∇RI E
[

{ψa}, {R}|〈ψi|ψj〉=δij

]

(2.82)

Once equations of motion are established and forces calculated, particles
can be propagated as in classical dynamics. Fig. 2.11 is a presentation of
the different steps in a AIMD simulation.
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The corresponding Lagrangian for this QM/MM approach is written as:

L(ra, rα) =
1

2

MM−nuclei
∑

a

Ma
~̇ra +

1

2

QM−nuclei
∑

α

Mα
~̇rα − EMM (ra)− EQM/MM (rα, ra)−

− EQM (rα) +
∑

i,j

Λi,j(< ψi|ψj > −δi,j)
(2.85)

Eq. 2.85 is the extended AIMD-BO Lagrangian. Equations of motion are
obtained using already explained procedure of applying Euler-Lagrange
equations.
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Chapter 3

Coating of NaCl by palmitic
acid. Influence of humidity

The work presented in this chapter has been done in the context of the
Labex CaPPA (Chemical and Physical Properties of atmosphere). It pro-
motes cooperation between experimentalists and theoreticians working in
the field of aerosols, to investigate their properties and their impact on
the atmosphere. The present work was strongly inspired by the experi-
ments conducted in the group of Sophie Sobanska from the "Laboratoire
de Spectrochimie Infrarouge et Raman" (LASIR) and Denis Petiprez from
the "Laboratoire de Physico-Chimie des Processus de Combustion et de
l’Atmosphère" (PC2A), especially publications [19] and [101]. During the
last decade, the research on aerosols has focused on organic aerosols. As
already mentioned in Chapter 1, organic matter is a significant fraction of
marine aerosols particles [14, 102]. These aerosols are heterogeneous, com-
plex and therefore represent a challenge for thereoticians to model them.
Salt (NaCl) particles covered with organic molecules represent a model sys-
tem and a first step toward more complex systems.
Fig. 3.1 describes how the organic fraction can influence the properties of
the aerosols, such as deliquescence for instance. Deliquescence is the pro-
cess by which a substance (here NaCl) absorbs water from the atmosphere
until it becomes a solution. Efflorescence is the reverse mechanism. On Fig.
3.1, it is visible that organic molecules are changing the deliquescence and
efflorescence properties of NaCl surfaces. The uptake properties of aerosols
change dramatically the state, solution/solid, of the particle with respect to
pure NaCl particles. Minambres et al. [34] have studied the effect of the
organic molecule chain length. The smaller molecules are in nature more
hydrophilic whereas longer ones (with 8 or more carbons) tend to be hy-
drophobic. Due to the FA-FA and the FA-ions interactions, organic acids
with long chains form easily Self Assembled Monolayer (SAM) on the ionic
substrate [103]. These SAMs, compactly packed, can prevent water up-
take on the salt surface. This can be clearly seen on Fig. 3.1, in the case
of lauric acid (12 carbons), the fraction of the surface covered with water
does not change even with increasing the relative humidity (RH). Due to
the heterogeneous nature of these aerosols, it is a complex task to estimate
the hydrophilic properties of these aerosols. These effects are usually on a
nanometer scale which is often difficult to experimentally investigate and
the need for a theoretical modeling at the molecular level appears evident.
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aligned perpendicularly to the substrate. The PAs are distributed over a
rectangular grid, as illustrated on Fig. 3.2. Several PA coverages were
produced likewise by increasing the size of the grid. The number of PA
molecules can also be expressed in terms of surface coverage. We can sup-
pose that the COOH group of a PA molecule will adsorb preferentially on
top of a NaCl pair with the tail aligned perpendicularly to the surface. Since
the modeled NaCl sublayer is composed of 200 Na+ - Cl− ion pairs, 200 PA
molecules would correspond to a full Theoretical Monolayer (TM). In the
following paragraphs, the PA coverage will thus be expressed with respect
to the full TM. The size of simulation box is 5.5x5.5x20 nm. MD produc-
tions, with a duration of 5 ns for all cases, are performed in NPT ensemble
with temperature maintained by the V-rescale [113] algorithm and pressure
coupled to 1 bar by the Berendsen barostat [83]. Standard periodic bound-
ary conditions are applied.

FIGURE 3.2: Initial configuration, PA molecules arranged in
a 6x6 grid which corresponds to 18% TM. PA molecules are

initially placed 0.3 nm above the surface.

The palmitic acid (PA) molecule is modeled by the "All-Atom OPLS"
force field [74] which is reported to be well adapted for organic molecules
[75]. Different force fields [114] are used for the description of Na and Cl
atoms. All of them reproduce well a stable crystal. Among those, the force
field developed by Smith and Dang [115] has been chosen because it gives
a lattice parameter close to the experimental value [114] (Fig. 3.3 a).
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organic molecules [43, 44, 45, 46, 47, 48, 120]. Previous studies have mostly
focused on Langmuir monolayers at the air - water interface [44, 46], on wa-
ter droplets [45, 47], nanoparticles [48] or in ionic solutions. For instance,
Chakraborty and Zachariah [47] have investigated the effect of fatty acids,
especially of their chain length, on the morphology and properties of wa-
ter nanodroplets coated with these organics. Their results indicate that, for
particles coated with long surfactants, the fatty acid chains tend to align
parallel to each other, lowering the sticking coefficient of water vapor on
such particles, whereas particles coated with shorter chains are more hy-
drophilic. Moreover, Takahama and Russell [46] have simulated impinging
water vapor molecules on a slab of bare water and a slab of water coated
by monomolecular organic films. The mechanism of sticking is shown to
depend on the compound, packing density, and resulting surface structure.
In addition, MD simulations of water vapor interacting with Sodium Do-
decyl Sulfate (SDS)/NaCl slabs [48] indicate that SDS kinetically hinders
the initial water uptake partly due to the ordering of the SDS chains as
the coverage increases. Most of the studies have focused on the effect of
a full organic coated water slab or a nanodroplet on the sticking of incom-
ing water molecules. As a complement to these studies, the purpose of the
present study is to understand the effect of humidity on the organization
of the coating for a partial coverage of the salt surface. There are many ex-
perimental groups working on aerosol modelization and investigation of
physical-chemical properties. As previously mentioned, the work devel-
oped in this thesis was mainly motivated by the discussions with Sobanska
and co-workers and their publication [19]. In this paper, attention was paid
on the influence of an organic coating on the reactivity of NO2 with NaCl
under humid conditions. The studies in the Minambres group [34] deal
with the impact of the organic fraction on sodium halide aerosols hygro-
scopic properties. In both cases, the effect of humidity on aerosol properties
is evident. Since we deal with heterogeneous aerosol, some kind of inter-
play driven by water will occur. It is well known that water tends to create
monolayers on salt surface [121], organic molecules such as fatty acids are
amphiphile, i.e.with one part being hydrophobic and the other hydrophilic.
These two properties lead to interesting phenomena. Indeed islands of or-
ganics on NaCl were reported in S. Sobanska publication as a consequence
of water mediated interactions. Their results are well supported by our
MD results. Similar conclusions can be drawn from Minambres and co-
workers publication [34]. Indeed, the hygroscopic properties are changing
with different organic fraction on surfaces (Fig. 3.1). It appears that car-
boxylic acids with 8 or more carbons tend to be hydrophobic. Generally,
bigger molecules tend to form easily SAM. In the case of lauric acid (C12),
water uptake on NaCl is constant despite of increasing humidity. This leads
to the conclusion that lauric acid could also form island-like structures in
closely packed groups "protecting" the surface as evidenced for SA and PA
molecules. Smaller molecules do not exhibit such a behaviour.
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FIGURE 3.11: Distribution of PA-water interaction energy
at 235 K, 300 K and 20%, 33% and 40% RH. PA coverage is

50% TM.

Energy distributions between one PA molecule and surrounding wa-
ter are displayed on Fig. 3.11. These distributions are calculated for two
temperatures, 235 K and 300 K. The higher temperature corresponds to lab-
oratory conditions whereas the lower is more representative of the atmo-
spheric conditions ( high troposphere). Three different humidity conditions
are also explored. When increasing humidity, the peak corresponding to
positive energy interaction, i.e. repulsive, is decreasing and the formation
of hydrogen bonds between water and PA is observed.

FIGURE 3.12: Snapshot extracted from simulation. Only
one PA and one water molecule are shown. Other PA, wa-
ter and NaCl molecules are omitted in order to emphasize
the repulsive nature of water-PA tail interaction under low

humidity.

Fig. 3.12 represents a snapshot of the fragment taken from one of the
simulations. The goal is to show how water molecule, adsorbed on the sur-
face surface, interacts with the PA chain. This situation is dominant under
low humidity conditions and corresponds to positive energy part distribu-
tion for low humidity (Fig. 3.11). When the water quantity becomes impor-
tant, repulsive interactions are sufficiently strong to pack PA molecules in
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of OH radicals in the atmosphere. NO2 is a proxy for HONO formation,
HONO being a dominant source [123] of OH radicals in atmosphere. In the
presence of water, the cis asymmetric isomer is ionized [124]. This ioniza-
tion occurs immediately. The mechanisms of the reaction involving NO2

have been extensively studied either in the gas phase (theoretically in the
Goddard group) [125] or on different surfaces. Reactivity at the NaCl sur-
face was experimentally studied in the Sobanska group [19] and theoreti-
cally by Zhang and co-workers [126]. Other studies mostly dealt with NO2

on water clusters [127, 128, 129, 130] and metal surface [131].
A combined Atomic Force Microscope (AFM) and micro Raman spec-

troscopy experiment performed by Sobanska and co-workers [19] showed
the formation of NaNO3 on a NaCl surface covered with stearic acid under
humid condition and exposed to NO2 molecules. They proposed, without
being able to fully characterize it, the following reaction scheme:

NaCl(s) + 2 NO2 −−→ NaNO3(s) + NOCl(g) (1)

that can be written in two steps:

2 NO2 + H2O −−→ HONO + HNO3 (2)

HNO3 + NaCl −−→ NaNO3 + HCl (3)
This experimental result provides evidence for a surface catalyzed re-

action since numerous studies have shown that reaction (1) is negligible in
the gas phase [123, 132].

In their recent study [126], Zhang and co-workers have investigated, by
density functional theory calculations, the adsorption sites ofNO2 (monomer)
on a NaCl surface using the Perdew–Wang 1991 (PW91) functional com-
bined with a plane wave calculation approach (cutoff at 330 ev). They
also considered the formation of NO2 dimer and the hydrolysis to nitric
and nitrous acid. Firstly, they adsorb the NO2 monomer on the salt sur-
face. This starting hypothesis is questionable since it is admitted that NO2

easily forms the symmetric dimer in gas phase [123, 125]. Surprisingly,
they found that the activation energy between the symmetric and the trans-
dimer on NaCl surface is higher than in gas phase [125] (51.84 kcal/mol
vs 47.2 kcal/mol). Method and basis set used in these two studies are not
the same but the result is still surprising and in contradiction with previous
studies. Finlayson-Pitts et al. [123] proposed that, on a silica surface, the
symmetric dimer is first transformed to cis or trans isomer and that from
these states, fast dissociation forming NO−

3 and NO+, occurs at the sur-
face (Fig. 4.4). This idea has already been used in other studies [130, 133]
and NO2 auto-isomerization may also occur on other surfaces. In addition,
previous AIMD studies on small water clusters showed that the dimer dis-
sociation is influenced by the number of water molecules [134]. The role
played by water is not clearly characterized in Zhang’s work [126] since
the process is modeled using just one water molecule. A better understat-
ing of the surface and humidity effects on the dimer dissosiation is thus
required. The goal of the present study is to characterize the influence of a
model aerosol surface, dry or wet, on the ionization of the cis−NO2 dimer.
Hereby, I have carried out AIMD QM/MM calculations of the NO2-dimer
dissociation on a NaCl surface under humid and dry conditions.
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TABLE 4.1: Bond lengths (in Å) and angles (in degrees) for
the NO2 dimers in gas phase. Also NaCl lattice parameter

for two DFT functionals.

BLYP-D3/TZV2P B3LYP/DZVP B3LYP/6-31G++ B3LYP/6-311G*+ [125]

symmetric dimer, N1-N2 1.84 1.79 1.79 1.81

cis dimer. N1-O2 1.73 1.57 1.57 1.71

cis dimer. O2-N2 1.46 1.45 1.45 1.40

cis dimer.6 N1-O2-N2 116.17 114.63 115.75 117.79

NaCl. lattice parameter 5.64 5.64 - -

TABLE 4.2: Binding energies (in kcal/mol) for the NO2

symmetric and cis dimers.

BLYP-D3/TZV2P B3LYP/DZVP B3LYP/6-31G++ B3LYP/6-311G*+ [125] RCCSD(T)/CBS [125]

Symmetric dimer −15.58 −11.78 −15.14 −13.50 −16.50

Cis dimer −2.50 0.46 −2.09 0.60 −5.90

FIGURE 4.7: Optimized geometry for water with BLYP-
D3/TZV2P level of theory, bond lengths are given in blue
(Å) and angle (degrees) in orange. Values are in good agree-

ment with the literature [140].

Table 4.3 gives Mulliken charges for the symmetric and cis NO2 dimer
in the gas phase. To be noted that our calculated charges for the cis dimer
are not in agreement with the published values, calculated in the group of
R. Benny Gerber [133]. Functional, basis set and the software used in our
study and in the published paper [133] are the same. It is difficult to give a
clear explanation for these different results. We can suspect that they have
given the charges of the cis dimer on the water slab instead of charges in
the gas phase.

TABLE 4.3: Gas phase Mulliken charges at BLYP-
D3/TZV2P level of theory. Water molecule charges are in

the range of values reported in literature [141]

Mulliken charges NO2 Water

N1 O1 O2 N2 O3 O4 OW HW1 HW2

symmetric dimer 0.022 -0.011 -0.011 0.022 -0.011 -0.011
-0.450 0.225 0.225Cis dimer 0.053 0.190 -0.185 0.071 -0.090 -0.040

Due to the high computational cost, the QM part is actually reduced.
More precisely, only one surface layer of NaCl crystal is treated quantum
mechanically, while the underneath layers are treated classically. In order to
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FIGURE 4.9: Mulliken charge of N1 atom (Fig. 4.6 c)) for 1
or 2 NaCl layers treated quantum mechanically

4.4 AIMD simulation in the QM/MM frame

This part is the continuation of the work presented in Chapter 3. PA island
formation was evidenced, humidity driving this heterogeneous coating of
PA on the NaCl substrate. From the experiments conducted in the group
of S. Sobanska [19], it is visible that FAs are not directly involved in the
reactivity process of NO2 with NaCl and formation of NaNO3, but indi-
rectly through their distribution relatively to water. As shown in Fig. 4.10,
NaNO3 formation occurs on areas where water is present. Indeed, the cat-
alytic role played by water in theNO2 reactivity is well known [130]. Water
promotes NO2 dissociation and stabilizes the ions. As a consequence of the
heterogeneous coating, areas with different quantity of water will exist and
since water drives the reactivity, it is crucial to study this effect. This is why
cis-dimer dissociation is studied here under different humidity conditions.
PA molecules are omitted since they do not participate directly in reactiv-
ity, and inclusion of these large molecules makes the calculation difficult to
handle. Due to the increase of the system size, the QM/MM implementa-
tion gets even more complicated. Three different cases are considered, each
one corresponding to possible configurations on the NaCl surface: 1) dry
conditions, 2) a partially formed water monolayer on NaCl which corre-
sponds to RH <30% and 3) a full water monolayer, RH >30%. The number
of QM atoms is variable depending on the simulation and in all the cases
the first layer of MM atoms is fixed. The infinite sandwich model is used
[142], i.e. the system is periodic in 2 dimensions both for MM and QM parts.
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FIGURE 4.20: Mulliken charges (au) of the NO+ and NO−

3

ions for RH > 30%. Total corresponds to the total charge of
the dimer.

Moreover transfer is dominated withNO−
3 ion sinceNO−

3 charge changes
in coherent way with total charge (Fig. 4.20). As shown in Fig. 4.19, three
hydrogen atoms of water are pointing toward the NO−

3 oxygens, stabiliz-
ing the ion on the water film. It is more difficult for NO+ to find binding
sites. It would preferentially bind to negative water oxygen. Water binds
to NaCl surface through Na+-O−H+H+ bridges leading to an orientation
of the water molecules with their hydrogen atoms directed upwards [121].
Taking into account all this, we can say that this is an unfavourable configu-
ration for NO+ to effectively bind to water substrate. The trajectory should
be continued to see how the ions will evolve in the system.

4.5 Conclusion

In this chapter, the results obtained by QM/MM AIMD simulations are pre-
sented. Special attention is paid to the influence of water on NO2 reactivity
on NaCl aerosols. Under dry conditions, the cis-dimer exhibits fast dissoci-
ation and then recombination to two isolated NO2 monomers. In the con-
dition of water partially covering NaCl, fast dissociation is also observed
but the quantity of water is not sufficient to stabilize the ions. Fig. 4.21
represents the calculated charge separation between NO+ and NO−

3 ions
for reactant (cis-dimer) and product (ions). Increase in charge separation
provides evidence for NO2 dimer dissociation. In the case of full water
monolayer (RH >30%), the average charge separation is the most impor-
tant. This is also an indication of the most effective dissociation under high
humidity conditions. In the group of prof. Gerber, NO2 dissociation has
already been studied. Miller et al. [134], using AIMD on MP2 level of the-
ory, showed that on 3 water molecules clusters, immediate dissociation of
the 2NO2 dimer occurs. At the BLYP-D3 level of theory, fast dissociation
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Chapter 5

Modelisation of n-butanol
aerosol: aggregation by water
uptake near the melting
temperature

The work presented in this chapter is done in collaboration with Prof. Jan
Pettersson (GAC, Gothenburg). The idea is to shed light on the experimen-
tal results by molecular level modeling. Note that a part of the work has
been done by a Master 2 student, Yassine Bouchafra, under the supervi-
sion of Celine Toubin and myself. I tutored the Master student during his
internship.

5.1 Introduction

As already mentioned in Chapter 1, thanks to field measurements and lab-
oratory experiments, organic aerosols presence and impact on climate are
becoming more and more evident [7, 144]. When organic substances are
released in the atmosphere, they may form aerosols and interact with the
water present all around [145]. Precipitation and radiation levels are af-
fected by the efficiency of the water condensation mechanism. Liquid or
solid particles of typically 0.2 µm diameter are involved. They serve as a
starting point for water vapour condensation and formation of clouds. In
the atmosphere, water is ubiquitous and influences various processes [146,
147]. Fig. 5.1 illustrates water accommodation on organic aerosols. Once
the aerosols are in atmosphere, they serve as a CCN. Wetting process starts
and water creates films or droplets at the aerosol surface. These particles
can be then transformed in cloud droplets under high humidity conditions.
Interaction of water with hydrophobic surfaces is not fully understood, es-
pecially the details of water dynamics in the presence of organic molecules
[145, 148]. Low volatile organic compounds are known to condense on ex-
isting particles and form coated aerosols, thereby changing their physical
and chemical properties [149, 150]. The organic fraction in atmosphere is
assumed to be liquid, but nowadays, it is admitted that it can also coexist
as solid or glassy. The phase state is thought to have a significant impact
on particles growth [151]. Due to the complexity of the problem, a mul-
tidisciplinary approach is needed to improve our understanding of water
accommodation on organic aerosols. Efficiency of this process and implica-
tion of temperature on phase state is studied in the case of butanol.
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Fig. 5.2 describes the Environmental Molecular Beam (EMB) experi-
mental setup developed in the group of Prof. Pettersson. The objective of
this study is to monitor the water uptake and interaction with a sample in-
side the environmental chamber. An inlet jet of water is sent to the butanol
surface and the outlet jet is monitored and analyzed by mass spectroscopy.
Fig. 5.3 shows the signal due to the scattered water molecules. Thanks to
recent technological developments, the outlet jet can be analysed for differ-
ent angles, while previous set up only probed the specular direction [152].
The advanced technique allows also to decompose the output signal into
three channels: one corresponding to the inelastic scattering, i.e. molecules
that are not thermally equilibrated with surface, and two others signals cor-
responding to fast and slow thermal desorption, i.e. molecules desorbing
after being trapped on the surface for a certain time. Informations about
collision dynamics, surface and bulk accommodation, desorption and dif-
fusion kinetics can be extracted from these experiments.
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x, y, z directions. After a minimization with the steepest descent algorithm,
the crystal is equilibrated in the NPT ensemble at T=150 K during 10 ns
giving a crystal structure close to the experimental one.

5.2 Creation of a butanol slab and melting point de-

termination

The butanol crystal is created on the basis of the published X-ray structure
[158]. The cohesion of the crystal is insured by a strong hydrogen bonds
network (Fig. 5.6).

TABLE 5.1: Hydrogen-bond lengths (Å) for the n-butanol
crystal from our calculations and compared with experi-
ments [158]. The labels of the atoms are defined in Fig. 5.6

D—H...A Experiments Simulation

C2a—H2a...Ob 2.86 2.80

Oa—HOa...Ob 2.03 1.90

Ob—HOb...Oa 2.00 1.90

Once prepared, the crystal is cut along a given direction generating two
interfaces. The direction used to create the surface, noted with green dashed
line on Fig. 5.6, is chosen because it gives the lowest energy. The simula-
tion box is extended to 2 nm along the z direction for each side. The slab of
dimensions 4.7 x 5.0 x 8.7 nm is heated at various temperatures and equili-
brated in the NVT ensemble for 50 ns.

Butanol was at first modeled by the ‘original’ OPLS-AA (All Atom) force
field [74], that gives reasonable results for various properties of organic liq-
uids [75]. However, while increasing the temperature even far above the
melting point (240K), the structure of the crystal is preserved and no melt-
ing was observed as shown on Fig. 5.7.
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FIGURE 5.7: Calculated butanol (oxygen) densities for three
different temperatures using the standard OPLS-AA force

field.

The standard OPLS-AA force field fails to reproduce the melting of
the butanol crystal, thereby we have applied an improved force field de-
vlopped for carbohydrates [159]. This force field differs from the OPLS-AA
force field in a new parametrization of the torsion interaction on the basis
of ab initio calculations. Surprisingly, this improved force field gives very
good results for the melting properties of butanol crystal as shown on Fig.
5.8. Melting is observed in the simulation around 190-200 K, i.e. 15 K above
the experimental value. For all the simulations presented thereafter, the im-
proved force field is used. The improved torsional parameters adjusted to
the GROMACS format can be found in Appendix C.
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FIGURE 5.8: Calculated Butanol (oxygen) densities for three
different temperatures using the improved OPLS-AA force

field.

Equilibrium configurations are shown on Fig. 5.9 at three different tem-
peratures. At T = 170 K, molecules are organized in a well ordered crys-
talline structure. Upon heating to T = 200 K, disorganization of molecules
is occurring and a structural order remains locally. By putting the slab in the
conditions of T = 240 K, a complete disorder of the molecules is achieved
and the slab has melted. On Fig. 5.8 and 5.9 an homogeneous structure,
similar to a liquid, for high temperature is visible. The densities of the bu-
tanol oxygen confirm the trend observed on the snapshots. The layering is
still present at 200 K and disappears completely at 240 K. It is rather dif-
ficult to exactly identify the melting point since long equilibration periods
are required at these temperatures. However, additional calculations are in
progress to determine more precisely the butanol melting point.

5.3 Water uptake on butanol close to the melting point

We performed MD simulations to model the collision of a water molecule
on an equilibrated slab of butanol. The time scale of a MD simulation is
too short compared to the experiments and the uptake coefficient α will be
overestimated due to the too short sampling time. Weakly bonded molecules
over longer periods could desorb after the sampling period. Nevertheless
valuable informations can be extracted. The presented results are a sig-
nificant step for the modeling of colliding process. Different surface tem-
peratures around the melting point are investigated for their roles in the
uptake processes: (a) 170 K (solid crystal), 200 K (intermediate) and (b) 240
K (melted crystal).

Water is modeled with the TIP5P/Ew model [160], the choice of the
potential being motivated by an earlier work, in which butanol layers are
supported by ice layers. The gas uptake process is performed in the same
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5.4 Conclusion

Experimentally and with MD simulations, it is shown that water undergoes
an efficient trapping on both solid and liquid butanol. MD simulations can-
not capture experimental time scale but when adsorbed, water molecules
seem to reside at the surface. In our simulation, it is visible that diffusion of
molecules becomes more and more important as the temperature increases
and consequently the mobility of the substrate. Water molecules incorpo-
rated into the bulk have a low probability to desorb. This is consistent with
the water desorption characterized experimentally, where no desorbed wa-
ter was detected at high temperature when the sample is liquid. This work
is not finished and will be complemented by additional calculations and
further analysis.
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Chapter 6

Conclusions and perspectives

6.1 Conclusions

The objective of this thesis was to efficiently model atmospheric aerosols,
more precisely organic aerosols, at the molecular level. This work has been
done in the frame of the Labex CaPPA, more particularly the worpackage
2, which brings together different skills, with different theoretical and ex-
perimental approaches, in order to characterize the aerosols microphysical,
chemical and optical properties from fundamental heterogeneous processes
to remote sensing. Thereby, I had the opportunity to share fruitful discus-
sions with experimentalists from the groups of S. Sobanska (LASIR) and
D. Petiprez (PC2A) participating to the CaPPA project, and also from the
group of J. Petterson (Gothenburg). These interactions helped us to clearly
define the systems to be studied.

The aerosols modeled in this work, namely sea salt particles coated with
organic matter and butanol aerosols, represent rather large and complex
systems. The present thesis was the first work in the PCMT group (PhLAM
Laboratory) dealing with modeling aerosols of this size. To achieve this tar-
get, I have employed various theoretical methods: classical molecular dy-
namics and hybrid quantum mechanics/molecular mechanics (QM/MM).
MD simulation is an invaluable tool to study such “big “systems and to
get enough details on the atomistic scale, whereas QM/MM allowed us
to include explicitly the reactivity of a pollutant molecule with the model
aerosol.

I used the GROMACS package to perform classical MD. One of the main
difficulties I encountered was the lack of available force fields and/or the
validation of the existing force fields. Concerning the AIMD and QM/MM
methods, I used the CP2K package. Note that I was the first in the PCMT
group to use this method and software. Apprehend CP2K was not a straight-
forward task, and it required a big effort to learn how to use it at a good
level. I was introduced to CP2K by Vedran Miletić, from University Ri-
jeka ( Croatia) where I spent one week (V. Miletić is now in Heidelberg as a
post-doc). He helped me for the first steps, especially how to transform the
GROMACS input files to the CP2K format.

One of the greatest challenges in the theoretical modeling is to connect
our results with experimental data. Often space or time scales accessible
by the experiments are far away from the ones that can be simulated in
our theoretical studies, with sometimes a difference of several orders of
magnitude. Nevertheless, in this thesis, I took up this challenge by applying
the previously mentioned methods to 4 cases:
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i) In a first study, we have considered the formation of PA self-assembled
monolayer on a dry NaCl(100) surface, using classical MD. We have demon-
strated a clear dependence of the structural properties on both coverage and
temperature. At low coverage, the PA cover exhibits a liquid-like behaviour
characterized by a broad tilt angle distribution. For higher coverages, a well
structured organization typical of self assembled monolayer is observed. A
publication on this study is in preparation.

ii) In a second step, we have studied the water-induced organization of a
palmitic acid coating at the surface of a sea salt particle. We have evidenced
the occurrence of PA islands induced by the presence of water at the sur-
face of the salt. The mechanism of islands formation and their structure has
been described in details. The experimental results revealing an heteroge-
neous surface coating [19] are thereby well supported by our results. Subse-
quently, depending on the relative humidity, the hydrophilic/hydrophobic
character of the sea salt surface can change. This heterogeneous coating
gives rise locally to very different surface properties and hence may affect
the transfer of gas phase species to the salt and their reactivity.

iii) In the second part of my thesis, I have used AIMD and QM/MM
methods (CP2K), to model the NO2 reactivity on dry and wet NaCl sur-
face. The first studies of this system indicate a fast dissociation of the NO2

cis-dimer, with evidence for water implication in this process. In the near
future, some simulations need to be prolongated and the dependency with
respect to the initial configuration needs to be checked. In addition, the
analysis will be improved. A publication should be written within the next
few months.

iv) I have also worked on the modelization of n-butanol crystal and wa-
ter accommodation on the organic surface layers. We managed to repro-
duce the crystal structure and the melting point of the n-butanol crystal in
good agreement with experimental values. Moreover, in the context of this
study, I tutored a student, Yassine Bouchafra, during his master project. In a
second step, we have modeled the collision of a water jet with the n-butanol
surface, to compare with experimental results obtained in the group of Prof.
Jan Petterson. These results show a qualitative agreement with the exper-
imental results. The statistical analysis will be improved, binding and ki-
netic energy distributions will be calculated. Also angular distributions of
the scattered molecules will be extracted. This study will give rise to a
joined publication with Prof. Jan Pettersson.

6.2 Perspectives

In the short term, the projects on the n-butanol and NO2 system previously
described will be completed. But in the long term, I would like to improve
the molecular modeling of the marine aerosols in order to:

i) bring a significant contribution to the general understanding on ma-
rine organic aerosols, from their formation to their transformation.
ii) bridge the gap between fundamental chemistry and chemically complex
systems
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ii) we can include a mixture of organic molecules, and study the effect
of changing the composition of this mixture on “blocking” interfacial trans-
port,

iii) it would be interesting to study the specific organization of the or-
ganic coating induced by solvated ions, and the effect on hygroscopic prop-
erties of the modeled particles (when varying the humidity),

iv) finally, we should study the reactivity of the formed particles, i.e;
aging upon oxidation or interaction with gas phase species such as NOx,
O3, OH , Cl to form SOA.

As a final conclusion, this thesis is a valuable experience that confirms
my wish to purchase research in physical chemistry. The skills I have ac-
quired and the collaborations I have established will be highly beneficial
for my future career.
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Appendix A

GROMACS to CP2K transfer
tutorial

During my research, to improve my model system and to treat it quantum
mechanically, need to change modelling tools appeared. The equilibrated
system created by GROMACS software required to be transferred to CP2K
program package. This means that all information about atomic force field
parameters and molecular connectivity need to be rewritten in a new for-
mat. This is not a problem for a small system of a few 10s of atoms since
it can be done manually in a reasonable time. But when one deals whit a
large and heterogeneous system, this becomes a tedious job. Hereby I will
present the transfer procedure step by step.
Procedure represented here is done on unix/linux distribution and gener-
ally it is not possible to do with other operating system. Also it was neces-
sary to install acpype, openbabel and VMD.

CP2K is a versatile program and has more options to define topology
and input parameters (see CP2K connectivity). For this purpose, we use a
PSF file to determine the connectivity. PDB files are used for coordinates
and force field parameters are defined in PRM files. PSF and PRM files are
part of the CHARMM distribution (see CHARMM ).

My system consists of PA, water, Na and Cl ions. For each of these
molecules, intermolecular connectivity needs to be defined. In GROMACS
this is done through ITP and TOP files. When using CP2K, this files can
not help us. Solution to this is to take PDB structure of each molecule sep-
arately and, by using acpype software, to create other type of connectivity
file. Then either RTF or PRM files can be used in the VMD plugin "Auto-
matic PSF builder" to create one single PSF file which is then used in CP2K.
Above mentioned procedure now will be explained step by step:

1. First we create the pdb file for each molecule, for example Palmiti-
cAcid.pdb. This file can either be downloaded directly from some internet
data bases or in my case extracted from model system using VMD.

2. Next we employ acpype (command line: acpype.py − iinputfile.pdb)
to create topology files which are input files for VMD plugin. As already
mentioned, acpype works for just one residue at the same time so one needs
to execute acpype residue by residue and after combine all together. Output
of this step are connectivity and force field files. What we use afterword are
RTF files.

http://webapps.ccpn.ac.uk/acpype/
http://openbabel.org/wiki/Main_Page
http://www.ks.uiuc.edu/Research/vmd/
https://manual.cp2k.org/trunk/CP2K_INPUT/FORCE_EVAL/SUBSYS/TOPOLOGY.html#CONN_FILE_FORMAT
https://www.charmm.org
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Appendix B

Butanol improved force field,
parameters adjusted to gromacs
formats

Dihedral parameters adapted from periodic type to Ryckaert-Bellemans func-
tions. Further information available in GROMACS manual [69].

TABLE B.1: Improved dihedral parametrization for carbo-
hydrates [159].

C0 [kJ/molA2 ] C1 [kJ/molA2] C2 [kJ/molA2] C3 [kJ/molA2] C4 [kJ/molA2] C5 [kJ/molA2] dihedral type

0,65084 1,95253 0 -2,60338 0 0 CT- CT- CT- x

0,66944 2,00832 0 -2,67776 0 0 CT- CT- CT- HC

0,66944 2,00832 0 -2,67776 0 0 CT- CT- CT- HC

1,71544 0,96232 0 -2,67776 0 0 CT- CT- OH- HO

0 0 0 0 0 0 CT- CT- x- HA

0,65084 1,95253 0 -2,60338 0 0 x- CT- CT- HC

0,65084 1,95253 0 -2,60338 0 0 x- CT- CT- HC

0,65084 1,95253 0 -2,60338 0 0 OH- CT- CT- CT

1,046 -1,046 0 0 0 0 OH- CT- CT- HC

1,046 -1,046 0 0 0 0 OH- CT- CT- HC

0,65084 1,95253 0 -2,60338 0 0 HC- CT- CT- CT

0,65084 1,95253 0 -2,60338 0 0 HC- CT- CT- HC

0,65084 1,95253 0 -2,60338 0 0 HC- CT- CT- HC

0,69733 2,092 0 -2,78933 0 0 HC- CT- OH- HO

0,65084 1,95253 0 -2,60338 0 0 HC- CT- CT- CT

0,65084 1,95253 0 -2,60338 0 0 HC- CT- CT- HC

0,65084 1,95253 0 -2,60338 0 0 HC- CT- CT- HC

0,69733 2,092 0 -2,78933 0 0 HC- CT- OH- HO

0,6276 1,8828 0 -2,5104 0 0 HC- CT- CT- HC

0,6276 1,8828 0 -2,5104 0 0 HC- CT- CT- HC

0,6276 1,8828 0 -2,5104 0 0 HC- CT- CT- HC

0,6276 1,8828 0 -2,5104 0 0 HC- CT- CT- HC





101

Appendix C

Water-Induced Organization of
Palmitic Acid at the Surface of
a Model Sea Salt Particle: A
Molecular Dynamics Study
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ABSTRACT: Marine aerosols represent the most important aerosol
fraction in the Earth atmosphere. Field studies have revealed that
fatty acids form an organic film at the surface of sea salt particles,
altering the properties of the aerosol. By means of classical molecular
dynamics simulation, the surface organization of palmitic acid (PA)
on a salt surface, NaCl, has been investigated at two different
temperatures, 235 and 300 K, and with relative humidity varying
from 0 to 40%. Calculations show that water promotes the formation
of well-ordered close-packed PA islands. As a result, some area of the
salt may be covered by water only or by PA molecules supported by
water. Depending on the relative humidity, the hydrophilic/
hydrophobic character of the sea salt surface varies. This
heterogeneous coating gives rise locally to very different surface properties and hence may affect the transfer of gas phase
species to the salt and their reactivity.

■ INTRODUCTION

Aerosol particles play an important role in the global climate
system.1 By scattering solar radiation they influence the global
energy budget and then the climate directly. Aerosols have also
an indirect effect on the climate system2−4 because they can act as
cloud condensation nuclei (CCN), impacting cloud properties
(number, size of droplets), on which scattering of solar radiation
depends. Their description in climate models can strongly
influence the estimated effects of anthropogenic origin on future
climate.5Natural aerosols, from biogenic sources, dust, or sea salt
contribute to a large part of uncertainty in present day aerosol
forcing.6 In addition, the response of the climate system to
anthropogenic aerosol perturbations depends strongly on the
natural aerosol background. In order to simulate the evolution of
the climate from the preindustrial era, with an atmosphere
containing only natural aerosols, to the present day and future, it
is then crucial to understand the properties of these natural
aerosols. Moreover, the emissions of these natural aerosols in the
atmosphere can also be affected by climate change. This climate
feedback can amplify or dampen the effect of a forcing.7

Among natural aerosols, sea salt aerosols (SSA), with
estimated annual emissions of 2−10 Pg/yr, represent the
major component of primary marine aerosols by mass.8−10

SSA particles originate from bubble bursting at the ocean surface
and are predominantly produced from the microlayer at the sea−
air interface where organic matter of biological origin is
accumulated.11−13 The evaporation of sea spray in the marine
boundary layer produces numerous liquid or solid particles
whose bulk chemical content reflect the initial composition of the
surface seawater. SSA, containing mainly sodium and chloride,
but also smaller amounts of sulfate, potassium, magnesium, and

calcium, are the main source of atmospheric sodium and chloride
in coastal regions.14 Moreover, organic compounds may
represent a large fraction of the aerosol mass.10,15,16 Depending
on the biological activity of the region, this organic mass can
reach up to 60% of the aerosol mass.17 Field measurements have
shown that SSA particles contain fatty acids (FA),18−20 mostly
myristic acid (C14), palmitic acid (C16), and stearic acid (C18).
This FA content strongly depends on the location, season,21 and
size of the aerosol particle. Indeed, recently, Grassian et al. have
performed an analysis of organic content in fine and coarse
SSA.22 They have found that fine SSA (<2.5 μm) are more
enriched with organics than coarse SSA (2.5−10 μm). Fine SSA
exhibit higher densities in FA with shorter chains (C9, C10, C12,
and C14). At relative humidity (RH) lower than 40%, SSA
particles consist of NaCl cubes of a few micrometers with a FA
layer23−25 that covers 0.3 to 14% of the collected sea salt
particles.11,19 Recently, the use of cryogenic transmission
electron microscopy (cryo-TEM) allowed to get a more precise
view of the chemical complexity and structure of SSA.26 Sea spray
aerosols appear to be a complex mixture of biological and
chemical constituents, with, for example, the formation of NaCl
dendrites on the surface, when exposed to a lower RH. The
presence of an organic coating can modify the physical and
chemical properties of the aerosol.27,28 It may act as a barrier
decreasing the mass transfer across the interface, lowering uptake
of atmospheric species28−30 or preventing reactions between gas
reactants and particle surface, such as reaction between NaCl and
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NO2, leading to ClNO(gas) + NaNO3 (solid).
18,31 The presence

of water in/on these aerosols can also have a strong influence on
the adsorption of atmospheric gases, the organization of the
organic film at the surface, and their chemical reactivity.28,32

Although numerous works have been carried out on this topic
in recent years, there is still much uncertainty remaining about
the physical and chemical properties of marine aerosol
particles.10 Several experimental studies about the effect of
organic surfactants (stearic, palmitic, and oleic acids) on aerosol
particles (NaCl, ammonium sulfate, etc.) have been carried out at
different relative humidities.33−41 For example, Sobanska et al.42

have studied the effect of stearic acid (SA) coating on the
reactivity of NO2 with the NaCl(100) surface under various
humidity conditions, using atomic force microscopy (AFM),
Raman imaging, and time-of-flight secondary ion mass
spectrometry (ToF-SIMS). They have observed heterogeneous
coating with SA monolayer islands. This heterogeneous coating
slows down but does not prevent the transfer of NO2 and H2O
molecules toward the surface of the crystal, at low humidity (20
to 50%). Their results emphasize the role of humidity in the
stability of FA islands coating.
The goal of the present article is to investigate water and FA

organization at the salt surface by means of classical molecular
dynamics (MD) simulations. This approach is indeed an efficient
method giving structural and dynamical information for rather
large systems provided the processes do not imply charge
transfer, bond breaking, etc. Few MD calculations have been
performed to model sea salt particles with organic mole-
cules.43−46 Previous studies have mostly focused on Langmuir
monolayer at the air−water interface,44,47−49 on water
droplets,43,45 and on nanoparticles.46 For instance, Chakraborty
and Zachariah45 have investigated the effect of FA, especially of
their chain length, on the morphology and properties of water
nanodroplets coated with FA. Their results indicate that, for
particles coated with long-chain FA, the chains tend to align
parallel to each other, lowering the sticking coefficient of water
vapor on such particles, whereas particles coated with shorter
chains FA are more hydrophilic. Moreover, Takahama and
Russell44 have simulated impinging water vapor molecules on a
slab of water coated by monomolecular organic films. The
mechanism of sticking is shown to depend on the organic
compound, packing density, and resulting surface structure. In
addition, MD simulations of water vapor interacting with sodium
dodecyl sulfate (SDS)/NaCl slabs46 indicate that SDS kinetically
hinders the initial water uptake partly due to the ordering of the
SDS chains as the coverage increases. The group of Paesani has
investigated the physical properties of Langmuir monolayers of
palmitic acid (PA) and dipalmitoylphosphatidic acid (DPPA) at
the air−water interface or on air−NaCl solution interfaces
throughMD simulations.48They focused on spatial and chain tilt
ordering as a function of surface pressure. They considered PA
molecules to be neutral, as assumed in our study. Surface-
sensitive spectroscopic studies have shown that, at pH = 6, the
PA head groups are mostly protonated.50 Most of the studies
have focused on the effect of a full organic-coated water slab or
nanodroplet on the sticking of incoming water molecules. As a
complement to these studies, the purpose of the present study is
to understand the effect of humidity on the organization of the
coating for a partial coverage of the salt surface.
This article is organized as follows: Section II presents the

computational details and the description of the model system,
results and discussion are presented in Section III, and finally
some conclusions are given.

■ METHODOLOGY AND SYSTEM

Methodology. All the classical MD simulations presented
hereafter have been carried out using the GROMACS package,51

well adapted for parallel computing. The OPLS all-atom force
field52 was employed to model the PA molecule. This force field
has been designed for organics in solution and gives reasonable
estimations of various properties (density, enthalpy of vapor-
ization, heat capacities, surface tension, etc.) for a significant
number of organic molecules.53 In addition, it has been shown
that OPLS force field models efficiently organic monolayer/
water systems.54−56 For the description of the NaCl substrate,
different force fields57 can be found in the literature. Among
those, the force field developed by Smith and Dang58 was chosen
because it gives a lattice parameter consistent with the
experimental value.57 The three-site SPC/E force field was
used to model water as it is optimized for interactions with
organic molecules.59 Moreover, the SPC/E model is known to
reproduce correctly the surface tension of water,60 this property
being critical for studying interfaces. In the present study, as
previously mentioned, the PA molecules are considered to be
neutral.
The equations of motion were integrated using a leapfrog

algorithm.61 The LINCS algorithm62 was used to constrain the
bonds, which made possible the use of a 2 fs time step.
Temperature and pressure were held at the desired values using
the V-rescale algorithm63 and the Berendsen barostat64 with
coupling times of 0.1 and 2 ps, respectively. Standard periodic
boundary conditions have been applied. Lennard-Jones and
short-range part of the electrostatics were truncated with a cutoff
distance of 1.4 nm. Long-range electrostatic interactions were
treated with the Particle Mesh Ewald method, with a relative
tolerance of 10−5, fourth-order cubic interpolation, and a Fourier
spacing parameter of 0.6.

System. The NaCl crystal was built by placing the Na and Cl
atoms in a fcc crystal with a lattice constant of 0.56 nm
corresponding to the experimental value.65 After a minimization
with the steepest descent algorithm and a short relaxation (100
ps) in the NVT ensemble at 235 K, the lattice parameter of the
crystal converged to 0.54 nm. The crystal was then equilibrated
in the NPT ensemble at T = 235 K during 150 ps giving a final
crystal lattice equal to 0.56 nm. Before introducing water and PA
molecules, a NaCl slab was created by extending the size of the
box along the z-direction, both in positive and negative
directions. The crystal was centered in the simulation box with
dimensions of 5.5 × 5.5 × 40 nm in x, y, and z, respectively.
As shown in earlier studies,66,67 water tends to form a

monolayer at the salt surface. We chose thus to adsorb in a first
step water on NaCl and second exposing it to vaporized PA.
Subsequently, for the various water coverages investigated, the
water/NaCl system was first relaxed over 2 ns in the NPT
ensemble before introducing PAmolecules. The water molecules
formed, as already evidenced from previous studies,68 a
monolayer on the substrate, with the water oxygens being
adsorbed on top of the sodium ions. Since the surface layer of
NaCl in our simulated system consisted of 200 Na−Cl pairs, 200
molecules are required to form a full water monolayer (100%
WM). RH can also be connected to the amount of adsorbed
water. The adsorption isotherms of water on NaCl published by
Foster and Ewing66 was used to connect the number of water
molecules present in our simulation to RH as shown in Table 1. It
is also important to stress that the present work considers
submonolayer or monolayer water coverage, that means far
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below the deliquescence limit of the salt, which appears above a
coverage of four water layers.66 In their MD simulations, Bahadur
and Russell have shown that the deliquescence properties of
NaCl nanoparticles are size dependent for particles smaller than
100 nm, deliquescence relative humidity (DRH) ranging from
75% for particles larger than 100 nm to 90% for a 2.2 nm
particle.69 On an infinite perfect crystal, deliquescence can occur
only if voids are introduced,70which is not the case in the present
study. Even if the validity of our RH definition may be
questionable when PA is included in the system, RH, rather
than the number of water molecules, will be used for comparison
with the experiments and discussion of the atmospheric
implications.
As performed in the experiments of Sobanska et al.,42 the salt

crystal was then exposed to vaporized PA at different humidity
conditions. Small amounts of PA were added on the water/NaCl
substrate by means of 16 chains regularly distributed on top of
the surface with the COOH group oriented toward the substrate.
After each addition, the PAmolecules were relaxed on the water/
NaCl substrate for 2 ns in the NPT ensemble. Several PA
coverages were produced likewise. The number of PA molecules
can also be expressed in terms of surface coverage. Considering
the atom electronegativity and comparing with previous results
on acid coating of water droplets,45 we can expect that the
COOH group of a PAmolecule adsorbs preferentially on top of a
NaCl pair and that their chains align perpendicularly to the
surface. Since the modeled NaCl sublayer is composed of 200
Na+ or Cl− ions, 200 PA molecules would correspond to a full
theoretical monolayer (TM). In the following, the PA coverage
will thus be expressed with respect to the full TM. When the
desired amount of PA was adsorbed, a 50 ns trajectory was
propagated for the entire system and the last 10 ns were used for
the analysis.
Figure 1 illustrates the initial state for the simulation of the

50% TM PA-coated NaCl surface and 40% RH. Water forms a
monolayer on the NaCl substrate, and PA molecules are added
step by step from the gas phase until the desired coverage is
reached. It should be noted that the effect of the initial
configuration on the results has been investigated by exposing
first the NaCl surface to PA and second to water. The analysis of
the equilibrated system showed no significant dependence on the
initial setup, except that, in the case where NaCl was first exposed
to PA, the equilibration process required more computational
time. When NaCl is first exposed to water, the equilibrium is
quickly reached after a few ns. The complete analysis was
performed with the trajectories obtained with this initial
configuration (PA adsorbed on wet NaCl). Fifty nanosecond
trajectories were subsequently sufficient, and the last 10 ns have
been used for the statistics. At the same PA and water coverages
(50% TM and 50% WM), the number of hydrogen bonds
formed between PA and water has been monitored at each time
step for the two different initial conditions as depicted in Figure
2. Hydrogen bonds were formed more rapidly when water was

first adsorbed on NaCl, but after 45 ns, both trajectories
converged to a comparable number of hydrogen bonds formed.
This criterion is of importance since hydrogen bonding is actually
a driving force in the organization of such a system.

■ RESULTS

Evidence for PA Islands Formation. The experiments
carried out by Sobanska et al.42 showed that when increasing RH
from 20% to 50% at 293 K, the salt surface covered by SA
significantly reduces from 60 ± 5% to 50 ± 4%. No other
morphological changes like reorganization, folding, or multilayer
formation were observed. Although the present study focuses on
PA, it should be noted that, since PA and SA differ only by two
carbons, no significant difference in their physical properties
should be expected.

Table 1. Relative Humidity (RH) Determined from the
Adsorption Isotherms66 and the Corresponding Water
Coverage with Respect to the Full Monolayer (WM)

RH (%) % WM

0 0

20 25

33 50

40 100

Figure 1. Molecular view of the initial configuration for 50% TM PA
coverage and 40% RH. In the space-filling model, Na and Cl atoms are
represented in blue and green, respectively, and water in red (O atoms)
and white (H atoms). PAmolecules are initially placed 0.3 nm above the
surface.

Figure 2.H-bond formation between water and PA functional group for
two different initial conditions: PA adsorbed on wet NaCl (green) and
PA adsorbed on dry NaCl, followed by water exposure (red). Fifty
percent PA TM coverage and 33% RH in both cases.
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Salt area covered by the PA molecules is obtained by
calculating 2D densities histograms (projected density on the
x−y plane) for the carbon atoms over the 500 ps equilibrated
trajectory. For a coverage of 24% TM, PA molecules cover
approximately 80% of the surface at 300 K in dry conditions, and
upon introduction of water (33% RH), its surface occupancy
decreases to 64% at the same temperature. This is illustrated by
the snapshots shown on Figure 3. At 50% TM and 300 K, a

similar trend is observed, the coverage changing from 99% to
91% of the surface under dry and 33% RH conditions,
respectively. In the presence of water, PA seem to accumulate
on some areas forming “islands”. The formation of close-packed
PA islands leads to an increase of available surface for water or
incoming species, showing that not only the quantity of
surfactants matters, but also their surface organization. At
lower temperature (235 K), despite a reduced mobility of both
water and PA molecules, island formation is still observed (see
Supporting Information).
Structural Organization. To mimic the experimental

conditions of the work of Sobanska et al.,42 all the results
discussed thereafter were obtained using a PA coverage equal to
50% TM. The density profiles give an average view of the
distribution of the species along the surface normal (z-axis)
(Figure 4). At low humidity, the H atom of the acidic function,
labeled H1, is preferentially bound to the salt surface as shown
from the intense peak at 0.2 nm from the surface on Figure 4.
Some PAmolecules are also adsorbed having their COOH group
further away from the surface, as materialized by the broad peaks
spreading between 0.3 and 0.55 nm away from the surface and
more easily distinguishable at 33% than at 20% RH. As the
humidity is increasing from 33% to 40%, the peak characteristic
of direct interaction of the COOH moiety with the salt is
decreasing (Figure 4a), whereas a single broad peak is growing
with a maximum around 0.45 nm from the substrate.
For the interpretation, these features need to be correlated to

the water densities (Figure 4b). From 20% to 33% RH, a well-
defined peak close to the substrate (0.33 nm) is growing,
indicating a stable adsorption of water on the ionic substrate. In
addition, for these humidity conditions, water densities present a
shoulder around 0.31 nm, as a sign of multilayer growth on some
areas of the substrate. The broad peaks, with maxima around 0.33
and 0.47 nm, observed on the PA densities correspond thus to
adsorption of PA on these water monolayer or multilayer-
covered spots, respectively. Water density at 40% RH is still
characterized by a peak close to the substrate with almost the
same intensity as that at lower humidity, but the distribution

broadens (40% RH), indicating that the water molecules spread
along the normal to the surface forming 3D aggregates, the size of
these aggregates varying from one site to another. Most of the PA
adsorb on top of these water clusters, this is characterized on the
H1 density by a broad peak ranging from 0.28 to 0.6 nm (with the
maximum around 0.45 nm). It is worth mentioning that 40% RH
corresponds theoretically to a full monolayer of water on bare
NaCl, but actually, some areas of the salt are not covered by
water, but by PA instead. The fact that the water molecules are
not all physisorbed on the salt allows the formation of 3D clusters
in other places.
To summarize, when the amount of adsorbed water is not

sufficient to cover the whole salt surface, PA will preferentially
bind to the salt through its hydrophilic functional group (H1 of
COOH) to optimize the electrostatic interaction. For higher
humidity conditions (40% RH), PA adsorbs on top of the water
clusters. These results provide evidence again for an inhomoge-
neous PA coating on the salt and the strong influence of water in
the organics organization.
The orientation of the PA molecules has been characterized.

PA orientation is described by the tilt angle, between the
molecular axis and the surface normal (z-axis). Two vectors, C1−
C16 and C1−C8, are used to define the molecular axis, with C1
referring to the carbon carrying the acidic function (hydrophilic
head) and C8 andC16 corresponding to carbons in the middle of
the chain or at the end (hydrophobic tail), respectively. The C1−
C8 vector is used to check whether the chain is bent or not. A
molecule lying flat on the surface corresponds to a 90° tilt angle.
On the opposite, a molecule standing up is characterized by a tilt

Figure 3.Top view of configurations issued from the simulation for a PA
coverage of 24% TM and 0% RH (left panel) and 33% RH (right panel).
PA chains are represented with green (carbon) and white (hydrogen)
colors. T = 300 K in both cases.

Figure 4. (a) PA (H1) densities along the z-axis. (b) Water (O)
densities along the z-axis. All the densities are calculated for a PA
coverage equal to 50% TM at T = 300 K.
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angle smaller than 45°. Figure 5 represents the angular
distributions at T = 300 K with increasing RH and for a PA

coverage of 50% TM. Under dry conditions, two orientations can
be distinguished: a tilted orientation of the C1−C16 axis, with
angles between 30° and 70° with respect to the surface normal,
and a flat orientation of the molecule (close to 90°). Without
water present on the salt, and at this PA coverage, the molecules
can either stand up or lie flat on the surface. Differences between
the C1−C8 and C1−C16 tilt angle distributions are indicative of
chain bending. As the humidity increases, both distributions get
nearly superimposed and the flat orientation signature
disappears. PA chains in the “trans” conformation align nearly
parallel to each other with a tilt angle ranging from 30° to 60°.
Indeed, when RH increases, PAmolecules tend to reproduce self-
assembled monolayers (SAM) islands with well-organized
chains. This organization resembles the structure of FA self-
organized Langmuir monolayers at the air−water interface45,56

with the polar head of surfactant molecules binding to the water
molecules and the hydrophobic hydrocarbon chains oriented
toward the gas phase. Tilt ordering has been also extensively

studied in the context of SAM of organic molecules adsorbed on
different solid substrates (metal, semiconductor, or oxide).71,72

The growth of a SAM relies on a subtle balance between
substrate−headgroup and chain−chain interactions. If the
substrate−headgroup interactions are not too strong, allowing
molecules to rearrange laterally after adsorption at the surface, it
can lead to the production of a SAM with high packing density
through chain−chain interactions. In the literature, the tilt angle
for SAM of organics on solid substrate can vary from one
molecule to another one, but is typically less than 30°.71 Our
values are larger due to the fact that in our heterogeneous system
water is modifying their chain organization, and the FA chains are
not as packed as in SAM.
This conclusion (inhomogeneous coating in the presence of

water) supports experimental results and related assumptions of
Sobanska et al.42 Lower temperature (235 K) distributions
exhibit the same trends but in a less remarkable manner (see
Supporting Information), the smaller available thermal energy
limiting the diffusion of water and the reorientation of the PA.

Bonding Properties. Figure 6 depicts the PA−water energy
distribution, this energy characterizing the interaction of one PA

molecule with the surrounding water molecules. At low humidity
(20% RH), a peak corresponding to a slightly positive interaction
is dominant as a sign of a repulsive interaction between PA chains
and water. As humidity increases, this peak decreases and gets
displaced toward negative values, down to −10 kJ/mol. In
addition, a broad peak ranging from −35 to −70 kJ/mol is
growing upon water addition, as a signature of hydrogen bond
formation (2 or 3 per PA) between PA and water. When the
number of water molecules becomes important, water tends to

Figure 5. Angular distribution characterizing the inclination of the PA
chain, i.e., C1−C8 vector (red line) or C1−C16 vector (green line) with
respect to the z-axis perpendicular to the surface. PA coverage is equal to
50% TM and T = 300 K.

Figure 6. PA−water energy distribution diagrams for different
humidities (T = 300 K). PA coverage is equal to 50% TM.
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find its way toward the PA functional group. Actually, these
results are connected to the densities discussed previously: water
tends to be inserted between the salt and the PA, forming H-
bonds with the COOH group. This mechanism of energy
exchange between surface, water, and then PA directly favors the
creation of self-assembled PA islands on the NaCl surface.
As already mentioned, the mechanism of self-assembly is

driven by two effects: on one hand H-bond formation, as shown
in Figure 2 and, on the other hand, van der Waals lateral
interaction between carbon tails. Figure 7 represents the

distribution of the interaction energy between PA molecules as
a function of humidity for a given coverage (50% TM). Upon
humidity increase, the distribution gets narrower, as a sign of
orientational ordering. Moreover, two peaks are observed at high
humidity. The higher peak (∼−200 kJ/mol) can be attributed to
molecules inside a PA island, strongly bound to other PA
molecules. By contrast, molecules at the edge are, on average,
bonded to fewer molecules, contributing to a second peak at
lower energy (∼−100 kJ/mol).

■ DISCUSSION

As previously mentioned, the surface organization of FA on salt
at dry and wet conditions is of fundamental importance for the
condensation and nucleation of aerosol particles. PA chains,
hydrophobic in nature, are directed toward the gas phase and
may serve as a barrier for incoming species. A common idea is
that a self-assembled FAmonolayer would certainly impact water

evaporation and gas uptake, but many questions remain
unanswered.29,73−75

At coverages lower than the full monolayer, representative, for
instance, of PA coverage used in the experiment of Sobanska et
al.,42 water is either adsorbed on PA free area and/or inserted
between the salt and the PA carboxylic functional group,
potentially favoring surface deliquescence or chemical processes
implying water as a catalyst.42 Increase of RH (at least from 0 to
40%) leads to the formation of close-packed islands covering
only a fraction of the surface. The formation of holes within the
organic layer may indeed facilitate the water transfer in this
region. This behavior has been observed in the experiments of
Garland et al.,37 on the impact of PA coating on water uptake/
loss of ammonium sulfate particles, investigated with a
combination of FTIR spectroscopy, electron microscopy, and
mass spectrometry. Even in small amounts, adsorbed water can
diffuse through the coating and reach the salt. Consequently,
water uptake may not bemodified as substantially as expected. By
contrast, we can assume that a full ideal FA SAM on a dry surface
would prevent water or other molecules from approaching the
salt. It should be noted that the water effect on FA self-assembly
and surface organization may also differ with the length of the
carbon chain.75 Molecules with long chains (≥12 carbons) form
close-packed organic films, while shorter chains form less
structured films.
Subsequent to the heterogeneous coating of PA, additional

reactive species from the atmosphere may be processed and
reach the salt. In their experiments, Sobanska et al.42 correlate the
NO2 reaction with NaCl and NaNO3 formation with PA island
positions. In fact, it has been shown in previous studies that water
catalyzes cis-ONO-NO2 dissociation,75−77 and since water is
bonded to PA islands, this reaction may be spatially correlated
with PA islands. Likewise, the experiments of Ryder et al. showed
that, at RH between 50% and 65%, there is no suppression in the
reactive uptake of N2O5 due to the organic material present in
SSA.78 These experimental results are fully consistent with the
conclusions of our MD simulations.

■ CONCLUSION

Molecular modeling of heterogeneous organic aerosol provides
detailed information on the mechanisms and contributes to
improvement in the understanding of cloud nucleation and also
of the chemistry undergoing on aerosol surface. In the present
work, classical MD simulations were employed to model PA
organization on a model sea salt surface at different temperatures
and humidity conditions. Humidity is shown to have a significant
influence on the mechanism of FA self-assembly. Present
calculations provide evidence for ordered PA island formation
as observed experimentally.42 This effect is enhanced at room
temperature compared to 235 K. Since the organic coverage on
aerosols can exhibit strong variations,19 this study sheds some
light on the mechanism of salt partial coating and enhanced self-
assembly upon increased humidity. The coating is driven by
water that provides order to the FA islands and binds
preferentially to the salt. As a consequence some area of the
salt may be covered by water only. Furthermore, this
heterogeneous organization enables the transfer of incoming
species (e.g., NO2, O3, Cl) from the gas phase to the water
aggregates lying on the salt or to the salt itself, influencing the
atmospheric reactivity of sea salt aerosols. Quantum mechanics
or quantum mechanics/molecular mechanics methods could be
used subsequently to investigate in detail the reactivity of gas
phase molecules at this model aerosol surface. The structuration

Figure 7. PA−PA energy distribution diagrams for different humidities.
PA coverage is equal to 50% TM and T = 300 K.
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of the organic coating as a function of the RH can impact the
hygroscopic properties of the SSA and their aging, and
subsequently the climate evolution. The simulation of organic
aerosols in global chemistry transport models (CTM) and
general circulation models (GCM) varies greatly between
models,79 particularly for parameters such as aerosol aging and
microphysics. Due to the complexity of the organic aerosol, and
as a compromise between simplicity and accuracy, only
simplified representations of organic aerosols are introduced in
global chemistry climate models.5 Even if in some of the recent
global models,80 some processes such as oxidative aging of
primary organic aerosol are implemented, it should be taken into
account, as shown in the present study that, even with a “simple”
SSA model, the properties of the SSA aerosols can exhibit
important changes in their physical (hygroscopicity) and
chemical (reactive uptake) properties as a function of RH. This
study aimed, in the first place, to simulate and explain the
experiments of Sobanska et al.42 It represents a first step toward a
model of more complex sea salt particles. Marine aerosols are
known to possess a rich variety of chemical classes in their
coating. The mixing/demixing as well as the competition
between the different molecules (of different lengths and
weights) or ions is also believed to affect substantially their
surface properties. The present work paves the way toward a
more realistic description of interfacial properties of submicron
aerosol particles.
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