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Abstract

There is a broad consensus that cirrus clouds strongly influence the energy budget

of the Earth. However, their net radiative effect is still poorly quantified nowadays

due to an insufficient knowledge of their microphysical properties. This thesis aims

to improve our understanding of the complex microphysics of this cloud type which

is mainly composed of irregularly shaped ice crystals. Thereby, we seek to improve

estimates of the ice water content (IWC) of cirrus clouds. For this purpose, we de-

veloped an algorithm to retrieve the vertical profile of the IWC inside the cloud. The

methodology combines the measurements of a ground-based micropulse lidar and a

thermal infrared (TIR) radiometer in a common retrieval framework based on opti-

mal estimation theory. It follows three main steps: (1) An algorithm to retrieve the

vertically integrated amount of ice (ice water path, IWP) from the passive TIR mea-

surements is established. (2) The information about the vertical distribution of the

IWC inside the cloud is obtained from the active lidar measurements. The retrieved

IWC profiles strongly depend on the so-called backscatter-to-extinction ratio of the

ice crystals which has to be approximated when regarding simple micropulse lidar

measurements alone. This is due to the intrinsic ambiguity between scattering and

absorption processes in the atmosphere. In our case, the backscatter-to-extinction

ratio of the ice crystals is obtained from a bulk ice microphysical model. The scatter-

ing phase function of this model used to define this parameter assumes a flat ending

without backscattering peak. We show that this assumption is unrealistic since it

results in the retrieval of IWC profiles which are inconsistent with the TIR measure-

ments. (3) Consequently, both types of measurements are combined in a synergistic

algorithm allowing to estimate together with the IWC profiles a correction factor for

the phase function in backscattering direction. In the final chapter, the dependence

of the retrieval results on different non-retrieved parameters is investigated and the

main sources of uncertainty are discussed.

Key words: cirrus, instrument synergy, lidar, thermal infrared radiometer,

remote sensing, inverse problems, radiative transfer, cloud microphysics





Résumé

Il est maintenant bien établi que les cirrus ont un impact important sur le climat.

Cependant, l’estimation de cet effet est difficile car notre connaissance des propriétés

microphysiques de ce type de nuage est encore incertaine. L’objectif de cette thèse

est donc d’améliorer notre compréhension de la microphysique complexe du cirrus

composé principalement de cristaux de glace de forme irrégulière et d’estimer ainsi

un contenu en glace (ice water content, IWC) plus précis. Pour cela, nous avons

développé un algorithme permettant de restituer le profil vertical d’IWC du cir-

rus. La méthodologie considère une synergie entre les mesures d’un micro-lidar et

celles d’un radiomètre infrarouge thermique (IRT) effectuées depuis le sol, via une

méthode d’estimation optimale. Ce travail s’est déroulé en trois étapes: (1) Le

contenu en glace intégré verticalement (ice water path, IWP) est estimé à partir

des mesures passives IRT. (2) L’information sur la distribution verticale d’IWC à

l’intérieur du nuage est obtenue avec les mesures actives du lidar. Les profils d’IWC

restitués dépendent fortement du rapport entre la rétrodiffusion et l’extinction des

cristaux de glace qui doit être approximé dans le cas d’un micro-lidar simple comme

celui-ci utilisé dans notre étude. Cela est dû à l’ambigüıté entre des processus de

rétrodiffusion et d’absorption dans l’atmosphère. Nous obtenons le rapport entre

la rétrodiffusion et l’extinction à partir d’un modèle microphysique du cirrus. La

fonction de phase du modèle utilisée pour définir ce rapport ne prend pas en compte

le pic de rétrodiffusion. Nous montrons que cette hypothèse aboutit à des résultats

non réalistes par rapport aux mesures IRT. (3) Par conséquent, les deux types

d’informations sont combinées en synergie pour estimer, lors de la restitution des

profils verticaux d’IWC, un facteur correctif permettant de rendre compte de ce pic

de rétrodiffusion. Finalement, la dépendance des résultats sur plusieurs paramètres

non-restitués est analysés et les sources d’incertitude sont discutés.

Mots clés: cirrus, synergie multi-instrument, lidar, radiomètre infrarouge ther-

mique, télédétection, problèmes inverses, transfert radiatif, microphysique des nu-

ages
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la vision du travail scientifique qu’ils m’ont prodigué. Enfin, je les remercie pour
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Introduction 3

Clouds have been a source of fascination for mankind since ancient times. Aris-

totle already poetically described the formation of clouds and rainfall in his treatise

Meteorologica as early as around the year 350 BC. He explained that thanks to the

sun ”the finest and sweetest water is every day carried up and is dissolved into va-

por and rises to the upper region, where it is condensed again by the cold and so

returns to the earth” (Webster, 1931). However, it was not until the second half of

the twentieth century with the invent of lidars and the availability of satellite data

that our knowledge of clouds and their properties evolved significantly. Since then

a large number of scientific studies has been conducted to improve our understand-

ing of the global distribution and occurrence frequencies of clouds, their formation

and dissolution processes, as well as their microphysical and radiative properties.

Nevertheless, there still remain a lot of unresolved questions and the latest Intergov-

ernmental Panel on Climate Change (IPCC) report states that clouds, together with

aerosols, continue to contribute the largest uncertainty to estimates of the Earth’s

energy budget (Boucher et al., 2013).

In this context, especially the radiative impact of cirrus clouds is still poorly

quantified although it has long been recognized to be of significant importance (e.g.

Cox, 1971; Liou, 1986; Hartmann et al., 1992; McFarquhar et al., 2000; Dessler

et al., 2006; Wang and Dessler, 2012; Hong et al., 2016; Lohmann and Gasparini,

2017; Järvinen et al., 2018). The main reason for this is the large range of different

shapes and sizes of the ice crystals composing the cloud which interact in different

ways with atmospheric radiation. Simply spoken, there are two each other opposing

radiative effects: on the one hand, the cloud albedo effect which leads to a cooling

of the atmosphere, and on the other hand, the cloud greenhouse effect which leads

to a warming. Which one of these effects dominates depends on the cloud type.

In case of cirrus, the net radiative effect is generally positive. However, this is not

true for each individual cirrus cloud since the radiative effect depends not only on

the macrophysical properties such as altitude, geometrical thickness, temperature,

and the difference between the surface temperature and the cloud temperature (e.g.

Stephens and Webster, 1981), but also on the microphysics of the cloud, especially

the size, shape and number density of particles. Zhang et al. (1999) showed that the

radiative effect of cirrus clouds can be positive or negative depending on their mi-

crophysics. Recently, Järvinen et al. (2018) confirmed that the optical properties of

ice crystals strongly depend on their microphysical structure and that an increasing

particle complexity can change the net radiative effect of cirrus.
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Introduction 4

The aim of this thesis is to contribute to a better characterization of the micro-

physical properties of this interesting but complex cloud type. There are different

ways to perform observations of cirrus clouds which all have advantages and disad-

vantages. Airborne in situ measurements can provide detailed information about

the particle size distribution, the ice crystal shape and their number concentration.

However, these measurements are spatially and temporally limited and do not com-

prise all conceivable different variations of cirrus. To obtain a larger spatial and

temporal coverage, remote sensing techniques are required which can be applied

to spaceborne or ground-based measurements. Spaceborne remote sensing provides

information about clouds on a global scale. In particular, the Cloud-Aerosol Lidar

and Infrared Pathfinder Satellite Observations (CALIPSO) and CloudSat missions,

which include active spaceborne sensors, significantly improved our knowledge about

the global distribution and occurrence frequency of cirrus clouds in recent years.

However, the spaceborne remote sensing of cirrus remains challenging because they

are generally optically thin and often semi-transparent which complicates the accu-

rate retrieval of their microphysical properties. In contrast to satellite observations,

ground-based remote sensing does not provide global coverage but the cloud is sit-

uated much closer to the instrument and thus a higher accuracy can be achieved.

Furthermore, the measurements allow the observation of the temporal evolution of

individual cloud systems at a fixed location. In this thesis, we will focus on ground-

based remote sensing. The instruments that will be used to study the properties of

cirrus clouds are a micropulse lidar and a thermal infrared radiometer.

There are numerous studies that could be cited from the literature where ground-

based lidar measurements have been used to study cirrus clouds (e.g. Ansmann et al.,

1993; Sassen and Benson, 2001; Chen et al., 2002; Keckhut et al., 2006; Giannakaki

et al., 2007; Seifert et al., 2007; Liu et al., 2015; Campbell et al., 2016). The advan-

tage of these measurements is that even very tenuous layers can be detected (e.g.

Sassen, 1991). The measured backscatter profiles provide information about the

cloud base and top altitudes which can be related to temperature by using atmo-

spheric temperature profiles from model reanalysis or radiosounding. Furthermore,

these measurements yield the possibility to retrieve profiles of particle extinction

which will be linked in our case to the ice water content (IWC) of cirrus clouds via

a realistic bulk ice microphysical model. However, when using a simple micropulse

lidar, strong assumptions about the so-called backscatter-to-extinction ratio have

to be introduced. This is due to the intrinsic ambiguity between backscattering

and extinction of atmospheric particles arising from simultaneous absorption and

4



Introduction 5

scattering processes. Even though more advanced lidar systems do not require such

assumptions which lead to large uncertainties on the retrieved parameters, the li-

dar chosen in this thesis is a simple micropulse lidar. The reason for this is that

most ground-based lidars operated at present are rather simple systems (Campbell

et al., 2015) and the idea of this thesis is to develop a method that is applicable

to a larger number of measurement sites. Furthermore, we aim to show the poten-

tial of this kind of measurements when combined with thermal infrared radiometer

measurements.

Thermal infrared radiometer measurements provide valuable information about

cirrus clouds as well because they are sensitive to the optical and integrated prop-

erties of the cloud, for example the ice water path (IWP). A well-known method

for the exploitation of spaceborne measurements in the thermal infrared wavelength

region is the split window technique. This method has been applied for decades to

obtain the cloud top temperature and the effective emissivity of semi-transparent

cirrus clouds from two channels centred around 11µm and 12µm, respectively (In-

oue, 1985, 1987; Parol et al., 1991). The brightness temperature difference of these

two channels is always more important for thin cirrus clouds than for thick clouds or

under clear sky conditions. In addition, it is sensitive to the radiative and microphys-

ical properties of the cirrus cloud (Dubuisson et al., 2008). Another method using

spaceborne thermal infrared measurements is the weighted-χ2 method of Stuben-

rauch et al. (1999) to retrieve cloud pressure and effective emissivity from measure-

ments of five channels of the High-resolution Infrared Radiation Sounder (HIRS)

aboard the National Oceanic and Atmospheric Administration (NOAA) polar or-

biting satellites. This method has also been applied to the Atmospheric InfraRed

Sounder (AIRS) (Stubenrauch et al., 2008, 2010; Guignard et al., 2012) situated

aboard the Aqua satellite which is a part of the international satellite constellation

known as A-Train (Stephens et al., 2002), as well as to the Infrared Atmospheric

Sounding Interferometer (IASI) of which two instruments have been launched so far

aboard the European platforms Metop-A and Metop-B (Stubenrauch et al., 2017).

However, in recent years there has been a growing awareness of the potential of

using a maximum amount of available information from different sensors when re-

trieving cloud properties. Consequently, synergistic approaches combining indepen-

dent sets of measurements in a common retrieval framework have become more and

more popular. As an example, the raDAR/liDAR (DARDAR) algorithm (Delanoë

and Hogan, 2008, 2010) should be mentioned here which is a variational algorithm

5



Introduction 6

to retrieve cirrus cloud properties from the synergy of spaceborne radar and lidar

data obtained from the Cloud Profiling Radar (CPR) aboard CloudSat (Stephens

et al., 2008) and the Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP)

aboard CALIPSO (Winker et al., 2003, 2009, 2010) which are both members of the

A-Train. Another example for a synergistic algorithm is the multilayer algorithm

proposed by Sourdeval et al. (2015, 2016) which exploits the information from pas-

sive satellite sensors to retrieve ice and liquid water cloud properties simultaneously

from three thermal infrared radiances measured by the Imaging Infrared Radiometer

(IIR) aboard CALIPSO and the reflectances of two channels at 0.85µm and 2.13µm

of the MODerate resolution Imaging Spectroradiometer (MODIS) aboard Aqua.

There are also a few methods which have been developed in the past that com-

bine lidar and thermal infrared radiometer measurements. The first method using

the synergy of these two instruments was the Lidar and Infrared Radiometric (LI-

RAD) method developed by Platt (1973, 1979) to retrieve optical properties of cirrus

clouds. In this approach, the integrated attenuated lidar backscatter is related theo-

retically to the infrared absorption optical thickness which allows to obtain retrievals

of the visible optical thickness and infrared emissivity which are coherent with both,

lidar and thermal infrared radiometer measurements. This method has been applied

and further developed in several following studies (e.g., Platt et al., 1987; Comstock

and Sassen, 2001; Platt et al., 2002). Other studies focused on the combination

of lidar measurements and the split-window technique to improve the retrievals of

cloud properties from passive sensors alone by integrating the information provided

by the active lidar measurements in the radiative transfer calculations. Chiriaco

et al. (2004) showed the theoretical potential of this approach to improve the parti-

cle size retrieval from the instruments aboard CALIPSO, i.e. the IIR and CALIOP,

and Garnier et al. (2012, 2013, 2015) developed an algorithm based on this idea

to retrieve the effective emissivity, optical depth, effective diameter and IWP from

CALIPSO measurements. Nevertheless, in their approach the retrieval is based on

the split-window technique where the information about the scene identification and

cloud altitude from the lidar has been integrated.

Recently, Saito et al. (2017) demonstrated a method to retrieve simultaneously

the IWP, the cloud effective radius, the surface temperature and two morphological

parameters, namely the fraction of plates and the surface roughness of ice crystal

aggregates, from a synergistic approach. They used the layer-integrated total at-

tenuated backscatter and the depolarization ratio at 532 nm from CALIOP as well

6



Introduction 7

as the brightness temperatures at 8.65, 10.6 and 12.0µm from the IIR in a com-

mon retrieval framework to obtain the parameters cited above. As in case of the

DARDAR algorithm (Delanoë and Hogan, 2008, 2010) and the multilayer algorithm

(Sourdeval et al., 2015, 2016), the method of Saito et al. (2017) is based on optimal

estimation theory introduced by Rodgers (1976, 1990, 2000). This approach allows

the simultaneous inversion of measurements from different instruments in a robust

mathematical framework. Furthermore, it directly provides an estimation of the

uncertainties together with the retrieved quantities. Hence, it is a well-adapted tool

to retrieve physical properties of the atmosphere and the particles within it from

instrument synergies.

Since this thesis aims to exploit such a synergy, an optimal estimation framework

has been chosen for the inversion of the ground-based lidar and thermal infrared ra-

diometer measurements to retrieve microphysical properties of cirrus clouds. The

development process of this synergy algorithm will be described in the course of

this manuscript which has been subdivided into four main chapters for structur-

ing purposes. The content of each of these chapters is briefly summarized in the

following.

In the first chapter, the object of study is introduced. Firstly, some general

information about the classification and definition of clouds, especially the different

high level clouds, are provided. In a second step, the formation of cirrus clouds

is described which includes the nucleation of ice crystals from the microphysical

point of view as well as the meteorological conditions leading to the formation of

cirrus in the atmosphere. Subsequently, definitions of the microphysical, optical and

radiative properties which will be relevant in this work are provided before finally the

state-of-the-art of the impact of cirrus clouds on the global climate is summarized.

The second chapter presents the measurement site, instruments and ancillary

data used in this thesis. In a first step, the measurement platform of the Labo-

ratoire d’Optique Atmosphérique in Lille and its climatological characteristics are

introduced. Secondly, a technical description of the thermal infrared radiometer and

its measurement principle are provided, before the same kind of information is given

for the micropulse lidar. Subsequently, the cloud detection and the retrieval of the

cloud optical thickness from the lidar measurements as well as the ancillary data

used in the course of this thesis are described because this information is common

in all steps of our methodology to study cirrus cloud properties.

7
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This methodology is described in the third chapter on the basis of a case study.

The development of the final synergy algorithm follows three main steps. All of

these steps use the same microphysical bulk ice model as well as the same inver-

sion method based on optimal estimation. Hence, these two concepts are described

previously to the retrieval algorithms developed in this thesis. The first algorithm

retrieves the IWP of cirrus clouds from the thermal infrared radiometer measure-

ments alone. In a second step, the lidar measurements are used to integrate the

information about the vertical distribution of the ice inside the cloud and a second

algorithm to retrieve IWC profiles is demonstrated. These retrieved IWC profiles

strongly depend on the so-called backscatter-to-extinction ratio which is discussed

in detail before strategies to constrain this parameter are presented. In this context,

it is demonstrated that thermal infrared radiometer measurements can be used to

constrain the backscatter-to-extinction ratio of the bulk ice crystals. This finally

leads to the establishment of the synergy algorithm combining the lidar and ther-

mal infrared radiometer measurements in a common optimal estimation framework.

The synergy algorithm allows to retrieve in addition to the IWC profile a correction

factor for the backscatter intensity of the ice crystals composing the cirrus cloud.

Finally, the fourth chapter is dedicated to the discussion of the retrieval results

obtained from this newly developed synergy algorithm. In this chapter, sensitivity

studies for several non-retrieved parameters are presented and the sources of uncer-

tainty for the retrieved quantities are pointed out. These sources of uncertainty are

mainly related to an insufficient characterization of the surrounding atmosphere, in

particular the amount of water vapour in the atmospheric column as well as the

properties of atmospheric aerosols which may be present during the measurement.

In this context, a second case study is introduced which illustrates the difficulties

that may arise when applying the algorithm.
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CHAPTER 1

Cirrus Clouds





13

The first chapter of this thesis aims to introduce the cloud type which is studied

in this work. In a first step, some general information about clouds that can be

found in the atmosphere and their classification is provided. In this context, special

attention is drawn to cirrus clouds since they are the object of study here. Therefore,

the definitions of different high level cloud types are given.

Secondly, the formation of cirrus clouds is described. This includes the nucle-

ation of ice crystals from the microphysical point of view as well as the meteorological

conditions leading to the formation of cirrus clouds in the atmosphere. Different pro-

cesses connected with climatological and geographical characteristics are presented

that produce different types of cirrus.

The third section of this chapter provides definitions of the microphysical, optical

and radiative properties that may be used to describe cirrus clouds. It focuses on

the properties relevant for this thesis and should not be understood as a complete

description of all conceivable properties to characterize cirrus clouds.

In the last section, the global distribution of cirrus clouds and climatological

statistics for mid-latitude cirrus are presented with regard to the cloud properties

described in the previous section. Finally, the current understanding of the radiative

impact of cirrus on the global climate is discussed and in this context open research

questions are pointed out.

13



1.1. DEFINITION OF CLOUDS 14

1.1 Definition of Clouds: Nomenclature and Classifi-

cation

The first attempt to establish a cloud classification system dates back to the early

nineteenth century and was proposed by Lamarck (1802) who defined five different

cloud types including a category named nuages en balayures which means ”broom-

like clouds” and corresponds to what we call cirrus today. However, the nomencla-

ture of Lamarck (1802) was not adopted by other scientists which is probably due

to his choice of French names that were not understood in other countries. On the

contrary, the classification of Howard (1803) published one year later in England

was a huge success and constitutes the basis of the cloud classification system which

is still used nowadays. Howard (1803) tried to establish a complete classification

scheme suitable for all clouds and chose Latin names for the different cloud types

in order to be understood internationally. He proposed three fundamental classes

of clouds, namely cirrus, stratus and cumulus, from which all other clouds could

be characterized by transition or association. For clouds that precipitate during

observation he introduced the term nimbus.

Over the following years, other researchers proposed additional forms and the

cloud altitude was recognized to be an important classification parameter. Finally,

Hildebrandsson (1887) and Abercromby (1887) merged these propositions and came

up with the classification system of ten cloud genera which was approved by the

International Meteorological Conference held in Munich in 1891 and became the

standard for cloud classification until today. It was published in the first Interna-

tional Cloud Atlas (ICA) in 1896 which contained 28 coloured pictures of clouds to

illustrate the different types and was accompanied by definitions and descriptions in

three languages (French, German and English). Since then, the ICA was updated

several times. With progress in technology and an advanced understanding of the

atmosphere new cloud types have been added. The latest version of the ICA is

web-based and was published recently by the World Meteorological Organization

(WMO, 2017). It provides the following definition of a cloud:

”A cloud is a hydrometeor consisting of minute particles of liquid water or ice,

or of both, suspended in the atmosphere and usually not touching the ground. It may

also include larger particles of liquid water or ice, as well as non-aqueous liquid or

solid particles such as those present in fumes, smoke or dust.” (WMO, 2017)

14



1.1. DEFINITION OF CLOUDS 15

Level Genera Polar region Mid-latitudes Tropics

Low Sc, St 0 - 2 km 0 - 2 km 0 - 2 km

Middle As, Ac 2 - 4 km 2 - 7 km 2 - 8 km

High Ci, Cs, Cc 3 - 8 km 5 - 13 km 6 - 18 km

Large vertical extent Cu, Cb, Ns 0 - 8 km 0 - 13 km 0 - 18 km

Table 1.1: Approximate altitudes of the cloud levels and the cloud genera found within
each level according to the International Cloud Atlas (WMO, 2017).

Every cloud appearing in the atmosphere is unique. However, there are some

characteristic forms which are frequently observed all around the globe. The above-

mentioned classification scheme is entirely based on morphology and groups clouds

into these characteristic forms using the cloud altitude as classification criterion. In

general, there are two different characters of clouds: stratiform and convective. As

proposed by Howard (1803), from the three main types of clouds (namely stratus

and cumulus for the stratiform and convective characters, respectively, as well as

cirrus for high clouds) ten so-called cloud genera are derived which are sorted by

altitude. The troposphere is divided into three levels: low, middle and high. These

levels overlap and their limits depend on the geographical latitude. The approxi-

mate altitudes of each level are summarized in Table 1.1 for different geographical

regions. Figure 1.1 illustrates the ten cloud genera and associates them to the lev-

els in which they occur. In the low level stratus (St) and stratocumulus (Sc) can

be found. Furthermore, the bases of clouds extending into higher levels (cumulus

(Cu), cumulonimbus (Cb) and nimbostratus (Ns)) are located in the low level. The

prefix alto- describes the clouds in the middle level, namely altocumulus (Ac) and

altostratus (As).

In this thesis, we will focus on high level clouds that are generally composed of

ice crystals, although some of them may contain patches of supercooled liquid water

(Lynch et al., 2002). Figure 1.2 illustrates the three genera which can be found in

the upper troposphere. According to the WMO (2017), they are defined as follows:

1. Cirrus (Ci): ”Detached clouds in the form of white, delicate filaments or white

or mostly white patches or narrow bands. These clouds have a fibrous (hair-

like) appearance, or a silky sheen, or both.”

2. Cirrocumulus (Cc): ”Thin, white patch, sheet or layer of cloud without shad-

ing, composed of very small elements in the form of grains, ripples, etc., merged

15



1.1. DEFINITION OF CLOUDS 16

or separate, and more or less regularly arranged; most of the elements have an

apparent width of less than 1 ◦.”

3. Cirrostratus (Cs): ”Transparent, whitish cloud veil of fibrous (hair-like) or

smooth appearance, totally or partly covering the sky, and generally producing

halo phenomena.”

Hence, the genus cirrus can be distinguished from cirrocumulus due to its fi-

brous appearance and from cirrostratus due to its less continuous coverage. Since

cirrus clouds are situated in high altitudes, they are often exposed to wind shear of

horizontal winds leading to complex and unique cloud structures (Platt et al., 1994).

Thus, it should be noted that the above-cited cloud genera are further subdivided

into species and varieties to cover the large variability of cloud shapes and habits in

the atmosphere. The most common type of cirrus is cirrus fibratus which describes

”nearly straight or more or less irregularly curved white filaments, which are always

fine and do not terminate in hooks or tufts” (WMO, 2017). Other species of this

genus are cirrus uncinus, spissatus, floccus and castellanus. The genus cirrocumulus

is subdivided into stratiformis, lenticularis, castellanus and floccus, and the genus

cirrostratus into fibratus and nebulosus. All of these species are described in detail

in the ICA (WMO, 2017) and will not be repeated here for brevity reasons. In the

following, we will focus on the meteorological conditions and dynamical processes

leading to the formation of clouds, especially high level clouds.

16
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Figure 1.1: The ten cloud genera. Low level: stratocumulus (Sc), stratus (St). Middle
level: altocumulus (Ac), altostratus (As). High level: cirrus (Ci), cirrostratus (Cs), cir-
rocumulus (Cc). Large vertical extent: cumulus (Cu), cumulonimbus (Cb), nimbostratus
(Ns). Source: https://cloudatlas.wmo.int/clouds-definitions.html.
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(a) Cirrus (Ci) (b) Cirrocumulus (Cc)

(c) Cirrostratus (Cs)

Figure 1.2: The three genera of high level clouds. Source: https://cloudatlas.wmo.

int/principles-of-cloud-classification-genera.html.
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1.2. FORMATION OF CIRRUS CLOUDS 19

1.2 Formation of Cirrus Clouds

In general, clouds can form in every air mass that becomes supersaturated and con-

tains aerosol particles serving as cloud condensation nuclei (CCN) or ice nuclei (IN).

Supersaturation means that the relative humidity exceeds 100 % and is reached when

air is cooled by different atmospheric lifting mechanisms, for example convergence

lifting, frontal lifting or orographic lifting. The lifted air contains water vapour and

if it is cooled below the dew point, condensation or sublimation processes start on

the CCN or IN, respectively. During condensation or sublimation, latent heat energy

is released which increases the vertical motion, especially in convective clouds.

Once a droplet or ice crystal is formed, it can be modified by several differ-

ent microphysical processes. For example, the droplet or ice crystal may continue

growing by further condensation or sublimation. Another growth process for water

droplets is the so-called coalescence which describes the fusion of colliding droplets.

Similarly, collisions of ice crystals can lead to their aggregation. Other processes

may provoke the break up of large droplets or crystals. Furthermore, the phase

of water may change during the development process of the cloud between liquid

water, water vapour and ice. Freezing, however, is complex and there are several

different freezing mechanisms occurring in clouds which will be presented in the

first paragraph of this section. Subsequently, different atmospheric conditions and

processes leading to the formation of cirrus are described.

1.2.1 Freezing Processes in the Atmosphere

In the atmosphere, water droplets do not freeze instantaneously at a temperature of

0 ◦C. Supercooled liquid water exists down to a temperature as low as -38 ◦C (Prup-

pacher and Klett, 1997). Between 0 ◦C and -38 ◦C freezing processes are triggered

by so-called ice nuclei (IN) which are aerosol particles facilitating the ice nucleation

(heterogeneous freezing). For homogeneous freezing a temperature below -38 ◦C and

a high supersaturation with respect to ice are required. Both types of freezing are

introduced in the following.

Homogeneous freezing means that either pure water droplets or entirely dissolved

solution droplets freeze spontaneously. This requires large saturation ratios with re-

spect to ice of 1.4 to 1.7 and temperatures below -38 ◦C (Tabazadeh et al., 2000;

Koop et al., 2000; Kärcher and Lohmann, 2002b). The first to describe the theory of
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1.2. FORMATION OF CIRRUS CLOUDS 20

homogeneous ice nucleation of supercooled liquid droplets in a coherent manner was

McDonald (1953) who applied classical homogeneous nucleation theory for water

droplets to the nucleation of ice in supercooled liquid water. From the molecular

point of view the process of homogeneous ice nucleation can be described as follows:

Due to the Brownian motion, the water molecules constantly change their position

towards each other. As a result of random collisions, clusters of water molecules

may form which have a similar structure as ice. These clusters are unstable and

vanish as fast as they appear. However, sometimes they grow to a critical mini-

mum size and form a stable ice embryo that acts as an ice nucleus. Subsequently,

other water molecules within the droplet attach themselves to the nucleus and the

droplet freezes. The formation of ice embryos starts at temperatures just below the

freezing point, but at these temperatures the Brownian motion is large enough to

weaken their structure. At lower temperatures, the thermal motion is reduced and

thus bigger ice embryos may form more easily. Homogeneous freezing is therefore a

stochastic process that becomes more likely with decreasing temperature. Since cir-

rus clouds form in the upper troposphere at low temperatures, homogeneous freezing

is an important process during their formation (e.g. Pruppacher, 1995; Kärcher and

Lohmann, 2002a).

However, heterogeneous ice nucleation at temperatures above -38 ◦C may also

play an important role in the formation of certain cirrus clouds (Lynch et al., 2002).

Heterogeneous freezing mechanisms require aerosol particles who act as IN. In con-

trast to CCN, IN are usually insoluble or only partially soluble aerosol particles

(DeMott et al., 1997). The ability of a particle to act as an IN depends on its chem-

ical composition and size. Suitable IN are for example mineral dust and fly ash or

metallic particles which means both natural as well as anthropogenic (industrial or

combustion) particles (DeMott et al., 2003).

There are at least four different heterogeneous ice nucleation mechanisms (Lynch

et al., 2002). The direct deposition of water vapour on the surface of an IN is known

as deposition freezing. This process requires supersaturation with respect to ice but

not with respect to water. Suitable IN for deposition freezing are large particles

with a hexagonal structure similar to the crystalline structure of ice.

Contact freezing describes the process when a supercooled droplet collides with

an IN and the collision triggers freezing. Hence, this process depends on the collision

rate between the supercooled droplets and the IN which in turn depends on the size
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Figure 1.3: Freezing processes depending on temperature (T ) and supersaturation with
respect to ice (Si) (Hoose and Möhler, 2012).

of the droplets and the aerosol particles. Contact freezing is an important process

for the formation of ice in mixed-phase clouds.

Condensation freezing means that the aerosol particle first acts as CCN for a

supercooled droplet. The water vapour condenses at the surface of the CCN at

temperatures below 0 ◦C. Subsequently, the aerosol particle acts as IN and triggers

freezing.

The fourth mechanism is denoted as immersion freezing. This process is similar

to condensation freezing since the aerosol particle firstly acts as CCN and secondly

as IN, but in contrast to condensation freezing, the aerosol particle is incorporated

into the droplet at temperatures above 0 ◦C. When the temperature falls below 0 ◦C

the aerosol particle becomes an IN and activates freezing.

Figure 1.3 borrowed from Hoose and Möhler (2012) summarizes the ice forma-

tion processes depending on temperature (T ) and supersaturation with respect to

ice (Si) which are the determining factors for ice nucleation. Above the dashed line

at Si = 1, the environment is supersaturated with respect to ice. The solid diago-

nal line represents saturation with respect to water which means that supercooled

water is in equilibrium with the vapour phase along this line. All freezing processes
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involving supercooled water droplets are arranged along that line. The heteroge-

neous freezing processes occur at warmer temperatures and lower supersaturation

with respect to ice than homogeneous freezing. From warm to cold, firstly contact

freezing takes place, followed by immersion and condensation freezing and finally

homogeneous freezing of cloud droplets. For deposition freezing no supersaturation

with respect to water is required because the water vapour deposits directly on the

IN. This happens at temperatures lower than -30 ◦C. Similarly, for homogeneous

and immersion freezing of solution droplets between -40 ◦C and -60 ◦C no supersat-

uration with respect to water is required. The following paragraph will focus on the

meteorological conditions leading to the different ice nucleation processes described

above and to the formation of cirrus clouds.

1.2.2 Meteorological Conditions and Dynamical Processes

for the Formation of Cirrus

As mentioned above, the formation of clouds in the atmosphere is related to lifting

processes of air masses. This is also true for cirrus clouds which are often of con-

vective nature (Platt et al., 1994). One can think of several different meteorological

conditions leading to the lifting of air masses in the atmosphere. The governing

parameters for the generation of cirrus clouds are the ambient temperature, the

strength of the updraught velocity and the characteristics of the available IN (Lynch

et al., 2002). The most important natural cause for cirrus in the mid-latitudes are

synoptic-scale disturbances, e.g. weather fronts or perturbations related to the jet

stream, which are generally characterized by relatively weak updraughts. Other gen-

eration mechanisms are determined by larger updraught velocities, for example due

to orographic lifting or in the case of anvil cirrus originating from a thunderstorm

cloud (Cb). Special cases of cirrus clouds are tropical tropopause layer (TTL) cirrus

as well as contrail cirrus initiated by aircraft emissions. In the following, we will

have a closer look at the different cirrus generating processes and conditions.

Synoptic Cirrus

The term synoptic cirrus comprises the usual varieties of cirrus clouds formed in

situ in the upper troposphere due to weather perturbations. These perturbations

are often related to the jet stream or weather fronts (e.g. Liou, 1986; Lynch et al.,

2002). Since the temperature is very low and the aerosol concentration (and hence
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the number of potential IN) is rather small in the upper troposphere, the most

important freezing mechanism in synoptic cirrus is the homogeneous nucleation of

water droplets or aerosol solution droplets. Compared to pure water, liquid aerosol

droplets reduce the necessary saturation ratio and thereby accelerate the freezing

process (DeMott et al., 1997; Chen et al., 2000; Koop et al., 2000; Hoose and Möhler,

2012).

A typical generation process of cirrus occurs at warm fronts when a warm air

mass is moving against a colder air mass. Since warm air is less dense and hence

lighter than cold air, the warm air mass is unable to displace the colder air mass

and is forced upward. This lifting process leads to the formation of clouds, typically

starting with cirrus and cirrostratus which are formed in the warm air situated high

above the cold air well ahead of the warm front. As the front approaches, the clouds

evolve into lower and more dense altostratus and finally nimbostratus which likely

precipitate. Warm fronts are characterized by a rather slow movement since it is

difficult for the warm air to move against the colder and more dense air. The lifting

is rather slow (in the order of cm s−1) leading to a large coverage and a longer lifetime

of the cloud (Krämer et al., 2016). Model studies suggest that cirrus formed under

such low vertical velocity conditions are characterized by a small IWC and a small

ice crystal number concentration (Heymsfield and Miloshevich, 1993; Krämer et al.,

2016).

In case of a cold front, the cold air mass is able to quickly lift up the warmer

and less dense air mass leading to larger updraught velocities and stronger convec-

tion. Cold fronts move much faster in comparison to warm fronts and can produce

dramatic weather changes. The cloud evolution starts with cumulus that may grow

into cumulonimbus. Cirrus do not necessarily form in connection with cold fronts

but may remain as residua of the convective clouds after the front has passed and

the lower portion of the cloud has dispersed.

Strong winds in the upper troposphere, the so-called jet streams, also influence

the generation of cirrus clouds. A typical cirriform cloud type generated in the

environment of a jet stream is cirrus uncinus. The Latin word uncinus means

”hooked”, so these cirrus appear as white, comma shaped structures terminating

at the top in a hook (WMO, 2017). Heymsfield (1975a,b,c) studied this type of

cloud in a series of papers and found that the formation and dynamics of cirrus

uncinus are strongly influenced by vertical wind shear occurring in the vicinity of

jet streams. As indicated in the schematic model in Fig. 1.4, one can distinguish

23



1.2. FORMATION OF CIRRUS CLOUDS 24

Figure 1.4: Conceptual model of the cirrus uncinus cloud after Heymsfield (1975b).

two parts of the cloud: the head and the trail. The head is situated in a region of

strong wind shear and is divided into two parts which are clearly separated by a zone

with a minimum crystal concentration (”hole”). The particles are generated near

the base of the head in the updraught zone characterized by larger vertical velocities

compared to the warm front cirrus (in the order of m s−1). The ice crystals continue

growing until they fall out of the head region of the cloud on the downdraught side

(Heymsfield, 1975a). In the trail, the crystal size decreases due to evaporation which

may destabilize regions of the atmosphere below the original cloud generating layer

leading to an additional cirrus development (Lynch et al., 2002).

Anvil Cirrus

Anvil cirrus originate from deep convective clouds. Thus, their formation process is

characterized by large updraught speeds (in the order of m s−1) which means that

the conditions for homogeneous freezing (large supersaturation and low tempera-

tures) are attained readily. Hence, the homogeneous freezing of cloud droplets is an

important nucleation mechanism of ice in convective clouds which will convert all

remaining water to ice when the temperature falls below -38 ◦C (e.g. DeMott et al.,

1997). However, before the homogeneous freezing conditions are fulfilled, heteroge-
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neous nucleation may also play an important role since boundary layer aerosols are

lifted together with the air mass and as a consequence the concentration of avail-

able IN is higher than in the upper troposphere where synoptic cirrus clouds are

formed in situ. This means the properties of anvil cirrus are likely to be different

from the properties of synoptic cirrus because the freezing mechanisms as well as

the concentration and nature of available IN are different.

Orographic Cirrus

Terrain-induced orographic lifting is also characterized by strong updraughts of 0.5

to 10 m s−1 (DeMott et al., 1997) which leads to favourable conditions for homo-

geneous freezing (Heymsfield and Miloshevich, 1993). Since these conditions are

achieved quickly due to the fast updraught, an outburst of homogeneous nucleated

ice crystals appears which results in a large number of particles that remain rather

small because the available water vapour is distributed equally on many particles

(Krämer et al., 2016). As a consequence, the observed IWC of cirrus formed under

these conditions is rather large. Furthermore, they are generally characterized by

a short lifetime and small scale. However, mountain wave cirrus can be observed

over longer periods because the cirrus is continuously formed in a standing wave

(Heymsfield and Miloshevich, 1993; Krämer et al., 2016).

TTL Cirrus

Tropical tropopause layer (TTL) cirrus are a special case of cirrus clouds. The

temperature in the TTL is very low and TTL cirrus form under uniquely cold con-

ditions (about -70 ◦C to -90 ◦C) in high altitudes (15 km to 20 km) (Lynch et al.,

2002). The TTL is characterized by a very slow large-scale ascent in the order of

0.01 m s−1 (Krämer et al., 2016). The majority of cirrus formed under these condi-

tions is characterized by very low ice crystal number concentrations in combination

with a high supersaturation with respect to ice (Krämer et al., 2009; Jensen et al.,

2013). The moisture is supplied by the deep convection in the tropics.

Recent model simulations by Spichtinger and Krämer (2013) and Dinh et al.

(2016) suggest that the small number concentrations are due to homogeneous freez-

ing in very slow large-scale updraughts superposed by short high-frequency gravity

waves caused by convection. Due to the shortness of the waves, the updraught is

reversed quickly and the ice nucleation process is stopped when only a few ice crys-
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tals have been formed resulting in a low IWC. However, TTL cirrus are a current

research item and have not been fully understood yet.

Contrail Cirrus

There is a broad consensus that the modern air traffic influences the formation

of clouds in the upper troposphere. Boucher (1999) showed that the cirrus cloud

coverage increased in the main flight corridors of the air-traffic between the years

1982 and 1991. Contrail cirrus are initiated by the emissions of aeroplanes and

hence of anthropogenic origin. The jet engines introduce moisture and particles in

the surrounding atmosphere which are likely sulphur-based haze particles that freeze

homogeneously during the mixing process with the surrounding air (Lynch et al.,

2002). This leads to a high concentration of small ice crystals for a short time period.

Subsequently, the ice crystals may either sublimate quickly if the surrounding air is

rather dry or develop into a cirrostratus cloud due to contrail-spreading processes

under favourable ambient conditions. In the second case, the cloud layer will look

more and more like a natural cirrus cloud and may finally be hard to distinguish

from a natural cirrus. The microphysical properties of contrail cirrus probably differ

from those of natural cirrus and are not well-known nowadays. They constitute a

current research question.
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1.3 Properties of Cirrus Clouds

In the previous section, the formation of different cirrus types has been described.

The aim of this section is to introduce quantities that can be used to describe

their characteristics. For this purpose, definitions of the microphysical, optical and

radiative properties of cirrus clouds are provided which will be relevant in this thesis.

Thus, it should not be understood as a complete description of all conceivable cloud

properties and it should be noted that most of the definitions given in this section

can be generalized for all cloud types. Furthermore, the differentiation into the

three subgroups microphysical, optical and radiative properties was performed for

structuring purposes rather than an actual classification since all of the properties

described below are strongly related.

In a first step, we will focus on the microphysical properties which comprise the

morphological characteristics of the ice crystals composing the cloud as well as their

size distribution and the microphysical parameters integrated over the size distribu-

tion. Secondly, the optical properties describing the single scattering characteristics

of the cloud particles are defined which will be of significant importance for the

methodology proposed in Chapter 3 of this thesis. Finally, the radiative properties

are introduced which describe the interactions of the cloud as a whole with atmo-

spheric radiation, e.g. the absorption, scattering and reflection of radiation by the

cloud. Hence, the radiative properties are the most important properties from a

climatic point of view. However, they strongly depend on the microphysical and the

single scattering properties.

1.3.1 Microphysical Properties

From the microphysical point of view, the particles inside a cloud are characterized

by their shape and size. A very important parameter to describe the microphysics

of a cloud is the particle size distribution. Further microphysical properties are

integrated over this size distribution, e.g. the particle number concentration, the

ice water content (or liquid water content in the case of a liquid cloud) and the

effective diameter (or radius). Before these parameters will be defined, the different

ice crystal shapes which can be observed in cirrus clouds are summarized.

The shapes and sizes of ice crystals occurring in the atmosphere are strongly

variable. Due to the molecular structure of ice, the underlying form of the crystals
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is hexagonal. Frequently observed particle shapes include columns, plates, dendrites,

bullet-rosettes and aggregates thereof.

Weickmann (1945, 1949) was the first to perform in situ measurements in cirrus

clouds to investigate ice cloud particles. He reported relationships between tem-

perature, relative humidity and ice crystal shape from data collected in different

cirrus cloud types over Germany. The particle shapes he observed include plates,

hollow and solid prisms as well as bullet-rosettes. He noticed that humidity and

temperature are the governing factors that determine the crystal shape.

Similarly, Heymsfield and Platt (1984) concluded that the ambient temperature

is the most determining factor for ice crystal habits. They reported crystal shapes in

mid-latitude cirrus for the three temperature intervals larger than -40 ◦C, between

-40 ◦C and -50 ◦C, and below -50 ◦C, and distinguished between cirrus clouds formed

in fast updraughts (”convective”) and cirrus clouds formed in slow updraughts (”sta-

ble”). For temperatures above -40 ◦C they found predominantly spatial crystal

shapes, such as bullet-rosettes, and for temperatures below -50 ◦C the predominant

shapes were hollow or solid columns. Between -40 ◦C and -50 ◦C the reported crystal

shapes depend on the nature of the cloud. ”Convective” cirrus were predominantly

composed of spatial crystals, whereas in the ”stable” case hollow columns prevailed.

Close to the cloud top, Heymsfield and Platt (1984) found predominantly hollow

columns and hexagonal plates for all cloud types and temperatures.

Figure 1.5 borrowed from Heymsfield and Iaquinta (2000) shows an example of

a balloon-borne ice crystal replicator measurement during the First International

Satellite Cloud Climatology Project (ISCCP; Schiffer and Rossow (1983)) Regional

Experiment (FIRE; Cox et al. (1987)) Cirrus-II field campaign in 1991 in Coffeyville,

Kansas, (Mace et al., 1995). It illustrates and confirms the findings of Heymsfield

and Platt (1984). The particles near the cloud base at the warmest temperatures

are complex aggregates and spatial forms. With increasing altitude and decreasing

temperature, the particle size decreases. In the upper portion of the cloud, the

prevailing ice crystal shapes are simpler hexagonal columns and plates.

Figure 1.5 underlines not only the large variability of different shapes that may

occur within a single cirrus cloud but also the large range of particle sizes. Accord-

ing to Dowling and Radke (1990), who reviewed a large number of existing studies

up to the date of their paper, the crystal dimension ranges between 1 and 8000µm.

The particle size distribution (PSD), denoted by n(D), is an important microphys-
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Figure 1.5: Example of a balloon-borne measurement of ice particle habits from an
ice crystal replicator. The data was collected on November 25, 1991, during the FIRE
Cirrus-II campaign near Coffeyville, Kansas (Heymsfield and Iaquinta, 2000).
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ical parameter and gives the infinitesimal number of particles dN of a maximum

dimension dD within a considered volume element. Thus, it can be defined by,

n(D) =
dN

dD
, (1.1)

and the total number of particles (Ntot), or particle number concentration, is then

given by,

Ntot =

∫ ∞
0

n(D′) dD′. (1.2)

As discussed above, the shapes of ice crystals are very complex and it is not

straight-forward to quantify the size of a non-spherical particle. A widely used

parameter to represent the size of an ice crystal is the effective diameter, although

it should be noted that different definitions exist in the literature (McFarquhar and

Heymsfield, 1998). The most common definition was suggested by Mitchell (2002)

who used the ratio of the size distribution volume V (D) to the projected area A(D)

of a crystal with maximum dimension D. According to this definition, the effective

diameter is expressed by,

Deff =
3

2

∫∞
0
V (D′)n(D′) dD′∫∞

0
A(D′)n(D′) dD′

. (1.3)

Another important parameter for the microphysical description of cirrus clouds

is the ice water content (IWC) which is the quantity that is retrieved with the

algorithm presented in Chapter 3 of this thesis. It is a direct measure of the mass

of ice in a specified amount of dry air. Hence, its unit is given in kg m−3 (or g m−3).

It is defined by,

IWC = ρice

∫ ∞
0

V (D′)n(D′) dD′, (1.4)

where ρice is the bulk ice density of 0.92 g m−3 (Mitchell, 2002). Integrating the IWC

over the whole cloud layer, leads to the definition of the ice water path (IWP),

IWP =

∫ ztop

zbase

IWC(z′) dz′, (1.5)

where zbase and ztop correspond to the cloud base and top altitudes, respectively.

The IWP is an important parameter in this thesis since the passive thermal infrared

radiances are sensitive to the integrated cloud properties.

Finally, it is noteworthy that the effective diameter and the IWC can be linked

easily by combining Eqs. 1.3 and 1.4 which leads to,

Deff =
3

2

IWC

ρice

∫∞
0
A(D′)n(D′) dD′

. (1.6)
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Furthermore, the effective diameter provides a link between the microphysical and

the radiative properties because the projected area in the denominator is related to

the optical extinction. The optical properties of cirrus clouds are defined in the next

section.

1.3.2 Single Scattering Properties

The bulk single scattering properties of cirrus clouds are of significant importance

in this thesis because they are crucial for the radiative transfer calculations used in

our methodology described in Chapter 3. They are also required in global climate

models to calculate the radiative impact of cirrus (Baran, 2009; Baran et al., 2014b).

It is important to notice that all properties described in this section depend on the

wavelength, although no index indicating this dependency is assigned to the different

properties for reasons of clarity.

The existence of optical phenomena such as the 22 ◦ and 46 ◦ halos proves the

presence of scattering inside ice clouds. Halos generally occur in cirrostratus and

they appear as a ring of light around the sun (cf. Fig. 1.2c for an illustration).

Their presence is due to the hexagonal structure of ice. The 22 ◦ halo is formed

when the incoming sun rays are refracted between faces of hexagonal ice crystals

that are inclined by 60 ◦ towards each other. In case of the 46 ◦ halo, the rays are

refracted from a top face to a side face (or vice versa) of hexagonal crystals where

the faces are inclined by 90 ◦.

To describe the scattering of an incident unpolarized light beam by an ensemble

of ice crystals suspended in the atmosphere, the Stokes vector ~S is a useful quantity

which characterizes the energetic and polarization properties of an electromagnetic

wave. It consists of four components which all carry the unit of an irradiance

(W m−2, cf. Eq. 1.14 for definition), usually expressed by,

~S = (I,Q, U, V )T , (1.7)

where I represents the total irradiance, Q quantifies the irradiance of the parallel

minus the perpendicular component of the linearly polarized electromagnetic wave

(with respect to a reference plane), U is the portion of the irradiance polarized

linearly with respect to a plane tilted by 45 ◦ with respect to the reference plane,

and V represents the circularly or elliptically polarized irradiance.

In case of sunlight being scattered by atmospheric ice crystals, the Stokes vec-

tor of the incident light (Iinc, Qinc, Uinc, Vinc)
T is related to the Stokes vector of the
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scattered light (Isca, Qsca, Usca, Vsca)T by the so-called phase matrix which is a 4 x 4

matrix defined for each scattering angle Θ by (van de Hulst, 1957),
Isca

Qsca

Usca

Vsca

 =
Csca

4πr2


P11 P12 0 0

P21 P22 0 0

0 0 P33 P34

0 0 P43 P44



Iinc

Qinc

Uinc

Vinc

 , (1.8)

where Csca is the scattering cross section and r the distance between the scattering

ice crystal and the observer. The phase matrix presented in Eq. 1.8 corresponds

to the special case where the ice crystals in the cloud are randomly oriented. In

this case, it only depends on the scattering angle Θ which is the angle between the

incident and the refracted rays.

The only element of the phase matrix relevant for this thesis is P11. For an

unpolarized incident light beam (which is the case for sunlight), P11 is proportional

to the scattered light and is called the scattering phase function (Baran, 2007; Baran

and Labonnote, 2007). It is normalized by,

1

2

∫ 1

−1

P11(Θ) d(cos Θ) = 1, (1.9)

and strongly depends on the shape and size of the ice crystals. Figure 1.6 shows ex-

amples of phase functions for different ice crystal shapes at a wavelength of 0.87µm.

For ice crystals with a hexagonal shape, the two peaks at 22 ◦ and 46 ◦ correspond-

ing to the halos can clearly be identified. Furthermore, these crystal shapes lead

to an enhanced scattering in backward direction for scattering angles between 175 ◦

and 180 ◦. However, atmospheric ice crystals are not always of the perfect idealized

shapes presented in Fig. 1.6. They might be distorted, their surfaces might be

roughened, and/or they might contain inclusions of air bubbles or aerosols (Baran,

2007). All these processes lead to the removal or reduction of the optical features of

the phase function which means the halos at 22 ◦ and 46 ◦ as well as the backscatter-

ing peak (e.g. Macke et al., 1996; Yang and Liou, 1998; C.-Labonnote et al., 2001).

The phase function, especially in the exact backscattering direction, is a crucial pa-

rameter in our methodology and for visible wavelengths its value varies significantly

for the different ice crystal models shown in Fig. 1.6 (between about 0.08 and 4.0

for the phase functions at 0.87µm illustrated in the figure). This backscattering

peak of the phase function will be discussed in more detail in Chapter 3 where the

microphysical model used in our algorithms will be described.
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Figure 1.6: Example of scattering phase functions for different particle shapes at a
wavelength of 0.87µm. Ice crystal models: polycrystal (full line), hexagonal ice column
(dotted line), hexagonal plate (dashed line), six-branched bullet-rosette (dot-dashed line)
and hexagonal ice aggregate (double-dot dashed line). ”VPP” stands for an experimen-
tally determined phase function (full line with filled circles). The according asymmetry
parameter g is reported in the legend (Baran, 2009).

The asymmetry parameter g reported in Fig. 1.6 is defined as the average cosine

of the scattering angle (Baran, 2007),

g = 〈cos Θ〉 =
1

2

∫ 1

−1

cos ΘP11(Θ) d(cos Θ). (1.10)

It describes the portions of the incident radiation which are scattered in forward

and backward direction by one single value between -1 and 1. A value of -1 means

that all incident light is scattered in the backward direction, and a value of 1 means

that all incident light is scattered in the forward direction. If g is equal to zero,

the incident light is scattered equally in the forward and backward hemispheres.

Since the scattering phase function P11 strongly depends on the crystal shape and

size, the asymmetry parameter also depends on these two properties. Values of g

at a wavelength of 0.55µm reported in the literature for different ice crystal models

range between 0.74 for the polycrystal (Macke et al., 1996) and an interval of 0.77

to 0.86 for solid hexagonal columns (Takano and Liou, 1989). Measurements of g

for atmospheric ice crystals that can be found in the literature suggest a value of

around 0.74± 0.02 (Baran, 2007).
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Further important single scattering properties are the volume (or bulk) extinction

and scattering coefficients, σext and σsca, respectively. They are defined as follows,

σext =

∫
Qext(~q) 〈S(~q)〉n(~q) d~q,

σsca =

∫
Qsca(~q) 〈S(~q)〉n(~q) d~q, (1.11)

where Qext(~q) and Qsca(~q) are the extinction and scattering efficiency factors, re-

spectively, defined as the ratio of the extinction (scattering) cross section to the

projected area of the ice crystal. 〈S(~q)〉 represents the orientation-averaged pro-

jected area and n(~q) the PSD. The vector ~q indicates the different particle shapes

and sizes in the PSD and all parameters in Eqs. 1.11 are expressed as functions of

~q. To obtain the bulk coefficients, Eqs. 1.11 are integrated over the q domain.

Finally, the single scattering albedo, $0, is given by,

$0 =
σsca

σext

, (1.12)

which takes values between zero and unity. A value of zero means that the extinction

is solely due to absorption, a value of unity means that the extinction is solely due

to scattering.

1.3.3 Radiative Properties

The radiative properties of cirrus clouds which are important for this thesis are on the

one hand the emissivity in the thermal infrared at the wavelengths of the radiometer,

and on the other hand the optical thickness at the visible lidar wavelength. Before

defining these two quantities, it might be useful to start with the definitions of some

relevant quantities describing atmospheric radiation.

The fundamental radiant quantity is the radiant energy Erad, expressed in units

of Joules, which can be measured based on first principles. From the radiant energy

the other radiative variables are derived subsequently. The radiant energy flux Φ (or

radiant power), in units of Watts, is defined as the variation of the radiant energy,

dErad, in a given time interval, dt,

Φ =
dErad

dt
. (1.13)

Considering the radiant energy flux received or emitted by a surface, leads to the

definition of the radiant energy flux density, which may also be called irradiance, I,
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in units of W m−2. I is a measure of the total radiant energy in a given time interval

per differential area element, d2A,

I =
d3Erad

dt d2A
=

d2Φ

d2A
. (1.14)

The radiant energy in a given time interval per differential area element and per

solid angle, d2Ω, defines the so-called radiance L in units of W m−2 sr−1,

L =
d5Erad

dt d2A d2Ω
=

d4Φ

d2A d2Ω
. (1.15)

For the rest of this thesis, the radiance defined after Eq. 1.15 will be used to

represent atmospheric radiation since it is the quantity obtained from the thermal

infrared radiometer measurements.

In general, any object of a temperature T emits radiation at any wavelength λ.

The basic law that describes this radiation is Planck’s law,

Bλ(T ) =
2hc2

λ5
· 1

exp( hc
λkT

)− 1
, (1.16)

where h is Planck’s constant (6.63 · 10−34 J s), k is Boltzmann’s constant (1.38 · 10−23

J K−1) and c is the speed of electromagnetic radiation in vacuum (2.998 · 108 m s−1).

Bλ(T ) in Eq. 1.16 represents the spectral radiance in units of W m−2 µm−1 sr−1 (if

the wavelength is given in µm) that a perfect emitter, a so-called blackbody, would

emit according to its temperature. Such perfect emitters do not exist in reality and

real objects deviate from this ideal behaviour. The emissivity ελ describes the degree

of deviation of the radiance emitted by the real object from the radiance emitted

by a blackbody at a given temperature and wavelength. Hence, this monochromatic

emissivity can be defined as the ratio of the spectral radiance that is actually emitted

by a real object to the spectral radiance a blackbody would emit at temperature T ,

ελ =
Lλ(T )

Bλ(T )
. (1.17)

On its way through the atmosphere, radiation is modified by several different

processes. One commonly observed phenomenon is the attenuation of radiation due

to scattering and absorption processes when passing through an aerosol or cloud

layer. The Bouguer-Lambert-Beer law describes the extinction of the spectral radi-

ance Lλ along a path of length s through an atmospheric layer, e.g. a cloud, without

taking multiple interactions such as emission and multiple scattering processes into
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account. The variation of the spectral radiance when passing through the layer may

be expressed by,

dLλ = −σext,λ(s) · Lλ ds, (1.18)

where σext,λ(s) is the volume extinction coefficient in units of m−1. Equation 1.18

provides the differential form of the Bouguer-Lambert-Beer law. Integration of this

equation shows an exponential decrease of the initial spectral radiance Lλ,0 at s = 0

after the path ds,

Lλ(s) = Lλ,0 · exp

(
−
∫ s

0

σext,λ(s
′) ds′

)
. (1.19)

In the case of attenuation due to a cloud layer, the boundaries of the integral would

be the cloud base and top altitudes (zbase and ztop, respectively). The extinction

optical thickness, τext,λ, of the cloud layer is then defined as,

τext,λ =

∫ ztop

zbase

σext,λ(z) dz. (1.20)

Thus, the extinction optical thickness is a dimensionless measure of transparency

of an atmospheric layer, e.g. a cirrus cloud. It describes the total attenuation due

to scattering and absorption. However, it is possible to define a scattering optical

thickness, τsca,λ, and an absorption optical thickness, τabs,λ, in the same manner. In

the first case, only the attenuation due to scattering processes is taken into account

and σext,λ in Eqs. 1.18 to 1.20 is replaced by the volume scattering coefficient σsca,λ.

Similarly, in the second case only attenuation due to absorption is regarded and

the volume absorption coefficient σabs,λ is used. Hence, the volume coefficients are

related via,

σext,λ = σsca,λ + σabs,λ. (1.21)

To get an idea about which ranges of extinction optical thickness in the visible

wavelength region are relevant for cirrus clouds, the work of Sassen and Cho (1992)

can be used as a reference. Sassen and Cho (1992) classified cirrus clouds based on

the optical thickness obtained from lidar measurements of the FIRE Extended Time

Observations (ETO) cirrus research program at the University of Utah Facility for

Atmospheric Remote Sensing (FARS), and associated observations to the different

optical thickness intervals. Their results are summarized in Table 1.2. The minimum

optical thickness that can be detected by the human eye is approximately 0.03.

Cirrus with an optical thickness less than 0.03 are classified as subvisual. Even

though they are invisible to the human eye, they can be detected with a lidar and
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Category of cirrus Optical thickness interval Observations

subvisual < 0.03 invisible

thin 0.03 - 0.3 translucent, appear bluish

opaque 0.3 - 3.0 appear white

> 3.0 complete attenuation lidar

Table 1.2: Classification of cirrus clouds based on the optical thickness after Sassen and
Cho (1992).

it has been shown that especially subvisual cirrus in the TTL have an important

influence on the radiative budget of the Earth (e.g. McFarquhar et al., 2000; Davis

et al., 2010). Semi-transparent cirrus with an optical thickness between 0.03 and

0.3 are characterized by their ability to let light pass through and they appear in

bluish colours. In contrast, cirrus with an optical thickness between 0.3 and 3.0

are opaque and appear white. When the optical thickness exceeds 3.0, the lidar

signal is completely attenuated. Such a large optical thickness is rare for cirrus and

corresponds in general to the range where cirrostratus develops into altostratus.
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1.4 Impact of Cirrus Clouds on the Climate

In the previous section, the properties of cirrus clouds have been described from

a microphysical point of view and important optical and radiative properties have

been defined. To estimate the impact of cirrus on the radiative budget of the Earth,

the global distribution of these properties has to be investigated. The first paragraph

of this section aims to provide an overview of the characteristics of cirrus clouds on

a global scale before the state-of-the-art concerning the radiative impact of cirrus

clouds is discussed.

1.4.1 Climatology

Cirrus clouds occur all around the globe and in all seasons. Recent estimates sug-

gest a global cirrus occurrence frequency of about 40 % with a higher frequency of

about 60 % in the tropics (Stubenrauch et al., 2017). Their global character has

been studied from various types of observations including in situ measurements as

well as ground-based and satellite remote sensing with passive and active sensors

at wavelengths covering a large portion of the electromagnetic spectrum. To get

a global picture of the characteristics of cirrus, all available sources of information

should be combined. In particular, when regarding ground-based or airborne mea-

surements, it is important to be aware that observations at a specific locality and

time do not account for regional variabilities (Sassen and Campbell, 2001). To ob-

tain global coverage, satellite data is required. Ever since the importance of cirrus

clouds for the global climate system has been recognized starting in the 1970s (e.g.

Cox, 1971; Liou, 1974, 1986), several studies following an approach of combining dif-

ferent sources of information to obtain a cirrus climatology have been published. In

the following, a brief summary of the results is presented in order to get an overview

of the global distribution of the cirrus properties that will be studied in this thesis.

A first review of early studies dating from the above-mentioned epoch was pro-

vided by Dowling and Radke (1990). They developed a set of typical characteristics

of cirrus clouds including macro- and microphysical properties. The investigated

variables are the cloud altitude, geometrical thickness, particle number concentra-

tion, IWC and crystal dimension. The typical values and observed ranges for these

parameters are summarized in Table 1.3.
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Property Typical value Observed range

Geometrical thickness (in km) 1.5 0.1 - 8

Cloud centre altitude (in km) 9 4 - 20

Crystal number concentration (in L−1) 30 10−4 - 104

IWC (in g m−3) 0.025 10−4 - 1.2

Crystal dimension (in µm) 250 1 - 8000

Table 1.3: Typical values and observed ranges of cirrus cloud properties, adapted from
Dowling and Radke (1990).

The series of papers by Sassen and Campbell (2001); Sassen and Benson (2001);

Sassen and Comstock (2001) provides a mid-latitude cirrus climatology from a long-

term data record (10 years) from the FARS measurement site at the University of

Utah which is equipped with a wide range of different active and passive remote

sensing instruments (Sassen and Campbell, 2001). The cloud altitude and geo-

metrical thickness averaged over 10 years reported by Sassen and Campbell (2001)

compare well to the results of Dowling and Radke (1990). The annual averages of

the cloud base and top altitudes were quantified to 8.79 km and 11.2 km, respec-

tively, and the annual average of the geometrical thickness to 1.81 km. Additionally,

Sassen and Campbell (2001) reported the annual averages of the temperatures at

the cloud base and top (-34.4 ◦C and -53.9 ◦C, respectively) as well as pressure, wind

speed and wind direction. Furthermore, they presented seasonal averages of all in-

vestigated parameters and explained seasonal variations by analysing the synoptic

conditions throughout the year. Sassen and Comstock (2001) added radiative prop-

erties obtained from the LIRAD method introduced by Platt (1973, 1979) to this

climatology, although their study only comprises seven years of data and excludes

all clouds of an optical thickness less than 0.05 due to restrictions arising from the

infrared radiometer measurements. The LIRAD method allows to obtain, amongst

other parameters, the optical thickness at the visible lidar wavelength as well as the

infrared emissivity. The mean value for the visible optical thickness over their entire

cirrus sample is 0.75± 0.91 and the retrieved values range from about 0.003 to 3.0.

About 30 % of the cirrus clouds were classified as thin (semi-transparent) having an

optical thickness less than 0.3. The mean of the infrared emissivity is 0.30± 0.22

and the emissivities range from 0 to 0.85.

The series of ground-based studies by Sassen and Campbell (2001); Sassen and

Benson (2001); Sassen and Comstock (2001) provides an extensive set of reference
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Figure 1.7: Global distribution of occurrence frequency of cirrus clouds identified from
CloudSat/CALIPSO, averaged over one year (Sassen et al., 2008). They defined cirrus
clouds by having a visible optical thickness smaller than 3 - 4 and a cloud top temperature
less than -40 ◦C.

properties for mid-latitude cirrus. However, it is restricted to a certain locality and

might be biased by the local meteorological and geographical characteristics of the

measurement site. Recent advances in satellite remote sensing, in particular the CPR

aboard CloudSat (Stephens et al., 2008) and the CALIOP lidar aboard CALIPSO

(Winker et al., 2003, 2009, 2010), have given access to high quality measurements of

the global distribution of cirrus clouds. Sassen et al. (2008) analysed the first year of

data collected from June 2006 to June 2007. Figure 1.7 shows the global distribution

of the yearly averaged frequency of cirrus cloud occurrence and Fig. 1.8 shows

the latitudinal distribution of cirrus cloud heights for the same one-year period.

The maximum occurrence of cirrus clouds is found in the tropics (about ± 15 ◦

latitude) at high altitudes. These observations can be explained by the presence of

anvil cirrus originating from the deep convection in the tropics. The cirrus cloud

occurrence frequency is particularly high over the west-central Pacific Ocean warm

pool, Indonesia, and the continental equatorial western Africa and South America.

The northern and southern mid-latitude storm tracks are also associated with a

significant cirrus cloud coverage, although the amount is much smaller than in the

tropics and the cloud heights are lower. Minima of cirrus cloud coverage are found

in the polar regions as well as in the sub-tropics around ± 30 ◦ latitude where the

air is generally descending on a large scale due to the Hadley circulation.
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Figure 1.8: Latitudinal distribution of cirrus cloud heights from CloudSat/CALIPSO,
averaged over one year. The black line represents the mean tropopause heights averaged
over the same one-year period (Sassen et al., 2008).

(a) Cirrus base and top heights (b) Cirrus base and top temperatures

Figure 1.9: Latitudinal dependence of the average cirrus base and top heights as well as
temperatures (Sassen et al., 2008).
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Figure 1.9 shows the latitudinal dependence of the one-year average of cirrus

base and top altitudes as well as the cloud base and top temperatures. As indicated

in Fig. 1.8, the mean base and top altitudes are much higher in the tropics than

in the mid-latitudes. Consequently, the mean temperatures for tropical cirrus are

significantly lower leading to the conclusion that the microphysical properties of

tropical and mid-latitudinal cirrus are probably very different because they strongly

depend on the temperature. In the mid-latitudes at about 40 ◦N (approximate

geographical latitude of the FARS measurement site (Sassen and Campbell, 2001)),

the mean altitudes of the cirrus base and top in Fig. 1.9 are approximately 9 km

and 11 km, respectively, which is comparable with the altitudes observed by Sassen

and Campbell (2001). The zonal average temperature at the base and top, however,

seems to be colder (less than -40 ◦C at the cloud base and less than -55 ◦C at the

cloud top) compared to the values observed at the FARS measurement site by Sassen

and Campbell (2001).

The temperature of the cirrus cloud is a crucial parameter when estimating the

radiative impact of the cloud. In terms of radiative properties, the visible cloud

optical thickness and the emissivity are the fundamental properties to describe the

interactions of the cloud with atmospheric radiation. The aim of the following

paragraph is to provide an overview of our knowledge about the important but

complex impact of cirrus clouds on the radiation budget of our planet.

1.4.2 Radiative Impact

As mentioned above, the radiative impact of clouds is governed on the one hand

by macrophysical properties such as coverage, lifetime, altitude and temperature,

and on the other hand by microphysical properties that determine the optical and

radiative characteristics of the cloud.

Figure 1.10 illustrates the global radiation budget and shows the two effects

related to clouds: their albedo effect in the solar wavelength domain (yellow) and

their greenhouse effect in the thermal infrared (pink). The albedo effect describes the

process when the incident solar radiation at the cloud top is reflected back to space

leading to a cooling of the underlying atmosphere and surface since they receive less

solar energy. On the contrary, the greenhouse effect leads to a warming because the

thermal infrared radiation emitted by the Earth’s surface is absorbed by the cloud

and subsequently the cloud re-emits thermal infrared radiation according to its own

colder temperature, partly back to the surface and partly out to space. Thus, less
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Figure 1.10: Global annual mean energy budget of the Earth for the approximate pe-
riod 2000 - 2010. Solar fluxes are indicated in yellow, infrared fluxes in pink (in W m−2)
(Stephens et al., 2012).

energy is leaving the Earth-atmosphere system when clouds are present. The larger

the temperature difference between the surface and the cloud, the more energy is

intercepted due to the greenhouse effect.

The albedo effect strongly depends on the visible optical thickness of the cloud

and the greenhouse effect on the infrared emissivity as well as on the altitude and

temperature of the cloud (Stephens and Webster, 1981). These properties vary

considerably for the different cloud types existing in the atmosphere. Generally, low

clouds are optically thick and hence they reflect a large amount of the incoming solar

radiation and transmit only a small portion. The temperature difference with the

Earth’s surface is rather small leading to a small greenhouse effect. Thus, low clouds

have an overall cooling effect on the planet. On the contrary, high cirrus clouds are

generally optically thin and therefore they transmit a larger portion of the incoming

solar radiation to the underlying atmosphere while only a small part is reflected

back to space. Because of their high altitude, there is a large temperature difference

between the Earth’s surface and the cloud which leads to a significant greenhouse

effect that nevertheless depends on their emissivity as well. Consequently, high

and optically thin cirrus clouds are considered to have a moderate warming effect.

Globally, the cooling effect of the low clouds outweighs the warming effect of high

clouds, so altogether clouds have a cooling effect on the Earth-atmosphere system

(Wielicki et al., 1995).
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However, these considerations are highly generalized and the impact of cirrus

clouds is much more complex. It has been studied since the early 1970s but the

global net radiative effect of cirrus is still not answered definitely nowadays. The

study of Cox (1971) was the first to estimate that tropical cirrus may have a tendency

of warming the Earth’s surface due to a strong greenhouse effect because they are

located in high altitudes where it is very cold while the underlying atmosphere is

warm. Hence, the temperature difference between the cloud and the Earth’s surface

is large which leads to a large greenhouse effect. In contrast, mid-latitude cirrus

are more likely to produce a weaker greenhouse effect due to their lower altitudes

and hence warmer temperatures in combination with a colder atmosphere. Thus,

the albedo effect might be the dominant effect of cirrus in mid-latitudes. However,

theses findings also suggest that the impact of cirrus in the mid-latitudes varies

depending on the season.

The results of Cox (1971) are based solely on observations. Liou (1986) provided

an extensive review of the composition, structure and radiative properties of cirrus

and performed numerical experiments revealing the various influences of this cloud

type. The results underlined the importance of cirrus for the global climate system

and lead to further measurement campaigns and model studies investigating cirrus

clouds. One recent study was presented by Hong et al. (2016) who integrated up-

to-date ice cloud retrievals from the CALIPSO/CloudSat missions in their model

simulations. They estimated a positive global net radiative effect of ice clouds of 5.1

± 3.8 W m−2. However, they also showed that the net radiative effect depends on

the region as illustrated in Fig. 1.11. Their results confirm the early observations

of Cox (1971) because they found a strong positive net radiative effect due to high

and very cold cirrus clouds in the tropics leading to a large greenhouse effect. On

the contrary, in the mid-latitudes, especially over ocean, the greenhouse effect is

smaller due to a smaller temperature difference between the cloud and the Earth’s

surface. In this case, the solar albedo effect prevails and a cooling due to ice clouds

is simulated, in particular for the southern hemisphere.

However, even though several studies have tried to estimate the net radiative ef-

fect of cirrus it is still not well quantified nowadays. This is due to the large variabil-

ity of ice crystal shapes and sizes observed in the atmosphere which makes it difficult

to properly characterize the single scattering properties of cirrus clouds which are

required in global climate models to calculate their radiative impact (Baran et al.,

2014b). Hence, the net radiative effect depends not only on the macrophysical prop-
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Figure 1.11: Global distribution of the net ice cloud radiative effect at top-of-atmosphere
(TOA) (Hong et al., 2016).

erties but also on the microphysical characteristics of the ice crystals. Already 20

years ago, Zhang et al. (1999) showed that the cloud radiative forcing of cirrus clouds

is extremely sensitive to the particle shape and size distribution. They investigated

the solar, infrared and net radiative effects of cirrus clouds for different ice crystal

models including hexagonal columns, polycrystals and ice spheres. Furthermore,

they assumed two different shapes of the PSD, namely single- and bi-modal. Fig-

ure 1.12 shows some of their results indicating the importance of ice crystal shape

and size for the radiative impact. Furthermore, a recent study of Järvinen et al.

(2018) investigated the influence of particle heterogeneities, such as deformations

and surface roughness, on the optical properties of ice crystals and analysed the

consequences for the radiative effect of ice clouds. They showed that an increasing

particle complexity leads to a more important short-wave cooling effect compared

to pristine ice crystals. Thus, an exact knowledge of the microphysical properties of

cirrus is required to estimate their effect on the global climate.

Another open question is related to anthropogenic influences on cirrus cloud

radiative forcing. Zhang et al. (1999) suggested that contrail cirrus with a large

number of small ice particles produce a negative cloud radiative forcing and therefore
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Figure 1.12: Cirrus net, infrared and solar radiative forcing depending on the crystal
mean size, the crystal shape and pattern of size spectrum. Calculations were performed
for an IWC of 0.01 g m−3 and a cloud thickness of 2 km (Zhang et al., 1999).

have a cooling effect on the atmosphere. This contradicts Boucher (1999) who

estimated an additional positive forcing due to contrail cirrus. Furthermore, the

aerosol indirect effect on ice clouds is still very uncertain. According to DeMott

et al. (2010), an increased number of IN in the upper troposphere is likely to reduce

the number of ice crystals. This seems to be irrational at first glance, but can be

explained by the fact that heterogeneous ice nucleation processes do not require

the same high supersaturation and low temperature as homogeneous ice nucleation.

Thus, in the presence of an increased number of IN, the ice formation starts earlier

which favours the sublimation of the remaining water vapour on the heterogeneously

formed ice crystals and suppresses homogeneous ice nucleation since the required

large supersaturation can no longer be realized. As a consequence, errors in the

representation of IN in climate models will lead to different predicted microphysical

properties and hence a different cloud radiative forcing. Nowadays, clouds and

particularly the interactions between aerosols and clouds, are still considered to

contribute the largest uncertainty in global climate change estimates (Boucher et al.,

2013).
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To summarize, the general impact of high and optically thin cirrus clouds is a

warming of the atmosphere but there are still many open questions and the global

net radiative effect of cirrus is still not completely understood nowadays.
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This chapter is dedicated to the description of the instrumentation and the data

used in this work to study cirrus cloud properties. In a first step, the measurement

platform in Lille is introduced and its climatological characteristics are presented.

Secondly, the thermal infrared radiometer is described and the measurement

principle and calibration aspects are explained before a short description of the

data collected with this instrument at our measurement site is given.

The third section of this chapter deals with the lidar measurements. A technical

description of the micropulse lidar is provided which is followed by the explanation of

the measurement principle and the lidar equation. Afterwards, the basic information

provided by the lidar measurements, namely the cloud detection and the derivation

of the cloud optical thickness via the transmission method, are presented because

these information will be used in all algorithms described in Chapter 3 of this thesis.

Finally, the ancillary data which is also common in all steps of our methodology is

introduced. This ancillary data comprises the European Centre for Medium-Range

Weather Forecasts (ECMWF) reanalysis data of meteorological parameters as well

as the Optical Properties of Aerosols and Clouds (OPAC) data base which provides

the optical properties of different aerosol types.
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2.1 Measurement Site

The data used in this work is originating from the measurement platform on the roof

top of the laboratory building of the Laboratoire d’Optique Atmosphérique (LOA)

which is located on the campus of the University of Lille in Villeneuve d’Ascq, a

town situated in the Lille metropolitan area. As indicated in Fig. 2.1, it is located

in the North of France in close proximity to the border to Belgium.

The climatological features of our measurement location are presented in Figs.

2.2 and 2.3. Figure 2.2 shows the climate graph for Villeneuve d’Ascq. The average

temperature is 10.1 ◦C and the temperature amplitude over the year is relatively

small. The annual precipitation amounts to 679 mm and is spread almost equally

over all months. Figure 2.3 shows the wind direction distribution (in %) averaged

over the whole year for the weather station at the airport Lille-Lesquin which is

situated in about 5 km direct distance from the university campus. The prevailing

wind direction is west to south-west which is typical for a mid-latitude site at the

west coast of a continent due to the global circulation pattern. The air masses

transported by these winds are relatively warm and humid since they are originating

over the ocean. This results in a temperate oceanic climate with cool summers and

cool winters. Thus, the occurrence frequency of clouds is high and precipitation

is spread throughout the whole year. The climate in Villeneuve d’Ascq is classified

after the Köppen-Geiger climate classification as Cfb, where C stands for a temperate

climate, f indicates significant precipitation in all seasons and b means that the

average temperature of the warmest month is below 22 ◦C. As a conclusion, the

meteorological conditions in Villeneuve d’Ascq are not perfectly adapted to study

cirrus clouds from ground-based measurements because the sky is often covered

with low clouds and precipitation occurs frequently. However, the prevailing cirrus

generating processes for our measurement site are synoptic perturbations (cf. Sect.

1.2.2). Additionally, contrail induced cirrus occur frequently due to the above-

mentioned proximity to the airport.

The measurement platform of the LOA disposes of a wide range of different in-

struments. Figure 2.4 shows a photo of the site. The instrumentation comprises a

meteorological station that records temperature, pressure, wind speed and direction,

humidity and precipitation. Several fluxmeters are installed to measure the direct

and diffuse solar radiation fluxes from the half-space (pyranometer), the direct beam

solar irradiance (pyrheliometer), the terrestrial radiation flux in the thermal infrared
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Figure 2.1: Localization of the University of Lille in Villeneuve d’Ascq,
France. Source: https://www.google.de/maps/place/Lille+1+University/@49.

5030512,-0.8983429,1206205m/data=!3m1!1e3!4m5!3m4!1s0x47c2d64d7432cc3b:

0x975b789ee1f01e43!8m2!3d50.609049!4d3.138063?hl=en.

Figure 2.2: Climate graph of temperature (left axis) and precipitation (right axis) for
Villeneuve d’Ascq. Source: https://fr.climate-data.org/location/8078/.
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Figure 2.3: Wind distribution for the weather station at Lille airport. Source: https:

//www.windfinder.com/windstatistics/lille.

Figure 2.4: The measurement site of the LOA in Villeneuve d’Ascq. Source: http:

//www-loa.univ-lille1.fr/observations/sno.html.
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(pyrgeometer), the intensity of the spectral solar ultraviolet irradiation (UV spec-

troradiometer) and the solar ultraviolet irradiance (UV pyranometer). In addition,

the platform contains a sky imager and instruments to measure particle concen-

trations and size distributions (nephelometer, aethalometer, granulometer, SMPS

spectrometer).

In this work, we will focus on lidar and thermal infrared radiometer measure-

ments. The platform contains two lidar systems: a multi-wavelength Raman lidar

called LILAS developed recently at the LOA, and a much simpler micropulse lidar.

The latter is used here because the aim of this thesis is to develop a method appli-

cable to different measurement sites and the majority of ground-based lidars which

are operated nowadays are simpler systems (Campbell et al., 2015). The second

instrument of importance in this work is the thermal infrared radiometer. Both

instruments are described in detail in the following Sects. 2.2 and 2.3, starting with

the thermal infrared radiometer.
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2.2 The Thermal Infrared Radiometer CLIMAT

The Conveyable Low-Noise Infrared Radiometer for Measurements of Atmosphere

and Ground Surface Targets, or shortly CLIMAT (Sicard et al., 1999; Legrand

et al., 2000; Brogniez et al., 2003), was developed at the LOA in the 1990s in

cooperation with the company CIMEL Electronique and several research institutes

(the Institut National de Recherche Agronomique, Avignon (INRA), the Centre de

Recherches Géophysiques, Garchy (CRG/CNRS) and the Groupement Scientifique

de Télédétection Spatiale, Strasbourg (ENSPS/GSTS)). Financial support was pro-

vided by the French national space agency (Centre National d’Etudes Spatiales,

CNES). In the following, a description of the instrument, the measurement princi-

ple and the provided data is given.

2.2.1 Technical Description

The CLIMAT instrument was developed to measure brightness temperatures (or

equivalent radiances) in the thermal infrared wavelength region from 8 to 14µm.

There are two different types of this instrument: one was designed for ground-

based measurements (type CE-312T), and the other one for airborne measurements

(CLIMAT-AV, type CE-332). Figure 2.5a illustrates the ground-based version con-

sisting of the optical head (left-hand side) and the control unit (right-hand side).

The optical head contains the optical elements as well as the detector, and the con-

trol unit contains the electronics and the memory of the instrument. While the

control unit is common for both instrument types, the optical head is of slightly

different design. As illustrated in Fig. 2.5b, the airborne version CE-332 consists of

three independent cavities, each containing their own optics. On the contrary, the

ground-based version CE-312T contains one single cavity and is equipped with a

filter wheel that places up to six interference filters one after another in front of the

only optics. Thus, the measurements with the ground-based version of the instru-

ment are performed successively, while the airborne version measures simultaneously

for the different channels.

However, the main features of the optical head are the same for both instrument

types. By way of example, Fig. 2.6 shows a simplified schematic of the optical

head of the instrument version CLIMAT-AV CE-332. The main optics consists of

two germanium lenses: the objective (”Lentille frontale Ge”) which is a standard

56



2.2. THE THERMAL INFRARED RADIOMETER CLIMAT 57

(a) CLIMAT radiometer type CE-312T.
(b) Optical head of the CLIMAT-AV ra-
diometer type CE-332.

Figure 2.5: Illustration of the two types of the CLIMAT instrument.

convex-plane lens, and the condenser (”Condenseur Ge”) which is a ”best-shaped”

meniscus designed to minimize the geometrical aberrations (Legrand et al., 2000).

The condenser is situated in the focal plane of the objective. Table 2.1 summarizes

the characteristics of the lenses used in both instrument types.

The optical head is constructed respecting the so-called Köhler design. That

means the detector (”Détecteur”) is located in the conjugate plane of the objective

with respect to the condenser. This design has several advantages. Firstly, since the

incident radiation from a remote target is uniformly distributed on the objective, the

detector situated in the conjugate plane is also uniformly illuminated. This avoids

hot spots and prevents biases arising from a non-homogeneous illumination of the

detector’s surface. Secondly, the field of view (FOV) is geometrically well-defined

and corresponds to the theoretical FOV defined by the ratio of the condenser’s

diameter to its distance to the objective. That means all the rays coming from the

target and reaching the objective from inside the theoretical FOV will reach the

detector. At the same time, no ray coming from outside this FOV is able to reach

the detector. Finally, this design allows to easily modify the FOV of the instrument

by replacing the objective with a lens of a different focal length which assures the

instrument’s flexibility for a large range of applications.

The detector of the instrument is a thermopile of model 1M manufactured by

Dexter (Dexter Research Center, Inc., Dexter, Michigan). Table 2.2 adapted from

Legrand et al. (2000) summarizes its characteristics. A thermopile converts thermal

energy in electrical energy and is composed of several thermocouples connected in
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Figure 2.6: Simplified schematic of the optical head of the CLIMAT-AV radiometer
(type CE-332). The temperature sensor to monitor the cavity temperature is located next
to the detector (courtesy of G. Brogniez).

Lens Focal length Effective diameter

Objective CE-332 50.80 mm 11.80 mm

Objective CE-312T 25.40 mm 5.60 mm

Condenser (both types) 3.23 mm 4.35 mm

Table 2.1: Characteristics of the lenses used in the optical heads of the two CLIMAT
radiometer types.
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Property

Active area 0.6 x 0.6 mm2

Number of junctions 40

Resistor 60 kΩ

Voltage noise 31.3 nV Hz−1/2

Responsivity 120 V W−1

Noise equivalent power (NEP) 0.26 nW Hz−1/2

Time constant 12 ms

Field of view 80 ◦

Table 2.2: Characteristics of the thermopile used as detector in the CLIMAT instrument
(model 1M Dexter, values are given for a temperature of 296 K), adapted from Legrand
et al. (2000).

series. Each thermocouple consists of two different electrical conductors which form

electrical junctions at differing temperatures. Due to the thermoelectric effect, the

temperature difference between the heated and the cold junction produces a voltage

which varies proportionally to this temperature difference. The output voltage of

a single thermocouple is very small. Thus, in order to increase the signal, a ther-

mopile connects multiple thermocouples in series because in this configuration the

thermoelectric voltages are added. For the thermopile integrated in the CLIMAT

instrument, the temperature of the cold junction is determined by the ambient tem-

perature of the cavity and the hot junction is heated by the incident radiation.

From the output voltage the radiance of the measured target can be deduced. The

measurement principle will be described in detail in the Sect. 2.2.2.

Another important element in the optical head is the gold-plated mirror (”Miroir

doré rétractable” in Fig. 2.6) which can be placed in front of the objective to compare

the radiation originating from inside the cavity to the radiation coming from the

target. According to the manufacturer, the reflection coefficient of the mirror reaches

up to 99.74 % (Legrand et al., 2000). Further elements are the zinc selenide filter

(”Lame en ZnSe”) which assures that radiation at wavelengths larger than 15µm

is hindered to reach the detector, and the detector window (”Fenêtre du détecteur

Ge”) which is transparent in the thermal infrared.

While the airborne CLIMAT-AV version consists of three independent cavities

containing each one interference filter (”Filtre interférentiel”), the ground-based ver-

sion integrates a filter wheel that can hold up to six interference filters as mentioned
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Figure 2.7: Spectral transmittance of the three channels of the airborne CLIMAT-AV
instrument installed on the measurement platform of the LOA.

above. Another important difference between both instrument types is the reduced

FOV of 3.5 ◦ for the airborne version compared to 10 ◦ for the ground-based ver-

sion. Although this work is dealing with ground-based measurements, the CLIMAT

instrument installed on the measurement platform of the LOA in Lille is of type

CLIMAT-AV CE-332 (airborne version).

The spectral characteristics of this instrument have been chosen in agreement

with the properties of the atmospheric window region from 8 to 14µm. The channels

are centred at 8.7µm, 10.8µm and 12.0µm coinciding with the channels of the IIR

aboard CALIPSO (Winker et al., 2003). Figure 2.7 shows the spectral transmittance

functions of the three channels of the CLIMAT-AV instrument used in this thesis.

To characterize the total spectral response of each channel, the spectral responses

of each individual optical element contained in the instrument’s optical head were

measured one by one with a spectrometer in the laboratory. The product of all

single spectral responses then gives the total spectral response of the filter. It should

be noted that these measurements imply an experimental error on the final filter

functions which is difficult to quantify. In Fig. 2.7, the channel centred at 8.7µm

is represented by the green colour, the channel centred at 10.8µm in blue and the

channel centred at 12.0µm in red. All channels have a full width at half maximum
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(FWHM) of about 1µm. For the rest of this thesis we will call them C09, C11 and

C12, respectively.

2.2.2 Measurement Principle and Calibration

The CLIMAT radiometer measures radiances or equivalent brightness temperatures.

However, the monochromatic radiance given by (cf. Eq. 1.17),

Lλ(T ) = ελ ·Bλ(T ), (2.1)

cannot be obtained directly from measurements. As discussed above, every channel

of the instrument is characterized by a function of transmittance shown in Fig. 2.7.

These filter functions fi(λ) for each channel i are defined over the spectral interval

∆λi which corresponds to the above-mentioned bandwidth of about 1µm for each

filter, around its central wavelength λi. The radiance measured by channel i is then

defined as the product of the spectral radiance and the filter function of the channel

integrated over its bandwidth,

Lint
i =

∫
∆λi

Lλ(T ) · fi(λ) dλ. (2.2)

This radiance can be expressed as an equivalent brightness temperature Tb,i which

is defined as the temperature of the blackbody that would emit a radiance equal to

Lint
i ,

Lint
i = Bint

i (Tb,i), (2.3)

with,

Bint
i (Tb,i) =

∫
∆λi

Bλ(Tb,i) · fi(λ) dλ. (2.4)

For the remainder of this thesis, we will consider for each channel the radiance

normalized by its filter function,

Li =
Lint
i∫

∆λi
fi(λ) dλ

, (2.5)

and its unit will be expressed in W m−2 sr−1 µm−1, which will be used as unit for

the Planck function as well.

The CLIMAT instrument works based on a differential principle. That means it

measures successively the signal coming from the target of brightness temperature

Tb,tar and the signal originating from its own cavity containing the detector and the
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mirror at a temperature Tcav. The target measurement is composed of the radiation

originating from the target plus some background radiation emitted by the different

elements of the cavity. Thus, the cavity measurement is required to identify this

background signal. It is realized with the help of the gold-plated mirror described

in the previous section which can be placed in front of the detector. The real signal

of the target is then obtained by simply calculating the difference between the two

successive measurements for each channel,

∆Ci = Ci,tar − Ci,cav, (2.6)

where Ci,tar and Ci,cav represent the digital counts for the target and cavity measure-

ments of channel i, respectively. This difference of the digital counts is proportional

to the difference of the radiances, ∆Li, originating from the target and the cavity,

∆Ci = Si ·∆Li, (2.7)

where Si is the sensitivity of the considered channel obtained during calibration.

The instrument has to be calibrated regularly to take into account possible

changes of the sensitivities due to ageing of the instrument or environmental in-

fluences (cf. Table 2.4). The calibration is performed in the laboratory with the

help of a blackbody serving as source of radiation. The blackbody is heated or

cooled to different temperatures Tbb and for each temperature the difference of the

digital counts measured for the blackbody and the cavity with the help of the mirror,

∆Ci = Ci,bb − Ci,cav, is plotted against the difference of the according radiances of

the blackbody and the cavity, ∆Li = Li(Tbb) − Li(Tcav), calculated with Eq. 2.5.

The temperatures Tbb of the blackbody and Tcav of the cavity are measured with

a platinum probe of high precision (absolute error 0.05 ◦C). The ambient tempera-

ture needs to be constant during the calibration to avoid possible variations of the

sensitivity due to temperature changes. To find the desired radiometric sensitivity

for each channel, a linear regression is performed between ∆Ci and ∆Li where the

slope of the regression line is the desired sensitivity Si. Figure 2.8 shows an example

of calibration curves for the three channels of the CLIMAT-AV instrument installed

on our measurement platform. This calibration was performed at the LOA in April

2018 for an ambient temperature of 21 ◦C and the blackbody temperature varied

between -45 ◦C and 50 ◦C.
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Figure 2.8: Example of calibration curves for the CLIMAT-AV instrument installed on
the LOA measurement platform. The calibration measurements were performed in the
laboratory of the LOA by B. Damiri in April 2018 for an ambient temperature of 21 ◦C.
The obtained sensitivities for all calibrations used in this work are summarized in Table
2.4.
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When sensing an atmospheric target, its radiance Li(Tb,tar) is obtained from the

sensitivity and the difference of the measured digital counts between the target and

the cavity measurements following Eq. 2.7,

Ci,tar − Ci,cav = Si · (Li(Tb,tar)− Li(Tcav)). (2.8)

Solving Eq. 2.8 for Li(Tb,tar) leads to the expression,

Li(Tb,tar) =
Ci,tar − Ci,cav

Si
+ Li(Tcav), (2.9)

which is used to transform the measured digital counts into normalized radiances.

The temperature of the cavity is recorded during the measurement and the internal

radiance of the cavity Li(Tcav) which is required in Eq. 2.9 can thus be obtained

from Eq. 2.5.

However, Eq. 2.9 is true when the temperature of the cavity during the mea-

surement is close to its temperature during the calibration. Unfortunately, the sen-

sitivities of the channels are not constant. They vary with the cavity temperature

because the responsivity of the thermopile used as detector depends on its tempera-

ture. Consequently, when regarding field measurements performed at a temperature

T ′cav of the cavity, it is necessary to correct the sensitivities. According to Legrand

et al. (2000), the corrected sensitivity S ′i can be expressed as an exponential function

of the temperature difference between the actual temperature of the cavity during

the measurement, T ′cav, and the temperature of the cavity during calibration, Tcav,

S ′i = Si · exp(αi(T
′
cav − Tcav)), (2.10)

where αi is the coefficient for the temperature correction. The manufacturer pro-

vides a value of -0.0015 K−1 for this coefficient. However, this value is a correction

factor for the temperature dependence of the detector alone. To characterize the

temperature dependence of the sensitivity of the whole instrument, calibrations have

to be performed at different cavity temperatures. Furthermore, for the CLIMAT-AV

instrument installed at the LOA in Lille this coefficient has to be specified for each

channel separately because the three channels use different cavities.

An experiment to characterize the temperature dependence of the CLIMAT-

AV instrument at our measurement site has been conducted in April/May 2018.

During this experimental phase, the sensitivities of the three channels have been

derived for five different cavity temperatures around 6, 14, 21, 29 and 40 ◦C. The

resulting sensitivities are shown in Fig. 2.9. The error bars on the sensitivities
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Figure 2.9: Temperature dependence of the sensitivities of the three channels of the
CLIMAT-AV instrument installed on the measurement platform of the LOA. The mea-
surements were performed in the laboratory of the LOA by B. Damiri in April/May 2018.

are calculated based on the linear regression between ∆Ci and ∆Li explained above

which is performed for each of the sensitivities in Fig. 2.9 based on multiple different

blackbody temperatures during the calibration (cf. Fig. 2.8 for an example). For

temperatures between 6 and 21 ◦C, the sensitivities of all channels increase with

increasing temperature. For temperatures larger than 21 ◦C, the sensitivities seem to

be more or less constant (cf. Table 2.3). Consequently, we distinguish two different

temperature ranges for the characterization of the temperature dependence of the

instrument’s sensitivities: T ′cav < 21 ◦C and T ′cav > 21 ◦C.
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Figure 2.10: Temperature correction of the sensitivities of the three channels of the
CLIMAT-AV instrument installed on the measurement platform of the LOA. The mea-
surement at Tcav,ref = 21 ◦C has been used as reference measurement. The measurements
were performed in the laboratory of the LOA by B. Damiri in April/May 2018.
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The temperature correction is performed based on Eq. 2.10, which means that

one temperature/sensitivity pair has to be chosen as a reference because the equa-

tion,

ln

(
S ′i
Si,ref

)
= αi · (T ′cav − Tcav,ref) , (2.11)

yields a straight line with slope αi. We chose the cavity temperature Tcav,ref = 21 ◦C

and its according sensitivities for each channel as reference because the calibration

of the instrument is usually performed at room temperature. The temperature

dependence is not derived during every calibration of the instrument and is assumed

to be constant over its lifetime. Figure 2.10 shows the plotted straight lines of

ln (S ′i/Si,ref) against the temperature difference (T ′cav − Tcav,ref) for the three channels.

Due to the small number of available points, the slope αi is calculated for the first

temperature interval (T ′cav < 21 ◦C) between the first and the third point (T ′cav = 6 ◦C

and T ′cav = 21 ◦C), and for the second temperature interval (T ′cav > 21 ◦C) between

the third and the fifth point (T ′cav = 21 ◦C and T ′cav = 40 ◦C). The intermediate

points at T ′cav = 14 ◦C and T ′cav = 29 ◦C, respectively, are shown to be situated

on these straight lines considering their error bars. To obtain an error associated

with αi, the maximum and minimum slope between the two respective points are

calculated by passing one straight line from the lower end of the first point’s error

bar to the upper end of the second point’s error bar (αi,max) as well as one straight

line from the upper end of the first point’s error bar to the lower end of the second

point’s error bar (αi,min). The error associated with αi is then defined as,

∆αi =
|αi,max − αi,min|

2
. (2.12)

Table 2.3 summarizes the values of the temperature correction coefficient αi includ-

ing its error derived as explained above for the three channels of the CLIMAT-AV

instrument installed at the LOA.

Including the temperature correction into Eq. 2.9, finally leads to the expression,

Li(Tb,tar) =
Ci,tar − Ci,cav

Si · exp (αi (T ′cav − Tcav))
+ Li(T

′
cav), (2.13)

for the transformation of the measured digital counts to normalized radiances. For

the measurement error ∆Li(Tb,tar), the error on Si originating from the linear regres-

sion and the error on αi described above are taken into account. Hence, ∆Li(Tb,tar)

can be calculated via,

∆Li(Tb,tar) =

∣∣∣∣∂Li∂Si

∣∣∣∣∆Si +

∣∣∣∣∂Li∂αi

∣∣∣∣∆αi, (2.14)
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T ′cav < 21 ◦C T ′cav > 21 ◦C

αC09 (K−1) 0.001589 ± 0.000266 0.000113 ± 0.000227

αC11 (K−1) 0.002305 ± 0.000640 -0.000067 ± 0.000385

αC12 (K−1) 0.001994 ± 0.000352 0.000053 ± 0.000322

Table 2.3: Temperature correction coefficients αi for the two temperature ranges T ′cav <
21 ◦C and T ′cav > 21 ◦C for the three channels of the CLIMAT-AV instrument installed on
the LOA measurement platform.

Date Tcav SC09 SC11 SC12

Sep 2014 22 ◦C 487.75 ± 2.21 669.73 ± 1.34 614.55 ± 2.50

Nov 2016 24 ◦C 474.84 ± 0.39 648.18 ± 0.82 602.04 ± 1.53

Apr 2018 21 ◦C 476.75 ± 0.52 662.90 ± 1.37 603.97 ± 0.78

Table 2.4: Sensitivities (expressed in units of counts W−1 m 2 srµm) of the three channels
of the CLIMAT-AV instrument installed on the LOA measurement platform for the three
calibrations used in this work.

where the calculation of the derivatives ∂Li
∂Si

and ∂Li
∂αi

is straightforward from Eq.2.13.

As indicated above, another error on the measured radiances is arising from

the measurements of the spectral response functions of the instrument’s channels.

However, this error is difficult to quantify. The algorithm developed in this thesis

did not converge for channel C09 while for channels C11 and C12 convergence was

obtained. This convergence issue of channel C09 is probably connected with a bad

characterization of the spectral filter function of this channel. It will be discussed

in more detail in Chapter 3 of this thesis and finally resulted in the exclusion of this

channel.

2.2.3 Description of the Data Provided by CLIMAT

As mentioned above, the CLIMAT instrument installed on the measurement plat-

form of the LOA in Lille is of type aircraft (CE-332). That means the measurements

are performed simultaneously for the three channels. Measurements are available

for the time period of November 2014 to June 2018, so the data used in this work

has been treated depending on the time period with three different calibrations

performed in September 2014, November 2016 and April 2018. The respective sen-

sitivities are presented in Table 2.4.
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However, the instrument is operated only selectively on days when the meteoro-

logical conditions are favourable, meaning days when precipitation can be excluded

because the instrument cannot be exposed to rain. As discussed in Sect. 2.1, pre-

cipitation in Lille is spread throughout the whole year and occurs frequently. Hence,

the number of days during the above-mentioned period where measurements were

possible is limited and especially night time measurements are rare. In total, the

instrument was working on 171 days for a variable duration ranging between one

and 24 hours. 33 days of data are available where cirrus clouds were measured

simultaneously with the thermal infrared radiometer and the lidar (cf. Table 2.6).

The instrument in Lille is installed on a motorized device which allows to mea-

sure the radiances from different viewing angles ranging between 0◦ and 45◦. A

computer software controls the desired parameters for operation, meaning the ac-

quisition time, the frequency of the mirror measurements and the measurement

angles. Before May 13, 2016, the instrument measured for different viewing angles

(indicated by ”multi-angle” in Table 2.6). Since then, only the vertical viewing

direction has been measured which is the only direction considered in this work.

As a consequence, before May 13, 2016, exploitable measurements are less frequent

because the instrument was changing the viewing direction regularly.

The frequency of mirror measurements varies over the nearly four years of data.

In the beginning of the period, the internal radiance was measured hourly or half-

hourly, later every 10 or 15 minutes because experience showed that temperature

variations of the cavity and hence the internal radiance are important. However, the

temporal variations of the mirror measurements are taken into account in the so-

called mirror correction. That means a linear interpolation between two successive

mirror measurements is performed and the linearly interpolated value is used as

mirror reference when applying Eq. 2.13.

The acquisition time defines the time of measuring for each angle. When only the

vertical direction is considered, the instrument measures the sky almost continuously

and the only interruptions occur during the mirror measurements. Independent of

the acquisition time, the raw data is recorded approximately every 0.16 seconds,

hence 6 - 7 times per second. The treatment of the data follows two steps: firstly,

the measured digital counts are transformed into normalized radiances after Eq. 2.13

on this fine time resolution. Secondly, the normalized radiances are synchronized

with the lidar measurements by averaging over one minute intervals corresponding
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exactly to the average interval of the lidar data. This data and the lidar instrument

are described in detail in the following section.
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2.3 The Micropulse Lidar

Lidar stands for Light Detection and Ranging and describes an active remote sensing

technique. Nowadays, there exist highly developed lidar systems, e.g. Raman lidars

(Ansmann et al., 1990, 1992), high spectral resolution lidars (HSRL) (Grund and

Eloranta, 1990; Turner and Eloranta, 2008), or differential absorption lidars (DIAL)

(Godin et al., 1989).

Raman lidars dispose of several channels to measure elastic and inelastic backscat-

tering at the same time. Elastic backscattering means that emission and reception

of the signal take place at the same wavelength, whereas inelastic backscattering is

characterized by a change of frequency between the emitted and received signal due

to the excitation of different vibrational or rotational levels of the molecules. These

measurements can be used for example to derive profiles of the water vapour mixing

ratio or temperature. However, the main advantage is that the extinction coeffi-

cient can be obtained directly from the measurements of the channels with inelastic

backscattering without making assumptions about the backscatter-to-extinction ra-

tio.

HSRL lidars are also capable of measuring particle extinction directly with the

help of two channels: one that measures the backscattering originating from the en-

tire atmosphere (molecular plus particle), and one that measures only the molecular

contribution by removing with an absorption filter the central portion of the signal

which is associated with aerosol or cloud particles. From these two simultaneous

measurements the particle extinction can be derived from the change in the slope

of the molecular signal relative to a clear sky atmosphere.

DIAL lidars are used to measure the atmospheric concentration of gases such

as water vapour or ozone. They use measurements at two different wavelengths,

one situated in an absorption line of the considered gas and the other at a non-

absorbing wavelength. If the two wavelengths are close to each other, the scattering

by molecules can be considered to be equal and in this case the difference of the

signal between the two wavelengths is only due to absorption.

Other lidars, for example the spaceborne lidar CALIOP (Winker et al., 2003,

2009, 2010), include depolarization measurements from which the cloud phase can

be determined since ice crystals tend to depolarize the incident visible radiation

whereas for water droplets no such depolarization is observed (Sassen, 1991).
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However, these advanced systems are expensive and not every ground-based

measurement platform is equipped with such a lidar. The lidar used in this thesis is

a relatively simple micropulse lidar developed by the company CIMEL Electronique.

In this section, the instrument is introduced.

2.3.1 Technical Description

The Cloud and Aerosol Micro Lidar (CAML-CE370) is a lidar with elastic backscat-

tering which operates at a single wavelength and does not include depolarization

channels. However, the advantage of this instrument is that it works automatically

and continuously. It consists of two parts: the control unit containing the laser and

the acquisition units, and the optical head containing the telescope. Both parts are

connected via an optical fibre of a length of 10 m. This setup allows the optical head

to be situated outdoors while the control unit is situated indoors which can thus

easily be isolated against temperature and humidity influences.

The main characteristics of the instrument are summarized in Table 2.5. The

laser integrated in the instrument is a double Neodymium-YAG (Nd:YAG II) laser

that emits laser pulses at a wavelength of 532 nm. The pulse duration is approx-

imately 100 ns and the pulse energy around 10 - 20µJ. The high repetition rate of

4.7 kHz assures a power of 100 - 150 mW. The laser pulse is propagated from the

laser to the instruments telescope via the optical fibre. When leaving the telescope,

the laser beam has a diameter of about 200 mm which corresponds to the diameter

of the telescope. At this point all eye security regulations are fulfilled, hence the

instrument can be operated everywhere without security constraints.

Atmospheric particles scatter the radiation emitted by the laser in all directions.

A portion of the radiation is backscattered in the opposite direction and returns to

the telescope on the same way where it came from. This backscattered radiation

is focused by the lens back into the optical fibre. In the control unit, which is

schematically represented in Fig. 2.11, it is led from a beam splitter consisting

of a half-reflecting mirror with an inclination of 45 ◦ (”Séparateur de faisceau”)

through an optical filter centred at 532 nm of a width of 0.2 nm (”Filtre 532 nm”).

This filter reduces the noise from the atmospheric background by only allowing the

desired wavelength to pass through. The conversion of the received radiation into

an electrical signal is realized by a photon counter (an avalanche photodiode (APD),

”Compteur de photons”) where the numerical counts are averaged over 4096 shots

(”Moyenne (4096)”) by a field programmable gate array (FPGA) to increase the
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Property

Laser type frequency doubled Nd:YAG

Wavelength 532 nm

Pulse duration 100 ns

Pulse energy 10 - 20µJ

Repetition rate 4.7 kHz

Telescope diameter 200 mm

Beam divergence 55µrad

Range resolution 15 m

Temporal resolution 1 min

Table 2.5: Main characteristics of the CAML-CE370 lidar system.

Figure 2.11: Schematic of the control unit of the CAML-CE370 lidar (courtesy of T.
Podvin).
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signal to noise ratio. The detection is divided up into 2048 gates of each 100 ns

which allows to obtain a profile of numerical counts ranging from 0 to 30 km with

a vertical resolution of 15 m. However, for altitudes above 15 km the lidar signal

becomes very noisy, so the maximum altitude considered in this work is set to

15 km.

Furthermore, the After Pulse phenomenon has to be taken into account which is

due to the fact that the emitted laser pulse and the received backscattered radiation

share the same optical fibre. During the emission of the laser pulse, some fractions of

it are reflected inside the optical fibre and reach the circuit of detection. To reduce

this parasite signal an acousto-optic modulator (AOM, ”Acousto optic” in Fig. 2.11)

which is synchronized with the pulse emission is integrated into the instrument and

deflects 99.9 % of the signal. Nevertheless, the remaining portion still saturates the

detector for a short time interval and the gates corresponding to this period are not

exploitable. The first usable altitude in the profile is approximately 300 m.

In December 2011, the optical head of the micropulse lidar at the LOA measure-

ment site has been integrated in a thermal enclosure system to avoid the problems

of possible condensation and of a temperature dependence of the characteristics of

the optical system. This feature of the instrument is provided optionally by the

manufacturer but highly recommended for continuous outdoor operation.

2.3.2 Measurement Principle and Lidar Equation

As indicated above, the basic principle of lidar measurements is the emission of

a short laser pulse into the atmosphere and the reception of the intensity that is

backscattered by the atmospheric particles. The time difference ∆t between the

emission and the reception of the pulse yields information about the distance ∆r

between the atmospheric particles and the instrument, ∆r = (c ·∆t)/2, where c is

the speed of light.

The lidar equation describes the backscattered power received by the lidar tele-

scope P (r) as function of the range r which is related to the initially emitted power

P0 and the optical properties of the molecules and particles in the atmosphere. It

may be expressed by,

P (r) = K
P0

r2
O(r) (βmol(r) + β(r)) exp

[
− 2

∫ r

0

(σmol(r
′) + ησ(r′)) dr′

]
, (2.15)
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whereK is an instrument constant depending on the optical elements of the telescope

and the electronic detection system. O(r) is the so-called overlap function that

describes the portion of the backscattered power which is focused into the optical

fibre for altitudes below the altitude of total overlap. For the micropulse lidar,

the altitude of total overlap is 2000 m which means that O(r) is equal to unity for

altitudes above 2000 m. Hence, this function is important for the study of aerosols in

the layers close to the ground but for the altitude of cirrus clouds its value becomes

unity. The division by r2 on the right-hand side of the lidar equation (cf. Eq. 2.15)

describes the effect of the solid angle: the higher the particles are located in the

atmosphere, the smaller the solid angle allowing them to backscatter into the FOV

of the telescope (Mortier, 2013). Thus, the multiplication P (r)r2 is also referred to

as range-corrected signal.

The terms β(r) and σ(r) in Eq. 2.15 represent the bulk backscatter (in units of

m−1 sr−1) and extinction (in m−1) coefficients, respectively, of atmospheric particles,

meaning aerosol or cloud particles. βmol(r) and σmol(r) stand for the respective

molecular backscatter and extinction coefficients which can be obtained from the

empiric expressions of Flamant (2008),

σmol = 1.17

[
λ

0.55µm

]−4.09[
p

1013 hPa

288 K

T

]
10−5

[
m−1

]
,

βmol =
3

8π
σmol

[
m−1 sr−1

]
,

(2.16)

where λ is the wavelength of the lidar in µm, 3/(8π) sr−1 is the constant molecular

backscatter-to-extinction ratio (Fernald, 1984), p is the atmospheric pressure in hPa

and T is the temperature in K. The required profiles of atmospheric pressure and

temperature are obtained from ECMWF reanalysis which will be introduced in Sect.

2.4.

The exponential term in the lidar equation Eq. 2.15 describes the two-way

transmission,

T 2(r) = exp

[
− 2

∫ r

0

(σmol(r
′) + ησ(r′)) dr′

]
, (2.17)

where η is the multiple scattering factor introduced by Platt (1973, 1979). Although

multiple scattering is more important for space-borne lidars due to a large FOV in

combination with a large distance between the instrument and the target, these

effects should not be neglected for ground-based measurements. However, for the

geometry of the micropulse lidar (FOV of 55µrad) used in our study and assuming

a cirrus cloud of 1 km thickness in 10 km altitude, the particle size would have to
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be of an order of magnitude of 1 mm and hence very large to cause a recognizable

diffraction effect. Hence, in our case of optically thin cirrus clouds, the single scat-

tering hypothesis can be justified. That means the radiation emitted by the laser

is considered to be scattered only once at a range r and returns directly back to

the telescope. In this case, the distance between the scattering particle and the

instrument can be calculated with the above-mentioned equation ∆r = (c · ∆t)/2,

where a linear relationship between the travel time and the distance of the scat-

tering particle from the telescope is assumed. However, the interactions between

the radiation emitted by the laser and the atmospheric particles may be more com-

plex. In an optically thicker medium, the laser pulse may be scattered several times

in forward direction before it is scattered backwards and on its way back to the

telescope it may also be exposed to multiple scattering processes. In this case, the

linear relationship between the time and the distance is no longer valid because the

return of the pulse is delayed due to the multiple scattering processes which means

that the altitude of the backscattering particle is overestimated. As a consequence,

the multiple scattering factor should be taken into account in the lidar equation.

The value of η depends on the microphysical properties of the scattering medium,

the characteristics of the instrument (FOV, divergence of the laser beam) and the

distance of the scattering particles to the instrument. For cirrus clouds, it typically

varies between 0.5 and 1 (Platt, 1973).

2.3.3 Data and Information Provided by the Lidar

The first micropulse lidar of type CAML-CE370 was installed on the LOA measure-

ment platform in December 2006. It was changed to a new lidar system of the same

type in April 2015. Hence, one advantage of the lidar measurements is the long

record of available data which is enabled by the automatic operation mode.

Until December 5, 2016, the lidar was measuring with a zenith angle of Θ = 0 ◦,

thus looking directly vertical. Between December 5, 2016, and March 27, 2017, the

viewing angle was changed to an inclination of Θ = 42.5 ◦ which leads to a vertical

resolution of 15 m · cos(Θ) instead of 15 m. Furthermore, during this period the

telescope was not properly fixed and covered a growing portion of the lens. Hence,

the viewing angle changed further and the quality of the lidar data during this

period cannot be assured. Thus, no data from this period has been treated in this

work. On March 27, 2017, the angle has been changed back to Θ = 0 ◦ before finally
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Figure 2.12: Lidar measurement and error for the lidar profile measured on November
30, 2016, at 18.18 UTC. (a) The lidar measurement is represented in black, application of
a vertical binomial filter to this signal in red, and a vertical sliding average in blue. (b)
Relative uncertainty in P (r)r2 (in %).

an inclination of Θ = 3 ◦ with respect to the zenith has been installed on March 31,

2017 (cf. Table 2.6).

As mentioned in Sect. 2.2.3, the measured lidar profiles are averaged over one

minute. In order to further reduce the noise in the high altitudes of cirrus clouds,

which is necessary to perform retrievals of their properties, a sliding average over

time is calculated averaging each profile with the two preceding and the two following

profiles, hence an average over five minutes. It should be noted that the same kind

of averaging is performed for the radiometer data to be consistent when using the

synergy of both instruments.

However, even after the averaging over time the noise in the micropulse lidar

profiles is still quite large in cirrus cloud altitudes (cf. black line in Fig. 2.12 a

for an example), and hence a vertical binomial filter is applied to the measured

profiles (represented by the red line in Fig. 2.12 a). This averaging technique is
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advantageous compared to a vertical sliding average (blue line in Fig. 2.12 a), since

the main characteristics, such as the strength of the peak, are kept with this type of

filter. However, the error on the lidar measurements is calculated with the help of

the sliding average. Since the measurement noise increases with increasing height,

the error on the lidar measurement should be expressed as a function of altitude. It

is calculated as standard deviation around the mean over a vertically sliding window

of 20 gates. An example is shown in Fig. 2.12 b for the lidar profile measured on

November 30, 2016, at 18.18 UTC.

The lidar measurements provide an information about the cloud altitude. Fur-

thermore, the attenuation due to the cloud layer and hence its visible optical thick-

ness can be derived from the shift of the signal below and above the cloud. These

basic information obtained from the lidar measurements are used in all steps of the

methodology to study cirrus clouds presented in Chapter 3 of this thesis and will be

described in the following. However, it should be noted that the calibration of the

lidar signal is described in Sect. 3.4.2 in the context of our retrieval algorithm.

Cloud Detection

The first step in the study of cirrus clouds is their detection. According to Platt et al.

(1994), the cloud base altitude is defined as the altitude above which solid hydro-

meteors exist and can be detected. These hydrometeors can be water droplets, ice

crystals or rain. The definition and detection of the cloud top altitude is somewhat

more complicated since the lidar signal might be completely attenuated in the cloud

layer. In this case, the retrieved cloud top altitude is only an ”apparent” cloud top

altitude where total attenuation is reached. When regarding thin cirrus clouds, the

lidar signal often penetrates the cloud completely. This complete penetration can

be identified by the presence of Rayleigh scattering above the cloud top altitude.

Platt et al. (1994) describe three methods to retrieve cloud base and top altitudes,

two of which were tested in this work and will be briefly described and compared

here.

The first method is the approach of Pal et al. (1992) which uses the fact that the

intensity of the backscattered lidar signal decreases exponentially with altitude in a

cloud free atmosphere as described by the lidar equation (cf. Eq. 2.15). If a cloud

is present, the backscattered signal increases significantly at the cloud base because

of enhanced backscattering due to the larger cloud particles. As a consequence, the

altitude of the cloud base can be located in the level where the lidar signal changes
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Figure 2.13: Illustration of the cloud detection method of Pal et al. (1992) for the cloudy
profile measured on April 18, 2018, at 18 UTC. (a) Range-corrected lidar signal P (r)r2

(black) and sliding average over 20 gates (red). (b) Slope dP (r)/dr in arbitrary units
showing the zero crossings. The solid horizontal blue lines represent the altitudes of the
defined cloud base, peak and top altitudes from the method of Pal et al. (1992) (10.1 km,
11.3 km and 13.2 km, respectively). The dashed horizontal blue lines indicate the cloud
base and top altitudes from the second cloud detection method of Platt et al. (1994) for
comparison purposes (10.5 km and 12.7 km, respectively).

the slope. This is realized by calculating the first derivative, dP (r)r2/dr, of the

signal and searching for the altitude where the slope changes sign from negative to

positive. This zero crossing takes place at the boundary between the clearer air

below the cloud and the region containing cloud particles.

Figure 2.13 presents an example of this approach for a profile containing a cirrus

cloud measured on April 18, 2018, at 18 UTC. The black line in Fig. 2.13 a shows

the range-corrected lidar signal, P (r)r2, and the red line shows a vertical sliding

average because the first derivative of the signal, dP (r)r2/dr, shown in Fig. 2.13 b is

calculated over a vertically sliding window (Pal et al., 1992). The number of gates for

this sliding average has to be adjusted depending on the lidar system. At the lowest
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solid horizontal blue line in Fig. 2.13 indicating the cloud base altitude, dP (r)r2/dr

changes sign from negative to positive which means there is a local minimum in the

signal. At the cloud peak, defined as the altitude where the backscattered signal

in the cloud is strongest (middle solid blue line), a zero crossing from positive to

negative can be found which means there is a local maximum in the signal. In

theory, these zero crossings directly give the altitude of the cloud base and the

cloud peak. In practice, however, multiple zero crossings may arise from noise

in the lidar return, from inhomogeneities inside the cloud or from aerosols that

may be present in the atmosphere. Thus, two threshold tests proposed by Mortier

(2013) are implemented to reject the unimportant zero crossings. The first threshold

test compares the difference between the signal at the peak and base altitudes to

the measurement noise. For this purpose, the function N(rbase,i) is defined which

describes the variation of noise with altitude. To calculate N(rbase,i), a second degree

polynomial fit of the standard deviation of the signal at each base (plus the eight

gates below that base) is performed. The threshold test is then defined by,

P (rpeak,i) r
2
peak,i − P (rbase,i) r

2
base,i ≥ T1 ·N(rbase,i), (2.18)

where P (rpeak,i)r
2
peak,i and P (rbase,i)r

2
base,i are the range-corrected signals at the peak

and base altitudes, respectively, and T1 is a threshold of rejection which depends

on the lidar system and the desired sensitivity. For the micropulse lidar installed

on the LOA measurement platform, Mortier (2013) found that a value of T1 = 10 is

most suitable.

As mentioned above, the detection of the cloud top is more complicated and

uncertain when realized with a ground-based lidar (e.g. Pal et al., 1992; Platt et al.,

1994). If the lidar pulse penetrates the cloud completely, the transition of the cloud

signal to the clear air signal above the cloud can be found with a similar method as

described for the cloud base and peak by searching the altitude where the sign of

dP (r)r2/dr changes from negative to positive, meaning there is a local minimum in

the lidar signal. However, in many cases the signal is completely attenuated before

the cloud top is reached making a precise retrieval of the cloud top impossible

because the signal decreases into the background noise and does not contain the

necessary information. Nevertheless, following Platt et al. (1994) an ”apparent”

cloud top altitude can still be derived which is defined as the altitude where the

backscattered signal, P (rtop) r2
top, decreases below the level of the signal at the cloud

base altitude, P (rbase) r
2
base, and thus drops down to the same background intensity
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as below the cloud. This ”apparent” cloud top height underestimates the real cloud

top height.

In the case of multiple layers, the condition,

P (rbase,i+1)r2
base,i+1 ≤ P (rbase,i)r

2
base,i, (2.19)

has to be fulfilled. Otherwise, the layers i+1 and i are considered to be one cloud

layer. The presence of several peaks in the backscattered signal within a single cloud

is not uncommon and can be explained by vertical inhomogeneity of the cloud.

Finally, to assure that the detected potential cloud base, peak and top altitudes

correspond to a cloud layer and not to an aerosol layer that would have a much

smaller peak, the following second threshold test is applied,

P (rpeak,i) r
2
peak,i

P (rtop,i) r2
top,i

≥ T2. (2.20)

Mortier (2013) set T2 = 4, but applying this value in our algorithm leads to the

rejection of a quite important number of cirrus clouds. Hence, we decided to chose

the value of T2 depending on the altitude of the cloud. For clouds below 7.5 km,

T2 = 4 is used in order to not mistake aerosol layers in low levels as clouds. For

high clouds above 7.5 km, the value T2 = 2 is used to keep optically thin cirrus

layers, accepting the risk that this sometimes leads to incorrect retrievals because

maximum/minimum pairs resulting from instrument noise are not rejected.

As discussed above, this method uses a sliding average. Applying this type of

average leads to an upward or downward shift of the zero crossings. To take that

into account, the algorithm searches for the minimum or maximum of the range-

corrected signal in the environment of each calculated zero crossing and accepts

these positions for the cloud base, peak and top altitudes as proposed by Pal et al.

(1992). However, the results of this detection algorithm still show for a lot of profiles

a downward shift for the cloud base altitude compared to the altitude where one

would visually define the cloud base from looking at the measured signal. This is

also the case for the example shown in Fig. 2.13 where the cloud base is found in

an altitude of 10.1 km, although from looking at the measured signal the cloud base

altitude seems to be located around 10.5 km. Similarly, the cloud top altitude seems

to be too high. Hence, a second method described by Platt et al. (1994) was tested.

This second approach is somewhat simpler and straight-forward. The cloud base

altitude is defined as that altitude, where the signal increases above the molecular
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background level and this increase is larger than n times the standard deviation of

the background fluctuations (Platt et al., 1994). Secondly, it is required that the

signal continues to increase for m following altitude gates. This second condition

assures that sudden maxima in the signal due to noise are not misinterpreted as

clouds.

The procedure to find the cloud base and top altitudes with this approach is

the following: Starting from an altitude of 300 m (to avoid the blind zone of the

lidar below 300 m due to the After Pulse phenomenon), potential base altitudes are

searched where the signal (in this case expressed as ln(P (r)r2)) increases over five

consecutive altitude gates (hence, m= 5). When an altitude is found that fulfils

this condition, the molecular signal below this potential base altitude is calculated

by performing a linear regression over the 100 altitude gates (1500 m) just below

the potential base. In addition, the mean and the standard deviation of the signal

for this altitude interval are calculated since the standard deviation is required for

the second test which is a threshold test. The potential cloud base is accepted if

the observed increase of the signal, compared to the molecular fit, is larger than

four times the standard deviation (hence, n= 4). After a cloud base was defined,

the according cloud top is searched. This is done in a similar way by searching for

the altitude where the signal increases over five consecutive gates, but by starting

from the far range of the measured lidar profile (15 km) and proceeding downwards.

Furthermore, the signal in the altitude of the potential cloud top has to be smaller

than the signal at the cloud base. In case multiple potential cloud tops are found,

the threshold test comparing the increase of the signal to the molecular background

is performed firstly for the potential cloud top altitude closest to the cloud base. If

this test is not true for the lowest potential cloud top, higher cloud tops are tested.

It should be noted that for the cloud top a value of n= 2 is chosen because the

standard deviation above the cloud is much larger than below the cloud. In case no

cloud top could be detected with these criteria, the altitude where the signal drops

below the molecular background fit of the base is defined as cloud top altitude. In

case a cloud top has been detected, the procedure is restarted from the gate above

the defined cloud top altitude to search for a possible second cloud layer.

For the profile shown in Fig. 2.13, the derived cloud base and top altitudes from

the second method are 10.5 km and 12.7 km, respectively (cf. dashed horizontal blue

lines in Fig. 2.13). These altitudes seem to correspond better to the values one would

expect from looking at the measured signal (cf. Fig. 2.15 as well). Furthermore, Fig.
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Figure 2.14: Comparison of the two different cloud detection methods for April 18,
2018, 15-24 UTC. Logarithm of the range-corrected lidar signal, ln(P (r)r2), overlaid by
the results of the cloud detection algorithms, (a) from the method of Pal et al. (1992), and
(b) from the method of Platt et al. (1994). Red points mark the cloud bases and black
points the cloud tops.
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2.14 compares the results of the two cloud detection algorithms where the method of

Pal et al. (1992) is shown in Fig. 2.14 a and the method of Platt et al. (1994) in Fig.

2.14 b. It is obvious that especially the cloud top detection works better with the

latter method. In addition, the cloud base altitudes from the second method seem

to be closer to the increase of the lidar signal than the cloud base altitudes from

the method of Pal et al. (1992). Consequently, the second cloud detection method

was chosen in our methodology presented in Chapter 3. However, the first method

is also implemented in our algorithms for comparison purposes and seems to be

advantageous in case of multiple cloud layers. It should be noted that independent

of the cloud detection method, a temperature is assigned to the retrieved cloud base

and top altitudes. This is done by comparing the retrieved altitudes to atmospheric

temperature profiles obtained from ECMWF reanalysis which will be described in

Sect. 2.4.1.

Cloud Optical Thickness

Another fundamental parameter which can be derived directly from the lidar mea-

surements is the extinction optical thickness of the cloud, τcld, defined in Eq. 1.20. It

depends on the wavelength, so the optical thickness obtained from the lidar measure-

ments corresponds to the visible optical thickness at the lidar wavelength of 532 nm.

For the remainder of this thesis, all discussions including the optical thickness of

cirrus are referring to the optical thickness at this wavelength.

The method used here to retrieve the optical thickness is the transmission method

introduced by Young (1995) that has been applied by several different authors (e.g.

Elouragini and Flamant, 1996; Chen et al., 2002; Giannakaki et al., 2007). In this

method, the optical thickness is derived from the shift of the signal below and above

the cloud due to the extinction of the cloud. Following Chen et al. (2002), the

transmission can be expressed by,

T =

(
Ptop

Pbase

)1/2

, (2.21)

where Ptop and Pbase are molecular fits of the range-corrected lidar signal at the

cloud top and the cloud base, respectively. Furthermore, the transmission is related

to the optical thickness via,

T 2 = exp [−2η τcld] , (2.22)
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Figure 2.15: Illustration of the transmission method of Young (1995) for the profile
measured on April 18, 2018, at 18 UTC. Red line: Logarithm of the range-corrected lidar
signal, solid black line: molecular fit (using ECMWF reanalysis data) at the cloud base,
dashed black line: molecular fit at the cloud top, blue horizontal lines: cloud base and top
altitudes retrieved with the method of Platt et al. (1994).

as defined in Eq. 2.17. Hence, the optical thickness of the cloud is given by,

τcld =
ln(Ptop)− ln(Pbase)

−2η
. (2.23)

An example of application of this method is presented in Fig. 2.15 for the same

lidar profile shown in Fig. 2.13 measured on April 18, 2018, at 18 UTC. As in the

cloud detection algorithm described previously, the molecular signal at the cloud

base is calculated from a linear regression of the lidar signal over 100 gates (1500 m)

below the defined cloud base altitude (represented by the solid black line in Fig.

2.15). Similarly, the molecular signal at cloud top is obtained (dashed black line).

From the shift of these two lines, a transmission of 0.78 and an effective visible

optical thickness of τ ?cld = η τcld = 0.247 ± 0.150 have been derived for this profile.

To obtain the real optical thickness τcld, further information about the multiple
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scattering factor η is required. The error on τ ?cld arises from the measurement noise,

especially above the cloud, and is calculated based on the linear regressions for the

molecular signal.

It should be noted that when regarding lidar measurements, another interesting

quantity is the integrated attenuated backscatter, γ′, which links the measured signal

to the optical thickness. Platt (1973) showed that the integration of the attenuated

backscatter coefficient between the cloud base and top leads to the expression,

γ′ = (k/2η)
{

1− exp [−2η τcld]
}
, (2.24)

where k is the backscatter-to-extinction ratio. The exponential term in Eq. 2.24

can be replaced by the two-way transmission (cf. Eq. 2.22) (Platt et al., 1999),

γ′ = (k/2η)
{

1− T 2
}
. (2.25)

In case of a fully attenuating cloud, the transmission is zero and Eq. 2.25 simplifies

to,

γ′ = (k/2η). (2.26)

Hence, the backscatter-to-extinction ratio can be calculated via k=2ηγ′ if the mul-

tiple scattering factor η is estimated previously. In case of semi-transparent clouds,

the two-way transmission can be obtained from the shift of the lidar signal below

and above the cloud as described above. Another method to retrieve the effective

lidar ratio is the classical Klett-Fernald inversion (Klett, 1981, 1985; Fernald, 1984).

However, since we are using a very different approach in our methodology where the

retrieval of the backscatter-to-extinction ratio is based on a microphysical ice cloud

model, the two methods mentioned above to retrieve this parameter have not been

applied in this work.
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Date Time period ΘCLIMAT Θlidar Remarks algorithm

09/04/2015 13-19 UTC multi-angle 0 ◦ no convergence

10/04/2015 10-16 UTC multi-angle 0 ◦ good retrievals

14/04/2015 16-21 UTC multi-angle 0 ◦ no convergence

16/04/2015 2-6 UTC multi-angle 0 ◦ no convergence

19/04/2015 8-23 UTC multi-angle 0 ◦ good retrievals

24/04/2015 10-15 UTC multi-angle 0 ◦ no convergence

26/01/2016 13-17 UTC multi-angle 0 ◦ no convergence

28/01/2016 9-17 UTC multi-angle 0 ◦ very thin cirrus, large errors

24/02/2016 9-13 UTC multi-angle 0 ◦ good retrievals

12/03/2016 2-16 UTC multi-angle 0 ◦ no convergence

14/03/2016 14-24 UTC multi-angle 0 ◦ very thin cirrus, large errors

15/03/2016 0-16 UTC multi-angle 0 ◦ no convergence

02/05/2016 8-13 UTC multi-angle 0 ◦ no convergence

26/07/2016 7-9 UTC only vertical 0 ◦ good retrievals

19/09/2016 7-12 UTC only vertical 0 ◦ good retrievals

27/09/2016 10-16 UTC only vertical 0 ◦ good retrievals

28/09/2016 10-16 UTC only vertical 0 ◦ no convergence

03/10/2016 8-9 UTC only vertical 0 ◦ no convergence

30/11/2016 3-24 UTC only vertical 0 ◦ good retrievals

01/12/2016 0-12 UTC only vertical 0 ◦ no convergence

05/12/2016 9-16 UTC only vertical 0 ◦ no convergence

30/03/2017 8-16 UTC only vertical 0 ◦ good retrievals

10/05/2017 11-16 UTC only vertical 3 ◦ no convergence

16/05/2017 7-8 UTC only vertical 3 ◦ no convergence

17/05/2017 9-15 UTC only vertical 3 ◦ good retrievals

22/05/2017 8-16 UTC only vertical 3 ◦ good retrievals

23/05/2017 7-11 UTC only vertical 3 ◦ no convergence

29/05/2017 8-10 UTC only vertical 3 ◦ very thin cirrus, large errors

05/07/2017 7-13 UTC only vertical 3 ◦ no convergence

07/07/2017 8-9 UTC only vertical 3 ◦ no convergence

28/08/2017 7-16 UTC only vertical 3 ◦ no convergence

18/04/2018 14-24 UTC only vertical 3 ◦ good retrievals

19/04/2018 0-17 UTC only vertical 3 ◦ good retrievals

Table 2.6: Days when cirrus clouds were measured simultaneously with the lidar and the
CLIMAT instrument at the LOA measurement site. ΘCLIMAT and Θlidar are the viewing
angles of CLIMAT and the lidar, respectively. The last column indicates the quality of the
retrievals with our algorithm. No convergence can either be due to a bad characterization
of the atmospheric profile not allowing the thermal infrared measurements to converge,
or to noisy lidar measurements. Horizontal lines indicate dates when the calibration of
CLIMAT changed (cf. Table 2.4). 87
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2.4 Ancillary Data

In our methodology presented in Chapter 3, additional information about meteoro-

logical parameters describing the state of the atmosphere and the surface is required.

As mentioned above, the temperature at the cloud base and the cloud top is retrieved

after the cloud detection is performed. Furthermore, the molecular backscattering

and extinction coefficients which are needed in the lidar equation are calculated

based on profiles of atmospheric pressure and temperature (cf. Eq. 2.16). For the

radiative transfer calculations at the thermal infrared wavelengths, the surface tem-

perature as well as atmospheric profiles of temperature, water vapour and ozone

are required. This meteorological parameters are obtained from ECMWF reanal-

ysis described below. Furthermore, the single scattering properties of atmospheric

particles have to be assumed. In case of cirrus clouds, the model that links the mi-

crophysics of the cloud to its single scattering properties is of central importance in

our methodology and will be described in detail in Sect. 3.1. The aerosol properties,

however, are obtained from the OPAC database which will be briefly introduced in

the second part of this section.

2.4.1 ECMWF Reanalysis

The European Centre for Medium-Range Weather Forecasts (ECMWF) data used in

this thesis is the operational analysis product produced with the current ECMWF

forecast model by assimilating in real time the latest observations. This product

is available either on 25 pressure levels or on 137 model levels with a vertical hy-

brid sigma-pressure coordinate which means that the vertical levels are following

the surface orography in the lower levels and are smoothly transformed into pure

pressure levels with increasing altitude. The horizontal resolution is a 0.1◦ x 0.1◦

latitude/longitude grid and the model runs are realized for the four time steps 0, 6,

12 and 18 UTC.

In this thesis, the vertical resolution of 137 model levels has been chosen. To

obtain the meteorological parameters representative for our measurement site, the

data for the four surrounding model grid-points has been selected and averaged by

taking into account the distance of each grid-point to the measurement site. All four

time steps are treated in this way and when analysing the data with our methodol-

ogy described in Chapter 3, the time step closest to the measurement time is selected
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which may lead to discontinuities in the time series of the retrieved parameters due

to changing the atmospheric profile. As mentioned above, the meteorological pa-

rameters used in this thesis obtained from the ECMWF operational analysis dataset

include the surface temperature as well as profiles of pressure, temperature, specific

humidity and ozone.

2.4.2 OPAC Database

The Optical Properties of Aerosols and Clouds (OPAC) database (Hess et al., 1998b)

provides the single scattering properties of liquid and ice clouds of varying charac-

teristics as well as the single scattering properties of ten different aerosol types.

It includes the extinction, scattering, and absorption coefficients, the single scat-

tering albedo, the asymmetry parameter as well as the phase function, and allows

the calculation of these properties for aerosols at 61 wavelengths between 0.25 and

40µm.

The two aerosol types from this database used in this thesis are a water-insoluble

(INSO) aerosol and a water-soluble aerosol (WASO) (Hess et al., 1998b). The INSO

aerosol type mainly consists of soil particles and some organic material, the WASO

aerosol type of water soluble sulphates, nitrates, and also organic substances. The

latter is suitable to describe anthropogenic aerosol (Hess et al., 1998b) and is thus

representative for our measurement site which is located in an urban/industrial area.

Table 2.7 summarizes the single scattering properties of these two aerosol types at

the visible lidar wavelength. These values show that at 532 nm, the INSO aerosol is

far more absorbent than the WASO aerosol. The single scattering properties in the

thermal infrared of the two aerosol types are summarized in Table 2.8.

Altogether it can be concluded that the characteristics of these two aerosols are

very different. It should be noted that the INSO aerosol type is rather unrealistic

for our measurement site. However, the idea behind using this aerosol model is to

test the impact on our retrievals when very different aerosol types are chosen. The

influence of the choice of the aerosol model on our retrievals will be discussed in

detail in Chapters 3 and 4.
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Single scattering property WASO INSO

Extinction efficiency factor (Qext) 0.928 2.264

Single scattering albedo ($0) 0.986 0.727

Asymmetry parameter (g) 0.706 0.829

Lidar ratio (in sr) 66 37

Table 2.7: Single scattering properties of the WASO and INSO aerosol types at the lidar
wavelength of 532 nm.

8.7µm 10.8µm 12.0µm

Qext $0 g Qext $0 g Qext $0 g

WASO 0.026 0.045 0.073 0.014 0.014 0.042 0.027 0.004 0.033

INSO 1.421 0.586 0.773 1.658 0.617 0.680 1.408 0.645 0.685

Table 2.8: Single scattering properties of the WASO and INSO aerosol types at the
thermal infrared radiometer wavelengths.
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In this chapter, the methodology to study high level cirrus clouds developed

during this thesis is presented for a case study observed on November 30, 2016. The

methodology consists of three main steps: firstly, a method to retrieve integrated

cirrus properties based on the thermal infrared (TIR) radiometer measurements has

been developed. In a second step, the lidar measurements have been used to obtain

information about the vertical distribution of the cloud properties and an algorithm

to retrieve IWC profiles has been established. These IWC profiles strongly depend on

the backscatter-to-extinction ratio which has to be assumed when regarding simple

micropulse lidar measurements alone. Hence, in a third step the TIR radiometer

and lidar measurements are combined because the TIR radiometer measurements

can be used to constrain the backscatter-to-extinction ratio as will be shown in the

course of this chapter.

There are two concepts which are common in all three steps of our methodology:

the microphysical model for ice clouds and the inversion method which is based on

optimal estimation theory. Hence, these two concepts will be described previously to

the different retrieval algorithms. The microphysical model is presented in the first

section of this chapter, and optimal estimation theory is introduced in the second

section.

Subsequently, the third section deals with the integrated properties of ice clouds

which can be obtained from TIR radiometer measurements alone. More specifically,

an algorithm based on optimal estimation to retrieve the IWP of the cloud is pre-

sented. The method, however, uses the cloud base and top altitudes as well as the

according temperature retrievals obtained from the lidar measurements as described

in Sect. 2.3.3 to define the time periods when cirrus clouds are present. It should be

remarked that in all our algorithms cirrus clouds are defined by having a tempera-

ture of less than -25 ◦C at the cloud base which is situated in an altitude higher than

6 km. This temperature criterion has been used in previous studies (e.g. Goldfarb

et al., 2001; Hoareau et al., 2013), although it should be noted that supercooled

liquid droplets may still exist at this temperature as discussed in Sect. 1.2.1.

The fourth section of this chapter introduces the algorithm to retrieve from

the lidar measurements the above-mentioned IWC profiles in cirrus clouds together

with a profile of aerosol extinction for the layers below the cloud. The challenge

when regarding simple micropulse lidar measurements alone is to find ways to con-

strain the so-called backscatter-to-extinction ratio because the lidar equation (cf.

Eq. 2.15) contains two unknown parameters, namely backscattering and extinc-
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tion. This ambiguity between backscattering and extinction will be discussed in

detail in Sect. 3.4.3 before two strategies to constrain the backscatter-to-extinction

ratio are presented in Sect. 3.5. In a first step, the visible optical thickness ob-

tained from the transmission method described in Sect. 2.3.3 is used to constrain

the backscatter-to-extinction ratio. However, in this approach the optical thickness

is obtained from the same instrument. Although the transmission method is in-

dependent of the optimal estimation algorithm, it still remains a retrieval product

that might depend on the instrument’s characteristics. Furthermore, in this method

the exact knowledge of the cloud base and top altitudes is required. As discussed

in Sect. 2.3.3, especially the cloud top detection is challenging from ground-based

lidar measurements. Instead of relying on such a retrieval product, we show in a

second step that the TIR radiometer measurements can be used as well to constrain

the backscatter-to-extinction ratio since they are sensitive to the integrated cloud

properties, in particular the IWP. Therefore, the TIR radiometer measurements are

integrated in the optimal estimation framework of the lidar only algorithm to re-

trieve the backscatter-to-extinction ratio together with the IWC profile of cirrus.

This synergy algorithm is described in Sect. 3.6 before finally a brief summary of

the methodology presented in this chapter is provided in the last section.
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3.1 The Microphysical Model for Cirrus

As discussed in Sect. 1.3.1, the variation of ice crystal shapes and sizes which can

be observed in atmospheric cirrus clouds is very large (cf. Fig. 1.5). Typical crystal

shapes comprise hexagonal ice columns or plates, single bullets, bullet-rosettes with

varying numbers of branches, and aggregates thereof (e.g. Heymsfield and Platt,

1984; Heymsfield and Iaquinta, 2000; Baran, 2007). Generally, the complexity of

the ice particles increases with increasing size. Korolev et al. (2000) showed that

the majority of cirrus ice crystals larger than 125µm is of irregular shape and that

pristine habits such as columns and plates are rare. Similarly, Heymsfield and

Miloshevich (2003) found bullet-rosettes and aggregates of bullet-rosettes to be the

dominant shape for particles larger than 100µm. These complex aggregates may

be further randomized by inhomogeneities of their surface, possible inclusions of air

bubbles or aerosols, or by crystal distortions (Baran, 2007).

Due to this large variability, the modelling of the single scattering properties of

cirrus cloud particles is challenging. In order to model their scattering and absorp-

tion properties, idealized geometric shapes have to be assumed. The modelling of

hexagonal columns, hexagonal plates and bullet-rosettes is straight-forward because

these shapes are symmetric and their three-dimensional geometry is well-defined. To

represent more complex structures, however, several concepts have been developed.

One of these concepts is the polycrystal described by Macke et al. (1996). The

underlying structure of the polycrystal is a tetrahedron, hence a three-dimensional

shape consisting of four triangular surfaces. A part of each of these triangles is

replaced by a smaller tetrahedron. The obtained structure is the so-called first-

generation triadic Koch fractal. Repeating this procedure at the new smaller tri-

angles leads to the second-generation. The polycrystal is a disordered version of

this second-generation triadic Koch fractal which means that the smaller tetrahe-

drons are randomly displaced. It attempts to represent in a single model the strong

variability of atmospheric ice crystals.

Another idealized shape to represent ice crystals is the hexagonal ice aggre-

gate presented by Yang and Liou (1998). It consists of eight arbitrarily attached

hexagonal elements whose surfaces can be roughened in order to introduce fur-

ther randomization. Based on the hexagonal ice aggregate, Baran and Labonnote

(2006) developed the chain-like aggregate which is a variant of the former where two

of the original hexagonal elements have been elongated and re-transformed into a
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chain. Hence, this model represents the properties of more spatial and chain-like

ice crystals. A strategy to further increase the randomization of the crystals is the

Inhomogeneous Hexagonal Monocrystal (IHM) introduced by C.-Labonnote et al.

(2001). The IHM incorporates inclusions of air bubbles or aerosols, but keeps the

simple structure of a hexagonal column.

It should be noted that the shape of ice crystals smaller than 100µm is quite

uncertain due to instrument limitations (Baran, 2007). Since they can appear quasi-

spherical or spheroidal, McFarquhar et al. (1999) suggested to regard them as spheres

and use Lorentz-Mie theory to model their scattering properties. However, Yang

et al. (2003) showed that this approximation is inappropriate and proposed to use

the droxtal instead to better represent the more complex structure of small ice

crystals compared to spheres.

However, the geometric shapes explained above represent single ice crystal mod-

els. As illustrated in Fig. 1.5, real ice clouds consist of an ensemble of particles of

different shapes. Hence, it is more appropriate to construct an ensemble of different

ice crystal habits instead of assuming one single geometrical form over the whole size

spectrum. Such an approach has been proposed by Baum et al. (2005) who showed

that single crystal habit models could not accurately reproduce the IWC measured

during field campaigns whereas a mixture of particle shapes improved the compari-

son with the observations. Their ensemble of particles includes droxtals, hexagonal

plates, solid columns, hollow columns, hexagonal ice aggregates and bullet-rosettes.

In this thesis, the ensemble model of Baran and Labonnote (2007) is used which

attempts to reproduce the observed behaviour that the complexity of the ice crystals

tends to increase with increasing size. In order to represent the change of the ice

crystal habits as a function of the particle size, an ensemble model consisting of

six members is used. They are illustrated in Fig. 3.1. The smallest ice crystals

are represented by the first two members, which are simple hexagonal ice columns

(Fig. 3.1 a) and bullet-rosettes (Fig. 3.1 b). Bullet-rosettes have been introduced

in the model because they are a commonly observed shape of ice crystals in mid-

latitude cirrus (e.g. Heymsfield and Platt, 1984; Baran, 2007). The further members

represent larger and more complex ice crystals by arbitrarily attaching up to ten

hexagonal elements to create chain-like aggregates.

The bulk single scattering properties, which have been defined in Sect. 1.3.2, are

calculated for the ensemble model by integrating over the particle size distribution

(PSD) parametrized after Field et al. (2005, 2007). This parametrization is based
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Figure 3.1: The ensemble model of Baran and Labonnote (2007). (a) Hexagonal ice
column representing the smallest member, (b) Six-branched bullet-rosette, (c) Three-
branched ice crystal, (d) Five-branched ice crystal, (e) Eight-branched ice crystal, and
(f) Ten-branched ice crystal representing the largest member.

on a large number of in situ measured PSD functions in the mid-latitudes and the

tropics. It is independent of assumptions about the ice crystal shape and does not

include measurements of ice crystal sizes less than 100µm since the shattering of

large ice crystals on the inlets and tips of particle probes produces small ice arte-

facts that may bias the measurements of the PSD (Strapp et al., 2001; Field et al.,

2003; Lawson, 2011). Hence, for particles smaller than 100µm an exponential PSD

function is assumed. Field et al. (2005, 2007) showed that the PSD functions of

ice crystals can be represented by a single underlying PSD from which the required

PSD can be generated with the help of two moments. The second moment is pro-

portional to the IWC (when the particle mass is proportional to the size squared)

and is linked to any other moment via polynomial fits to the in-cloud temperature.

Consequently, the only parameters required to obtain the PSD are the IWC and the

in-cloud temperature.

Baran et al. (2011, 2014a,b) constructed a large database combining the en-

semble model and the Field et al. (2005, 2007) parametrization. They used this

parametrization to generate the PSD functions for a total number of 20622 in situ

measurements of IWC and in-cloud temperature from different aircraft-based field
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campaigns located in the tropics and in the mid-latitudes. Subsequently, for each of

these PSD functions the single scattering properties were calculated for 145 wave-

lengths between 0.2 and 120µm.

Vidot et al. (2015) tested this ice optical property database and developed a new

ice cloud parametrization that predicts the bulk absorption and scattering coeffi-

cients as well as the asymmetry parameter as a function of the in-cloud temperature

and IWC. In this parametrization, no a priori information about the particle shape

and the effective diameter of the ice crystals is required. The equations to calculate

the parameters mentioned above are expressed as follows,

log10 [σabs,λ(T, IWC)] =Aa,λ +Ba,λT + Ca,λ log10(IWC) +Da,λT
2

+ Ea,λ(log10(IWC))2 + Fa,λT log10 (IWC),

log10 [σsca,λ(T, IWC)] =As,λ +Bs,λT + Cs,λ log10(IWC) +Ds,λT
2

+ Es,λ(log10(IWC))2 + Fs,λT log10 (IWC),

gλ(T, IWC) =Ag,λ +Bg,λT + Cg,λ log10(IWC),

(3.1)

where the set of parametrization coefficients for the absorption coefficient (Aa,λ to

Fa,λ), the scattering coefficient (As,λ to Fs,λ) and the asymmetry parameter (Ag,λ

to Cg,λ) is obtained by using a non-linear least squares fitting procedure over the

ensemble model optical property database described in Baran et al. (2014a).

The single scattering properties required in the algorithms developed during this

thesis are the extinction coefficient, the single scattering albedo and the scattering

phase function. As defined in Eq. 1.21, the extinction coefficient can be obtained

from the sum of the scattering and absorption coefficients, and the single scattering

albedo is the ratio of the scattering coefficient to the extinction coefficient (cf. Eq.

1.12). The scattering phase function is generated from the asymmetry parameter

using the analytical phase function of Baran et al. (2001) which is a linear piecewise

parametrization of the Henyey-Greenstein phase function (Henyey and Greenstein,

1941) depending only on the asymmetry parameter.

As mentioned above, atmospheric ice crystals are often distorted, roughened or

contain inclusions of air bubbles or aerosols. These processes remove or reduce

the optical features of the phase function such as the halos at 22 ◦ and 46 ◦ or the

backscattering peak (e.g. Macke et al., 1996; Yang and Liou, 1998; C.-Labonnote

et al., 2001). Thus, the analytical phase function is kept smooth and featureless.

Figure 3.2 shows an example of the analytical phase function. Baran et al. (2001)

demonstrated that it satisfyingly reproduces short-wave multi-angle satellite and
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Figure 3.2: Example of the analytical phase function of Baran et al. (2001) (courtesy of
L. C.-Labonnote).

aircraft observations and Baran and Francis (2004) showed a good agreement with

high-resolution infrared observations between 3 and 18µm. Furthermore, it has

been shown to be in good agreement with the backscattering features observed from

POLarization and Directionality of the Earth’s Reflectances (POLDER,Deschamps

et al. (1994)) measurements (Baran and Labonnote, 2007). The phase function, es-

pecially in the exact backscattering direction, is a crucial parameter in our method-

ology and will be discussed in more detail in Sect. 3.4.3.

To summarize, the ice cloud parametrization of Vidot et al. (2015) based on the

ensemble model of Baran and Labonnote (2007) and Baran et al. (2014a) provides

the link between the physical properties we seek to retrieve with our algorithms (IWC

and hence the IWP), and the single scattering properties required for the forward

modelling in the optimal estimation method which will be introduced theoretically in

the next section. For the remainder of this thesis, the microphysical model described

above will be referred to as BV2015 model (or parametrization).
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3.2 Inversion Method: Optimal Estimation

Nowadays, methods based on optimal estimation theory (Rodgers, 1976, 1990, 2000)

are a common approach for the inversion of remote sensing data. The work of

Delanoë and Hogan (2008, 2010) or Sourdeval et al. (2015, 2016) could be cited

here as examples for the retrieval of cloud properties from satellite data using such

an approach. The GARRLiC (Lopatin et al., 2013) and LIRIC (Chaikovsky et al.,

2016) algorithms are examples for the retrieval of aerosol properties. One advantage

of the optimal estimation method is that it directly provides an estimation of the

uncertainties together with the retrieved quantities. Furthermore, it allows to easily

combine measurements of different instruments in a common retrieval framework

as has been shown by all authors cited above. Hence, it is a well-adapted tool to

retrieve physical properties of atmospheric parameters from instrument synergies.

This thesis aims to establish such a synergy of lidar and TIR radiometer mea-

surements to retrieve properties of cirrus clouds. Thus, the inversion method we

chose for the algorithms presented in the following sections is based on optimal es-

timation. In this section, we will introduce the theory of this approach before the

application of this theoretical framework to each of the different measurement types

alone, and finally the synergy of these measurements is presented in Sects. 3.3 to

3.6.

The general relation between the measurement vector ~y and the state vector ~x

can be expressed by,

~y = F(~x) + ~ε, (3.2)

where ~ε represents the uncertainties arising from the measurements and the forward

model F. The forward model is a physical model that describes the link between

the state vector and the measurement vector. This connection has to be inverted in

order to retrieve the elements of the state vector. During this inversion process, the

information provided by the measurement vector is used.

Optimal estimation is based on a Bayesian approach to probability (Rodgers,

2000). The act of measurement can be understood as a mapping of the state vector

into the measurement space where the forward model performs the mapping. The

error ~ε is only known statistically, hence a point in the state space maps into a region

in the measurement space determined by the probability density function (pdf) of

~ε. The idea of the Bayesian approach is to start from some prior expectation about

a quantity and then update the knowledge about this quantity in the light of new
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information. The incomplete knowledge about the state before the measurement

can be quantified as a pdf over the state space (P (~x)). Since the measurements

are connected to experimental error, they cannot be considered to be perfect which

means that they also have to be described by a pdf over the measurement space

(P (~y)). The Bayes’ theorem describes the mapping of the measurement pdf into the

state space and its link to prior knowledge. It is given by,

P (~x|~y) =
P (~y|~x)P (~x)

P (~y)
, (3.3)

where P (~y|~x) is the conditional pdf of ~y given ~x. That means P (~y|~x) d~y is the

probability that ~y lies in the multidimensional volume (~y, ~y + d~y) for a given vector

~x. P (~x|~y) describes the posterior pdf of the state vector when a measurement

is given and provides the desired information to update the prior knowledge of the

state because the new information contained in the measurement reduces the volume

of possible posterior states in comparison to the prior volume of possible states. To

summarize, the optimal estimation method seeks to reduce at maximum the number

of possible states that are prior contained in the state space by using the information

provided by the measurement. The size of the final volume of possible states gives

an estimation about the uncertainty of the state vector.

One of the major hypotheses in optimal estimation theory is that the pdfs are

considered to follow a Gaussian distribution (Rodgers, 2000). The pdf of the en-

semble of possible states in the state space can be expressed by,

P (~x) =
1

(2π)n/2|Sa|1/2
exp

{
−1

2
( ~x− ~xa )TS−1

a ( ~x− ~xa )

}
, (3.4)

where ~xa is the prior knowledge of the state vector (a priori) and Sa describes the

variance-covariance matrix which represents the uncertainties of ~xa. The parameter

n stands for the number of dimensions of the state space and corresponds to the

number of parameters to be inverted. The pdf P (~y|~x) can be written in the same

manner,

P (~y|~x) =
1

(2π)m/2|Sε|1/2
exp

{
−1

2
[ F(~x)− ~y ]T S−1

ε [ F(~x)− ~y ]

}
, (3.5)

where Sε is the variance-covariance matrix representing the errors of the measure-

ment vector ~y and the forward model F, and m is the number of dimensions of

the measurement space. Finally, the pdf of the retrieved state vector ~̂x for a given

measurement vector ~y reads,

P (~x|~y) =
1

(2π)n/2|Sx̂|1/2
exp

{
−1

2
( ~x− ~̂x )TS−1

x̂ ( ~x− ~̂x )

}
, (3.6)
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where Sx̂ represents the variance-covariance matrix of the retrieved state vector.

The best estimation of the state vector corresponds to the state vector that

maximizes the posterior pdf given in Eq. 3.3. It can be obtained by searching the

minimum of the so-called cost function (Rodgers, 2000),

Φ = [ ~y − F(~x) ]TS−1
ε [ ~y − F(~x) ] + [ ~x− ~xa ]TS−1

a [ ~x− ~xa ]. (3.7)

This cost function contains two contributions: the first term on the right-hand

side of Eq. 3.7 represents the contribution arising from the forward model and the

measurement, and the second term represents the contribution arising from the a

priori. In our case, the retrieval should be independent of the a priori because there

are no a priori information available about the cloud properties that will be retrieved

with our algorithms. Thus, the second contribution of the cost function should be

close to zero which can be easily obtained by assigning a sufficiently large error to

the assumed a priori.

In order to find the best estimate of the state vector ~̂x which minimizes the cost

function Φ, the approach of Levenberg-Marquardt (Levenberg, 1944; Marquardt,

1963) is applied which is described in detail by Rodgers (2000). This iterative

method is based on the Newton-Gauss method to which the parameter γ is added

that regulates the size of each iteration step. The step size varies depending on

the variation of the cost function. If Φ increases after the iteration step, γ is also

increased and a new step which is smaller than the previous one is calculated. This

process is repeated until Φ is reduced. On the contrary, if Φ decreases, γ is also

decreased and the new state vector is accepted as the retrieval. The equation for

this iteration is given by,

~xi+1 = ~xi + [(1 + γ)S−1
a + KT

i S−1
ε Ki]

−1{KT
i S−1

ε [~y − F(~xi)]− S−1
a [~xi − ~xa]}, (3.8)

where K is the Jacobian containing the sensitivities of each of the parameters of

the state vector to each individual measurement. Sometimes, K is referred to as

Weighting Matrix or Kernel because it acts as a matrix of weights in Eq. 3.8.

To test for convergence, the following test is applied,

[ ~y − F(~̂x) ]TS−1
ε [ ~y − F(~̂x) ]� m, (3.9)

where m is the number of elements in the measurement vector. When this conver-

gence test is true and convergence has been reached, the variance-covariance matrix

of the retrieved state vector is given by,

Sx̂ = (S−1
a + KTS−1

ε K)−1, (3.10)
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where K and Sε correspond to the last iteration step.

As explained above, the variance-covariance matrix Sε contains the error contri-

butions of the measurement and the forward model. Hence, it can be decomposed

as follows,

Sε = Sm + Sf , (3.11)

where Sm represents the variance-covariance matrix of the measurement, and Sf the

variance-covariance matrix of the forward model. It should be noted that the exact

calculation of the latter is given by,

Sf = Kb Sb KT
b , (3.12)

where Sb contains the variances for the elements of vector ~b which consists of the

non-retrieved parameters used in the forward model. The matrix Kb represents

the sensitivity of the forward model to each of these non-retrieved parameters. In

the algorithms presented in the following sections, all variance-covariance matrices

are assumed to be diagonal. This is often the case in operational algorithms since

the calculation time for the matrix Kb can be quite long. It is justified in a first

approximation because the only difference between assuming a diagonal variance-

covariance matrix for Sf and performing an exact calculation after Eq. 3.12 is that

the final error on the retrieved quantities changes slightly.

To summarize, the optimal estimation method provides a robust mathematical

framework for the simultaneous inversion of remote sensing data from different sen-

sors. Furthermore, it allows to precisely characterize the errors on the retrieved

quantities (cf. Eq. 3.10) if the uncertainties connected with the forward model

and the measurements are well-known. Hence, it is very important to characterize

the measurement error as well as the errors on all non-retrieved parameters of the

forward model as precisely as possible.
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3.3 Retrieval of Ice Water Path from the Thermal In-

frared Radiometer Measurements

This section focuses on the information about cirrus clouds that can be obtained

from the passive TIR radiometer measurements. These measurements are sensitive

to the optical and integrated properties of the cloud, for example the IWP.

During the past decades, measurements in the TIR wavelength region have been

performed from space (e.g. MODIS aboard Terra and Aqua (King et al., 1992, 2003),

HIRS aboard the NOAA polar satellites (Wylie et al., 1994), AIRS aboard Aqua

(Chahine et al., 2006), IASI aboard Metop-A and Metop-B (Clerbaux et al., 2009), or

the IIR aboard CALIPSO (Winker et al., 2003)), from aircraft (e.g. during the Field

Radiation Experiment on Natural Cirrus and High-level clouds (FRENCH/DIRAC

2001) (Brogniez et al., 2004), or during the Cirrus Cloud Experiment (CIRCLE-2)

and Biscay ’08 campaigns (Sourdeval et al., 2012, 2013)), as well as from the ground

(e.g. Platt, 1973; Sassen and Comstock, 2001; Blanchard et al., 2017).

A well-established method using radiances in the TIR wavelength region mea-

sured from satellites is the split window technique (Inoue, 1985, 1987; Wu, 1987;

Parol et al., 1991). This method allows to retrieve the cloud top temperature and

the effective emissivity of semi-transparent cirrus clouds from two channels centred

around 11µm and 12µm, respectively. The above-cited authors showed that the

brightness temperature difference (BTD) between these two channels depends on

the cloud optical thickness as well as on the cloud microphysical properties, and

that the BTD is always more important for thin cirrus clouds than for thick clouds

or under clear sky conditions. In this context, Dubuisson et al. (2008) showed with

the help of radiative transfer calculations performed for different ice crystal models

that it is possible to retrieve microphysical properties of cirrus clouds from passive

TIR radiometer measurements alone.

However, a common approach when retrieving cloud properties from TIR mea-

surements while simultaneous lidar measurements are available is to use the informa-

tion about the cloud altitude (and hence implicit the cloud temperature) provided by

the lidar to improve the retrievals from the passive TIR measurements (e.g. Chiriaco

et al., 2004; Garnier et al., 2012, 2013, 2015; Blanchard et al., 2017).

The algorithm presented in this section follows such an approach which means

it integrates the information from the micropulse lidar to identify the time periods
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when cirrus clouds are present, and to obtain the cloud altitude as well as the cloud

temperature information as described in Sect. 2.3.3. Nevertheless, it will be referred

to as TIR only algorithm hereinafter to distinguish it from the synergy algorithm

presented in Sect. 3.6.

As discussed in Sect. 3.2, all algorithms developed during this thesis are based

on optimal estimation theory since this technique allows to easily combine different

types of measurements in a common retrieval framework. The aim of this thesis

is to develop a synergy between lidar and TIR measurements, meaning a simul-

taneous inversion of both kinds of observations to improve the retrievals of cirrus

cloud properties in the sense that they are coherent with two independent sets of

measurements.

The TIR only algorithm is the first step in the development process of this

synergy. It was inspired by the multilayer algorithm of Sourdeval et al. (2015,

2016) which is also based on optimal estimation theory. The multilayer algorithm

(Sourdeval et al., 2015, 2016) uses the three IIR channels centred at 8.65, 10.6 and

12.0µm together with two MODIS (Aqua) channels, one in the visible (0.85µm) and

one in the near infrared (2.13µm), to retrieve simultaneously the IWP of one ice

cloud layer as well as the optical thickness and droplet effective radius of up to two

liquid water cloud layers. The two MODIS channels are used to obtain information

about the liquid cloud layers. In our case, we are focusing on cirrus clouds and for

the retrieval of the IWP, measurements in the TIR wavelength region are sufficient.

Hence, our TIR only algorithm retrieves the IWP from the measurements of the

three channels of the TIR radiometer CLIMAT-AV introduced in Sect. 2.2.

3.3.1 Description of the Thermal Infrared Only Algorithm

In the following, the application of the optimal estimation framework described

theoretically in Sect. 3.2 will be presented for the TIR only algorithm.

State Vector and Measurement Vector

As mentioned above, the TIR only algorithm seeks to retrieve the IWP of cirrus

clouds. The IWP is a vertically integrated property (cf. Eq. 1.5) and as discussed

in Sect. 1.3.1, the TIR radiometer measurements are sensitive to the integrated

properties of the cloud. Figure 3.3 shows simulations of the bottom of atmosphere

(BOA) radiances for the three TIR radiometer channels as a function of the IWP.
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Figure 3.3: BOA radiances for the three TIR radiometer channels (C09 green, C11
blue and C12 red) simulated with LIDORT as function of IWP (assuming a constant IWC
profile). The cirrus cloud is assumed to be situated between 9 and 10.5 km altitude and the
atmospheric profiles of temperature, water vapour and ozone required in the simulations
correspond to the ECMWF reanalysis profiles for November 30, 2016, 12 UTC.

These simulations have been performed with the radiative transfer model described

in the next section. The atmospheric profiles considered in the simulations corre-

spond to the reanalysis data of November 30, 2016, at 12 UTC and the BV2015

parametrization is used to obtain the optical properties of the cloud as described

below. The cirrus cloud is assumed to be situated between 9 and 10.5 km altitude

which represents approximately the altitude of the cirrus cloud measured during

the second half of the case study which will be discussed in detail in the course of

this chapter (cf. Fig. 3.4). Figure 3.3 shows that the TIR radiances of all channels

increase with increasing IWP. This increase is rather strong for IWPs smaller than

60 g m−2 and shows a saturation effect for large IWPs. The increase of the radiances

is stronger for channels C11 and C12 than for C09, indicating a larger sensitivity to

the IWP of the former compared to the latter which could be expected from the TIR

absorption. Furthermore, it follows from Fig. 3.3 that a set of three defined TIR

radiances corresponds to a certain IWP which proofs that the IWP can be retrieved

from these radiances.

As a consequence, the state vector ~x of the TIR only algorithm is defined by,

~x = (IWP), (3.13)
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and the measurement vector ~y contains the measured radiances of the three TIR

radiometer channels,

~y = (LC09, LC11, LC12)T . (3.14)

Forward Model

The forward model F in the TIR only algorithm is given by the Linearized Discrete

Ordinate Radiative Transfer model (LIDORT) (Spurr et al., 2001). The required

inputs to simulate the TIR radiances with this model comprise atmospheric profiles

of temperature, water vapour and ozone, surface parameters such as the surface

emissivity and temperature, as well as optical properties of atmospheric particles,

in our case the ice crystals in the cirrus cloud.

The vertical resolution of the radiative transfer calculations can be defined ac-

cording to individual needs. Since the profiles of atmospheric temperature, water

vapour and ozone are obtained from the ECMWF reanalysis described in Sect. 2.4.1,

we use the 137 model levels of the reanalysis profiles as basis for the vertical grid.

Inside the cloud, a finer vertical grid corresponding to the lidar resolution of 15 m

is used. The cloud base and top altitudes are obtained from the cloud detection

described in Sect. 2.3.3. The atmospheric profiles are then linearly interpolated

between the model levels below the cloud base and above the cloud top altitude

to obtain the atmospheric parameters on the 15 m vertical resolution corresponding

to the lidar. Consequently, the number of layers and the vertical resolution of the

radiative transfer calculations is variable and depends on the cloud base and top

altitudes as well as on the vertical resolution of the ECMWF reanalysis profile.

The interpolation to the fine vertical lidar resolution inside the cirrus cloud has

been integrated to prepare for the synergy algorithm described in Sect. 3.6. Due

to the additional information from the lidar measurements, the radiative transfer

calculations in the synergy algorithm can be performed taking into account the

vertical profile of IWC as will be discussed in detail in Sect. 3.6. However, this

information is not available from the TIR radiometer measurements alone. Hence,

in the TIR only algorithm, the cloud is assumed to be homogeneous and the amount

of ice is distributed equally over all layers inside the cloud. This means, the IWC

is assumed to be constant with altitude which can be justified for ice clouds with a

small IWP as has been demonstrated by Feofilov et al. (2015). The temperature on

the other hand might vary since it is interpolated to the finer vertical grid between

to reanalysis profile levels. The optical properties of the bulk ice are then calculated
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on this fine vertical grid layer by layer as functions of IWC and temperature with

the BV2015 parametrization described in Sect. 3.1. The required single scattering

properties for each layer are the extinction coefficient, the single scattering albedo

and the phase function coefficient of the development in the Legendre polynomial.

Jacobian

The Jacobian K contains the variations of each of the components of the forward

model resulting from variations of each of the components of the state vector,

K =


∂LC09

∂(IWP)
∂LC11

∂(IWP)
∂LC12

∂(IWP)

 . (3.15)

The advantage of LIDORT is that it provides not only radiances but also weight-

ing functions for atmospheric or surface parameters from one single simulation.

Hence, the derivatives with respect to IWP can be obtained directly from the radia-

tive transfer calculations without the need to calculate finite differences. Therefore,

the use of LIDORT results in a reasonable computation time of the algorithm al-

though a fine vertical resolution is used.

In order to calculate the linearized output, the model not only requires the

atmospheric parameter itself but also its linearization. In case of the sensitivities of

the forward model with respect to IWP, the profile linearization with respect to the

IWC is performed since the IWC is the parameter from which the optical properties

are obtained for each layer with the BV2015 parametrization. The Jacobian with

respect to IWP is linked to the Jacobians with respect to IWC via,

∂Li
∂(IWP)

=
1

∆R

Nice∑
n=1

∂Li
∂(IWCn)

, (3.16)

where Nice is the number of ice layers and ∆R the vertical resolution of 15 m of the

lidar which corresponds to the thickness of each layer of the fine vertical grid inside

the cirrus cloud.

As mentioned above, the required optical properties to calculate the radiative

transfer in the ice cloud layers are the extinction coefficient, the single scatter-

ing albedo and the phase function coefficient of the development in the Legendre

polynomial. Hence, to calculate the profile of the Jacobian with respect to IWC,
∂Li

∂(IWCn)
, the derivatives of the extinction coefficient, the single scattering albedo
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and the phase function coefficient of the development in the Legendre polynomial

with respect to the IWC are required as inputs in LIDORT. A detailed explanation

about how to calculate profiles of Jacobians is provided in the LIDORT User’s Guide

(Spurr, 2012).

Variance-Covariance Matrices

As discussed in Sect. 3.2, all variance-covariance matrices are assumed to be diago-

nal. The variance-covariance matrix of the a priori can be expressed as follows,

Sa = (σ2
IWPa), (3.17)

where σ2
IWPa

represents the variance of the IWP used as a priori (IWPa). This a

priori is used as a first guess from which the iteration is started. It is set to a value

of 30 g m−2 corresponding to a realistic value for a mid-latitude cirrus. However, the

error on the a priori has been chosen sufficiently large in order to obtain a retrieval

that is independent of it, and has been quantified to 500 %.

The error variance-covariance matrix, Sε, is composed of the variance-covariance

matrix of the measurement, Sm, and the variance-covariance matrix of the forward

model Sf (cf. Eq. 3.12). Sm contains the errors on the measured radiances from

the TIR radiometer in its three channels,

Sm =

σ2
LC09

0 0

0 σ2
LC11

0

0 0 σ2
LC12

 . (3.18)

The measurement errors have been discussed in Sect. 2.2.2 and are obtained from

Eq. 2.14 where σLi = ∆Li.

The variance-covariance matrix of the forward model, Sf , contains contributions

for all parameters that are not inverted. We consider the following non-retrieved

parameters (and the errors attributed to them): surface emissivity (2 %), surface

temperature (1 K) and the profiles of atmospheric temperature (1 K for each layer),

water vapour (10 % for each layer) and ozone (2 % for each layer). The standard

deviations are calculated via,

σbj =
∂F

∂bj
· bj ·

pbj(%)

100
, (3.19)

where bj represents the considered non-retrieved parameter, pbj(%) its error in per-

cent and ∂F
∂bj

the sensitivity of the forward model to this parameter. Similarly to the
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Jacobian with respect to IWC explained above, the latter can be calculated directly

in LIDORT for all desired parameters (cf. LIDORT User’s Guide (Spurr, 2012)).

Finally, Sf is given by,

Sf =


∑
σ2
bj,LC09

0 0

0
∑
σ2
bj,LC11

0

0 0
∑
σ2
bj,LC12

 . (3.20)

3.3.2 Case Study Results of the Thermal Infrared Only Al-

gorithm

As mentioned above, a case study has been selected to illustrate our methodology

and all results shown in this chapter correspond to this case study. The cirrus

cloud which will be analysed was observed on November 30, 2016, between 15 and

19 UTC. This day has been chosen because the TIR radiometer was calibrated in

the beginning of November, 2016, and hence the TIR radiometer measurements are

expected to be of good quality. Furthermore, the amount of water vapour in the at-

mosphere was small during this day which facilitates the retrieval of cloud properties

since ground-based TIR radiometer measurements suffer from a high sensitivity to

water vapour. This has been shown by Dubuisson et al. (2008) who found that the

sensitivity of ground-based measurements in the TIR wavelength region to cloud

properties is weaker for a moist atmosphere than for a dry atmosphere. On the

contrary, the atmospheric temperature on November 30, 2016, was low and varied

little around 0 ◦C during the day, resulting in a variation of the cavity tempera-

ture of the instrument during the measurement between 2.9 ◦C and 10.6 ◦C which

is considerably colder than the cavity temperature during the calibration (24 ◦C for

the calibration of November 2016, cf. Table 2.4). Thus, the temperature correction

of the sensitivity of the TIR radiometer discussed in Sect. 2.2.2 has a very impor-

tant influence on the processing of the measurements. For the temperature range

of the cavity observed during this case study, the relative difference between the

non-corrected and corrected radiances ranges between 20 % and 25 % for channels

C12 and C09, and between 50 % and 55 % for channel C11. This large impact on

channel C11 is due to the small radiances measured with this channel. Since the

temperature correction is rather uncertain as discussed in Sect. 2.2.2, it results in

a large measurement error, especially for channel C11. The measurement error for

channel C11 ranges between 7 % and 10 %, depending on the difference between
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the actual cavity temperature during the measurement and the cavity temperature

during calibration. For channels C09 and C12, the measurement error is smaller

and takes values of 3 % to 4 %, and 4 % to 5 %, respectively.

Figure 3.4 shows the lidar and TIR radiometer measurements during the above-

mentioned period. The lidar signal and the cloud detection are presented in Fig.

3.4 a. Obviously, the macrophysical properties of the observed cloud varied during

the considered period. In the beginning, the cloud is geometrically thick with a

cloud base altitude between 7 and 8 km. Between approximately 16.6 and 17.2

UTC, there appear to be two cloud layers. The cloud base of the lower layer is

still situated in 7 to 8 km altitude but the geometrical thickness is much smaller.

The lidar signal, however, is strong compared to the second half of the observed

period between 17.2 and 18.5 UTC where a higher and optically thinner cirrus was

present. The radiometer measurements shown in Figs. 3.4 b to 3.4 d are coherent

with these observations since all three channels show a quite strong increase in the

measured radiances at the beginning of the cloud phase where the lower and hence

warmer cirrus was present. It is interesting to note that the increase of the radiances

due to the cloud is stronger for channels C11 and C12 than for channel C09 which

confirms the conclusion from the simulations shown in Fig. 3.3 that channel C09

is less sensitive to the IWP than channels C11 and C12. In the second half of the

period, the signal in all three channels is considerably weaker due to the higher and

optically thinner cloud. However, it should be noted that a second small increase

in the measured radiances can be observed around 18.2 UTC which corresponds

to a strong increase of the lidar signal at the same time. This illustrates the high

sensitivity of our TIR radiometer to cloud properties.

Before the TIR only algorithm can be applied, it is necessary to verify if the

TIR radiances measured under clear sky conditions are reproduced by the forward

model. As mentioned in Sect. 2.4.1, the ECMWF reanalysis profile closest in time

to the measurements is chosen to represent the atmospheric profile. Hence, for the

case study introduced above, the reanalysis profile of 18 UTC was selected in a

first step since the time period between 15 and 19 UTC is regarded. Figures 3.4 b

to 3.4 d show not only the TIR radiometer measurements but also the according

clear sky simulations performed with LIDORT for the three channels. The dashed

line represents the simulation performed with the atmospheric temperature and gas

profiles from the 18 UTC reanalysis. Between 15.5 and 15.8 UTC as well as after

18.8 UTC no clouds were present (cf. Fig. 3.4 a). Hence, the clear sky simulation
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should correspond to the measurements in these time intervals. It is obvious from

Fig. 3.4 that this is not the case. The clear sky radiances simulated with the 18 UTC

profile overestimate the measured radiances of all three TIR radiometer channels,

particularly strong in case of channels C11 and C12. As a consequence, retrievals of

the TIR only algorithm for the considered case study with the reanalysis profile of

18 UTC would lead to an underestimation of the IWP because the contribution of

the cloud to the measured radiances would be underestimated.

Consequently, we tested if the clear sky simulations performed with the reanalysis

profile of 12 UTC better represent the measured radiances. The results are shown as

solid lines in Figs. 3.4 b to 3.4 d. In particular, the radiances measured under clear

sky conditions with channel C11 are much better reproduced by the simulations with

the reanalysis profile of 12 UTC. For channel C12, the simulations are also situated

in the error range of the measurements. On the other hand, the simulations with the

12 UTC reanalysis profile underestimate the measured radiances of channel C09.

The quite different clear sky simulations for the two reanalysis profiles are mainly

due to the different water vapour profiles. Figure 3.5 shows the profiles of temper-

ature (Fig. 3.5 a) and specific humidity (Fig. 3.5 b) for 12 UTC (blue line) and

18 UTC (red line) from the reanalysis. The temperature profiles for the two time

steps are quite similar, although the temperature in the lowest layer of the 18 UTC

profile is 2 K colder than at 12 UTC (275 K compared to 277 K). However, this

temperature difference alone does not explain the large differences in the simulated

radiances. As expected from Dubuisson et al. (2008), a more important influence

is arising from the water vapour profile. The specific humidity shown in Fig. 3.5 b

shows a large variation between the two profiles in almost all altitudes up to 9 km.

The total amount of water vapour in the atmospheric column is 0.976 g cm−2 at 18

UTC compared to 0.622 g cm−2 at 12 UTC. This strongly increased amount of water

vapour is the main reason for the larger simulated radiances at 18 UTC. However,

the measurements from the TIR radiometer do not reflect such a strong water vapour

increase. This leads to the conclusion that the reanalysis profiles do not represent

local water vapour variations exactly enough to precisely simulate the measured

TIR radiances since the spatial and temporal resolutions of the reanalysis data are

too coarse. Hence, the error on the water vapour profile in the optimal estimation

method is the largest error amongst all errors on the non-retrieved parameters.

Nevertheless, we performed a retrieval for our case study with the reanalysis

profile of 12 UTC and by only taking into account channels C11 and C12 because
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Figure 3.4: TIR radiometer measurements and clear sky simulations with the ECMWF
reanalysis profiles of 12 UTC (solid lines) and 18 UTC (dashed lines) for November 30,
2016, 15 to 19 UTC. (a) Logarithm of the range-corrected lidar signal overlaid by the cloud
detection, (b) radiance of channel C09, (c) radiance of channel C11, and (d) radiance of
channel C12. The shaded zones in plots (b) to (d) represent the measurement error.
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Figure 3.5: ECMWF reanalysis profiles of (a) temperature and (b) specific humidity at
12 UTC (blue) and 18 UTC (red) for November 30, 2016.

the measured clear sky radiances of these two channels are reproduced satisfyingly

with the 12 UTC profile since the simulations are comprised within the error bars

of the measurement. In fact, the use of two channels is sufficient to retrieve the

IWP from the TIR radiometer measurements. Furthermore, before applying the

TIR only algorithm, we always verify if the clear sky measurements are represented

by the forward model. For all days analysed with this method (cf. Table 2.6), this

convergence problem of channel C09 has been observed. As mentioned in Sect. 2.2.2,

we believe that this is due to a bad characterization of the spectral filter function of

this channel and consequently this channel is at present excluded from our retrievals.

The results for the case study considering channels C11 and C12 are shown in

Fig. 3.6 where Fig. 3.6 a recalls the measured lidar signal overlaid by the cloud

detection. Figure 3.6 b shows the retrieved IWP which is larger in the first half of

the cloudy period between 16 and 17.2 UTC where the lidar signal is stronger as

discussed above. The convergence of the algorithm is shown to be sufficient since the

cost function (normalized by the size of the measurement vector) has been reduced

successfully (Φnormalized � 1, cf. Fig. 3.6 c) and the forward model after the last

iteration step corresponds to the measurements of both channels considering the

error ranges (Fig. 3.6 d).
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Figure 3.6: Retrieval results from the TIR only algorithm for November 30, 2016, 15 to
19 UTC. (a) Logarithm of the range-corrected lidar signal overlaid by the cloud detection,
(b) retrieved IWP, (c) cost function normalized by the size of the measurement vector
after the last iteration step, and (d) TIR radiometer measurements (C11 M and C12 M)
and forward model after the last iteration step (C11 F and C12 F).
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However, the TIR only algorithm uses the lidar measurements only to get an

information about the cloud base and top altitudes as well as to define the time

when cirrus clouds were present. Consequently, the cloud has to be assumed ho-

mogeneous with a constant IWC profile. This assumption is commonly applied in

retrieval methods that use passive measurements. The profiles of backscattering by

atmospheric particles obtained from the active lidar measurements, however, yield

more information that can be used to obtain an idea about the vertical distribution

of for example the IWC inside the cirrus cloud. The algorithm presented in the next

section exploits this information.
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3.4 Retrieval of Ice Water Content Profiles from the

Lidar Measurements

The TIR only algorithm demonstrates the capability of passive TIR radiometer

measurements to constrain integrated cirrus properties. It was developed to retrieve

the IWP as a first step of our methodology. The cloud has been assumed to be

homogeneous which means that the amount of ice was distributed equally over the

whole cloud. As discussed in Sect. 1.3.1 (cf. Fig. 1.5), this assumption is not

representative for real ice clouds. Lidar measurements provide vertical profiles of

particle backscattering and the algorithm presented in this section, as a second step

of our methodology, benefits from this vertical information resulting in the possibility

to retrieve profiles of IWC.

Nowadays, active lidar measurements are performed from satellite (CALIPSO)

and from the ground. Many studies exist in the literature which exploit these

measurements to obtain information about cirrus cloud occurrence frequencies and

their properties (examples are Berthier et al. (2008); Sassen et al. (2008); Campbell

et al. (2015) for spaceborne studies, Ansmann et al. (1993); Keckhut et al. (2006);

Giannakaki et al. (2007); Seifert et al. (2007); Liu et al. (2015) for ground-based

studies, Pandit et al. (2015); Córdoba-Jabonero et al. (2017) for a combination of

both, and many more could be cited here). These studies exploit different more

or less developed lidar systems. Classical techniques to obtain the cloud optical

thickness and the lidar ratio are the solutions to the lidar equation proposed by Klett

(1981, 1985) (backward integration) and Fernald (1984) (forward integration), which

have been applied by several authors (e.g. Sassen and Comstock, 2001; Giannakaki

et al., 2007; Seifert et al., 2007).

As discussed above, our algorithm follows a different approach which is based

on optimal estimation in order to facilitate afterwards the integration of the TIR

radiometer measurements in a common retrieval framework. It closely follows the

method described by Stephens et al. (2001), who developed an algorithm to retrieve

extinction profiles of aerosols and clouds from spaceborne lidar measurements from

the Lidar In-space Technology Experiment (LITE, Winker et al. (1996)). However,

we are focusing on the application of this formalism to ground-based data from the

micropulse lidar introduced in Sect. 2.3. In contrast to Stephens et al. (2001),

the main purpose of our algorithm is to retrieve profiles of IWC in cirrus clouds.

Nevertheless, we also retrieve a particle extinction for every layer of the profile
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that does not contain a cloud, although it should be noted that these retrievals are

characterized by a large uncertainty due to strong assumptions for the backscatter-

to-extinction ratio of aerosols. In the following sections, this lidar only algorithm

will be described before the results for the case study of November 30, 2016, and

the influence of the microphysical ice cloud model presented in Sect. 3.1 on the

retrievals will be discussed.

3.4.1 Description of the Lidar Only Algorithm

Following the same strategy as for the TIR only algorithm described in Sect. 3.3.1,

we will define in a first step the elements that are required in the optimal estimation

method.

State Vector and Measurement Vector

The state vector ~x contains the desired quantities to be retrieved. In case of the

lidar only algorithm, these are a profile of extinction (denoted by σ) outside the

cirrus cloud and a profile of IWC inside the cloud,

~x = [σ(r1), σ(r2), . . . , σ(rj base-1), IWC(rj base), . . . , IWC(rj top), σ(rj top+1), . . . , σ(rN)]T ,

(3.21)

where the subscripts j base and j top denote the range index of the base cloud layer

and the top cloud layer, respectively. The measurement vector ~y consists of the

measured lidar profile expressed as the logarithm of the calibrated range-corrected

signal,

~y = [ln(C · P (r1)r2
1), ln(C · P (r2)r2

2), . . . , ln(C · P (rN)r2
N)]T , (3.22)

where C reunites all factors related to the calibration into a single constant (cf. Eq.

3.23).

Figure 3.7 illustrates the measurement vector and the state vector. The measured

signal is represented schematically by the red line and the equidistant black lines

indicate the range resolution of the lidar system. As mentioned in Sect. 2.3.1, the

measurements provide an information about the backscattering particles every 15 m

and the same constant vertical resolution is used for the state vector.
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Figure 3.7: Illustration of the state vector ~x and the measurement vector ~y of the lidar
only algorithm. The red line represents the lidar signal (measurement vector) and the
horizontal black lines illustrate the measurement levels.
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Forward Model

For the lidar retrieval problem, the forward model can be expressed by the lidar

equation which has been presented in Sect. 2.3.2 and is recalled here in slightly

different notation,

C · P (r) r2 = (βmol(r) + β(r)) exp

[
−2

∫ r

0

(σmol(r
′) + ησ(r′)) dr′

]
, (3.23)

where C is the calibration constant mentioned above depending on the instrument’s

characteristics as well as the atmospheric conditions.

Expressing Eq. 3.23 logarithmically and in discretized form, leads to our forward

model F,

F(xj, bj) = ln(βmol(rj) + k(rj)σ(rj))− 2

j∑
l=1

[
σ̄mol,l + ησ̄l

]
∆R, (3.24)

defined at each range rj where j = 2, ..., N . The overline indicates layer mean values,

e. g. σ̄l = 0.5 (σl + σl−1), and ∆R represents the above-mentioned range resolution

of 15 m of the lidar system. Vector ~b represents the non-retrieved parameters and

is defined below (cf. Eqs. 3.31). Inside the cloud, the state vector ~x defined in

Eq. 3.21 contains the IWC. Hence, the extinction σ(rj) required in Eq. 3.24 is

calculated as a function of IWC, σ(IWC(rj)), for all rj inside the cloud with the

BV2015 parametrization for cirrus described in Sect. 3.1.

When regarding measurements from a simple micropulse lidar, assumptions are

required for the so-called backscatter-to-extinction ratio because the lidar equation

(cf. Eq. 3.23) contains two unknowns: backscattering and extinction. The intrinsic

ambiguity between these two effects arises from the combination of scattering and

absorption processes in the atmosphere. As has been carried out in Eq. 3.24, the

backscattering coefficient of aerosol or cloud particles represented by β(r) in Eq.

3.23 can be replaced by,

β(r) = k(r) · σ(r), (3.25)

where k(r) represents the range-dependent backscatter-to-extinction ratio. Unfor-

tunately, this parameter is highly variable and depends strongly on the type, size

and shape of the atmospheric particles.

In this thesis, we are focusing on the retrieval of cirrus cloud properties. Thus, the

backscatter-to-extinction coefficient for aerosols is assumed to be constant. Since our

measurement site is located in an urban/industrial area, a lidar ratio of 66 sr has been
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used for aerosols in all retrievals for the case study shown in this chapter. This value

corresponds to the WASO aerosol type from the OPAC database (Hess et al., 1998b)

introduced in Sect. 2.4.2. However, this aerosol model does not necessarily represent

the aerosols which were present during the measurement. Hence, we assigned a large

error to this parameter in our optimal estimation algorithm. The influence of the

aerosol model will be further discussed in Chapter 4 of this thesis.

The backscatter-to-extinction ratio for cirrus clouds is calculated using the defi-

nition of Mishchenko et al. (1997),

k = $0 · p11(π), (3.26)

where $0 is the single scattering albedo of the bulk ice and p11(π) the normalized

phase function in the exact backscattering direction. These two parameters are

obtained for each cirrus cloud layer as functions of IWC and in-cloud temperature

from the BV2015 parametrization. The phase function in the exact backscattering

direction is a crucial parameter in our methodology and will be discussed in more

detail in Sect. 3.4.3.

The multiple scattering factor, which is represented by η in Eq. 3.23, is set to

unity for aerosol layers and in a first approximation to 0.75 for cirrus clouds. This

value has been chosen based on the PhD thesis of Nohra (2016) who evaluated the

multiple scattering factor of cirrus clouds by comparing the optical thickness re-

trieved from the micropulse lidar to the optical thickness retrieved from the space-

borne CALIOP lidar and adjusting η to find a coherent retrieval. The multiple

scattering factor used for the CALIOP version 3 retrievals is η= 0.6 (Garnier et al.,

2015). As discussed in Sect. 2.3.2, the multiple scattering effect for ground-based

lidars is less important because they have a much smaller FOV in combination with

a shorter distance to the cloud. Nevertheless, it should not be neglected because

large ice crystals may considerably increase the forward scattering of the laser beam

(Donovan and van Lammeren, 2001). All retrieval results for our case study shown

in this chapter are performed for η= 0.75. However, similarly as for the backscatter-

to-extinction ratio of aerosols, our knowledge of this parameter is rather poor. Thus,

we assign a large error (25%) to it in the optimal estimation algorithm. A further

discussion and sensitivity study of this parameter will be presented in Chapter 4 of

this thesis.
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Jacobian

The Jacobian contains the sensitivities of the forward model to each element of the

state vector (Eq. 3.21),

K =



∂F1

∂σ1
. . . ∂F1

∂σj base-1
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∂IWCj base
. . . ∂F1

∂IWCj top
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. . . ∂F1

∂σN

∂F2

∂σ1
. . . ∂F2
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... . . .

...
... . . .

...
... . . .

...
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. . .
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

,

(3.27)

where the terms F(xj, bj), σ(rj) and IWC(rj) have been shortened to Fj, σj and

IWCj, respectively, to increase the readability. This short notation will be used for

all variables which are a function of range for the remainder of this thesis.

In the case of ice cloud layers, the partial derivatives are expressed by,

Kij =
∂Fi

∂IWCj

=
∂Fi
∂σj

∂σj
∂IWCj

, (3.28)

since the extinction is given as a function of IWC in the BV2015 parametrization.

The partial derivatives with respect to IWC,
∂σj

∂IWCj
, are obtained directly by differ-

entiating this parametrization (cf. Eqs. 3.1).

The partial derivatives with respect to extinction follow from the differentiation

of Eq. 3.24 and are given by (Stephens et al., 2001),

Kij =


0 for i < j

−2η∆R for i > j

ki
βmol,i+kiσi

− 2η∆R for i = j

. (3.29)
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Variance-Covariance Matrices

Following Stephens et al. (2001) and as in case of the TIR only algorithm discussed

above, all variance-covariance matrices are assumed to be diagonal. Hence, the

variance-covariance matrix of the a priori can be represented by,

Sa,ii = σ2
a,i, (3.30)

where σ2
a,i are the variances of each of the elements of the a priori state vector. We

chose sufficiently large values for these variances in order to reduce the contribution

of the a priori information relative to the information contained in the measurement

vector.

As mentioned above, vector~b in Eq. 3.24 represents the non-retrieved parameters

which are each a function of altitude,

b1 = { βmol,j ; j = 1, . . . , N},
b2 = { kj ; j = 1, . . . , N},
b3 = { ηj ; j = 1, . . . , N}.

(3.31)

σmol does not need to be considered as a non-retrieved parameter because it can

be obtained from βmol by multiplication with the constant molecular backscatter-

to-extinction ratio (cf. Eq. 2.16). The variance-covariance matrix of the forward

model and the measurement is then defined by,

Sε,ii = σ2
y,i + σ2

b1,i + σ2
b2,i + σ2

b3,i, (3.32)

where σy,i represents the measurement error. The errors on the non-retrieved pa-

rameters are represented by σb1,i, σb2,i and σb3,i, and can be calculated via,

σb1,i =
pβ(%) · βmol,i

βmol,i + ki σi
,

σb2,i =
pk(%) · ki σi
βmol,i + ki σi

,

σb3,i = pη(%) · (−2 η σi ∆R),

(3.33)

where pβ(%), pk(%) and pη(%) represent the percentage errors assumed for the

molecular backscattering profile, the backscatter-to-extinction ratio and the multiple

scattering factor, respectively.

As discussed above, the error on the multiple scattering factor for ice clouds is

chosen to be large and is set to pη(%)=25%. Similarly, the backscatter-to-extinction
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ratio for aerosols is poorly known and has been quantified to pk,aer(%)=25%. The

same error has also been attributed to the backscatter-to-extinction ratio for ice

clouds since the knowledge of the phase function in the exact backscattering direc-

tion used in Eq. 3.26 is also rather poor (pk,ice(%)=25%). The phase function in

backscattering direction will be discussed in detail below since it is an important

parameter in our methodology. The error attributed to the molecular backscattering

profile obtained from the empiric equation of Flamant (2008) (cf. Eq. 2.16) and by

using the atmospheric temperature and pressure profiles from ECMWF reanalysis,

is set to pβ(%)=2%. As discussed in Sect. 2.3.3, the error on the lidar measurements

depends on the altitude because the measurement noise increases with increasing

altitude. As illustrated in Fig. 2.12, it is calculated as standard deviation around

the mean over a vertically sliding window of 20 gates.

3.4.2 Case Study Results of the Lidar Only Algorithm

This section focuses on the application of the lidar only algorithm described above.

In a first step, the calibration of the lidar signal is explained before the retrievals

for the case study of November 30, 2016, are shown.

Calibration of the Lidar Signal

Before the algorithm can be applied to a measured lidar profile, the measurement

needs to be calibrated since it depends not only on instrument characteristics but

also on the atmospheric temperature and pressure profiles. Our calibration method

follows the approach of Stephens et al. (2001). They propose to select a reference

zone where the signal is assumed to be purely molecular and match this portion of

the profile to the theoretical molecular signal. The lidar equation for the molecular

signal reads (cf. Eqs. 2.15 and 3.23),

C′ · P (r)r2 = βmol(r) · exp

[
−2

∫ r

0

σmol(r
′) dr′

]
. (3.34)

Thus, the calibration constant C′ can be obtained by plotting the molecular signal

against the measured signal and fitting a straight line to it. C′ is then given by

the slope of this straight line. Figure 3.8 shows an example of such a calibration.

To find the molecular reference zone we proceed as follows: in a first step, the zone

between 4000 m altitude until 500 m below the detected cloud base altitude is chosen

as reference zone because it is likely that there are no or very few particles in this
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Figure 3.8: Example of the calibration of the lidar signal for the profile measured on
November 30, 2016, at 18.18 UTC. (a) Starting reference zone from 4000 m to 500 m below
the cloud base. (b) Adjusted reference zone from 5325 m to 5625 m.

zone since the aerosols are usually located in the boundary layer. As illustrated in

Fig. 3.8 a, a linear regression of the theoretical molecular signal against the mea-

sured signal is performed for this starting reference zone. If there are altitudes where

the difference between the regression line and the molecular signal is negative, the

molecular signal has been overestimated. Hence, we search for the largest negative

deviation from the regression line which corresponds to the minimum of the lidar

signal. The according altitude plus ten gates below and ten gates above this altitude

(hence a zone of 300 m in total) is then considered to be zone where the particle con-

centration is minimal and the signal purely molecular. As illustrated in Fig. 3.8 b,

the linear regression is repeated for this zone and the slope of this line represents

the calibration constant C′. It should be noted here that an automatic search for

the minimum of the signal is challenging and that this procedure may still slightly

overestimate the value of C′ for some individual profiles.

However, this approach works well for satellite data when the first layers seen

by the lidar are purely molecular layers. When this method is applied to ground-

based data, the calibration factor is biased because of the extinction by aerosols

in the boundary layer. The lidar equation between the beginning of the molecular
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reference zone at range r0 and another range r also situated in this reference zone

is given by,

C · P (r)r2 = βmol(r) · exp

[
−2

∫ r0

0

(σmol(r
′) + σ(r′)) dr′

]
· exp

[
−2

∫ r

r0

σmol(r
′) dr′

]
= βmol(r) · exp

[
−2

∫ r

0

σmol(r
′) dr′

]
· exp

[
−2

∫ r0

0

σ(r′) dr′
]

= βmol(r) · T 2
mol(r) · T 2

σ (r0),

(3.35)

where T 2
mol(r) represents the molecular transmission of the layers between the ground

and the current range r, and T 2
σ (r0) represents the particle transmission between the

ground and the bottom altitude of the reference zone r0. It should be noted that

the multiple scattering factor has been omitted in Eq. 3.35 because it is set to unity

for aerosols. Since we assume that there are no particles present in the reference

zone, T 2
σ (r0) is constant in this zone. By comparing Eqs. 3.35 and 3.34, it follows,

C = C’ · T 2
σ (r0). (3.36)

However, the lidar signal used in the retrieval algorithm is calibrated with C’ because

the aerosol extinction in the boundary layer changes during the iteration. Hence,

the aerosol transmission below the reference zone has to be taken into account in

the lidar equation,

C′ · P (r)r2 =
1

T 2
σ (r0)

· (βmol(r) + β(r)) · T 2
mol(r) · T 2

σ (r), (3.37)

which means a summand equal to ln
(

1
T 2
σ (r0)

)
has to be added to the forward model

given by Eq. 3.24.

Retrieval Results

To start the iteration, a first guess is required and as in the TIR only algorithm,

we chose the a priori to be the first guess. Following Stephens et al. (2001), the a

priori for the layers close to the ground where aerosols are present is calculated from

a one step solution of the lidar equation in order to reach faster convergence of the

algorithm,

σa,i =
{

exp
[
yi + 2

i−1∑
l=1

(σmol,l + σa,l)∆R
]
− βmol,i

}
/ki, (3.38)

where the multiple scattering factor is omitted because it is equal to unity for

aerosols. For the layers above the boundary layer the molecular extinction is used
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as a priori, and for ice cloud layers we start the iteration from a small IWC of

0.001 g m−3.

Figure 3.9 presents an example of a measured lidar profile (represented by the

red lines in Figs. 3.9 a and b) which contains a cirrus cloud in altitudes between

8865 and 10200 m (indicated by the horizontal blue lines). The profile was measured

on November 30, 2016, at 18.18 UTC. The black lines show the calculated forward

model, in Fig. 3.9 a for the a priori and in Fig. 3.9 b when convergence is reached.

The forward model of the a priori is already close to the measurement for the layers

close to the ground because the a priori for these layers has been pre-calculated based

on the lidar equation (cf. Eq. 3.38). For the higher layers where no or very few

particles are present, the measured signal is also close to the a priori forward model

since the molecular extinction has been chosen as a priori for these layers. Inside

the cloud, the increase of the a priori forward model corresponds to the small IWC

assumed to be constant over the cloud from which the iteration is started. After

the last iteration step, the forward model and the measured lidar signal overlay

each other almost perfectly indicating that the retrieval was successful and that the

cost function has been reduced by reducing the difference between the measurement

and the forward model. The relative difference between the measurement and the

forward model after the last iteration step shown in Fig. 3.9 c is smaller than 1 %

over the whole profile confirming the good convergence.

Figure 3.10 shows the corresponding retrieved IWC (Fig. 3.10 a) and extinction

(Fig. 3.10 b) profiles. As explained in Sect. 3.4.1, the IWC is retrieved for cirrus

cloud layers and the particle extinction for the rest of the profile. Thus, the ex-

tinction profile inside the cloud shown in Fig. 3.10 b is not retrieved directly but

recalculated from the IWC using the BV2015 parametrization. The layers close to

the ground show an enhanced extinction due to aerosols, even though it remains

rather small since only few aerosols seemed to be present during this day. In the

middle portion of the profile, the particle extinction is very close to zero indicating

that there were almost no particles present in this zone. Due to the ice crystals inside

the cirrus cloud, the extinction is increased importantly for the layers corresponding

to the cloud.

The retrieval results for the case study of November 30, 2016, 15 to 19 UTC,

are presented in Fig. 3.11. The vertical black lines in all plots of this panel indi-

cate the profiles measured at 16.33 UTC and 18.18 UTC which will be discussed in

detail in the course of this chapter. Figure 3.11 a recalls the measured lidar signal
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Figure 3.9: Forward model of the lidar only algorithm of the (a) a priori and (b) after
the last iteration step (black lines) for the profile measured on November 30, 2016 at
18.18 UTC (the red lines represent the measurement, the horizontal blue lines indicate
the defined cloud base and top altitudes (8865 m and 10200 m, respectively)). (c) Relative
difference between the measurement and the forward model after the last iteration step.

Figure 3.10: (a) Retrieved IWC and (b) extinction profiles from the lidar only algorithm
for the profile measured on November 30, 2016 at 18.18 UTC (cf. Fig. 3.9). Shaded areas
represent the error on the retrieved parameters. The cloud optical thickness obtained
from the retrieved extinction profile is 0.402± 0.096 compared to 0.267± 0.126 from the
transmission method (assuming η= 0.75).
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Figure 3.11: Retrieval results from the lidar only algorithm for November 30, 2016,
15 to 19 UTC. (a) Logarithm of the range-corrected lidar signal overlaid by the cloud
detection, (b) retrieved extinction profiles, (c) retrieved IWC profiles, (d) cloud optical
thickness from the lidar only algorithm (blue) and the transmission method introduced
in Sect. 2.3.3 (red), and (e) cost function after the last iteration step normalized by the
measurement vector. The vertical black lines represent the two example profiles measured
at 16.33 and 18.18 UTC.
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overlaid by the cloud detection described in Sect. 2.3.3. The retrieved extinction

profiles are shown in Fig. 3.11 b which are recalculated in the cirrus cloud from the

retrieved IWC (shown in 3.11 c) with the BV2015 parametrization. All retrievals

are performed up to a maximum altitude corresponding to the retrieved cloud top

altitude plus 500 m. However, since the detection of the cloud top is rather uncer-

tain and since the noise of the lidar measurements increases with altitude as has

been discussed in Sect. 2.3.3, the retrievals of extinction for the layers above the

cloud are associated with large errors (cf. Fig. 3.10 b). Figure 3.11 d shows the

cloud optical thickness (COT) at the visible lidar wavelength calculated from the

extinction profiles derived from the retrievals of our algorithm (blue) in comparison

to the COT obtained from the transmission method of Young (1995) explained in

Sect. 2.3.3 (red). Between approximately 16.6 and 18.2 UTC, the COT from both

methods compares quite well. However, the cirrus cloud observed during this period

is optically and geometrically thin. In the beginning of the cloudy period where

the cloud was geometrically and optically thicker, the COT obtained from our op-

timal estimation algorithm is considerably larger than the COT retrieved from the

transmission method. Furthermore, the lidar only algorithm did not converge for

some profiles during this phase. The cost function (normalized by the size of the

measurement vector) after the retrieval is presented in Fig. 3.11 e. For some profiles

around 16.25 UTC, the value of the normalized cost function after the iteration

remains large (Φnormalized � 1) and consequently, the corresponding retrieval results

are not considered in Figs. 3.11 b to 3.11 d. However, for the majority of profiles a

good convergence is obtained (Φnormalized � 1).

Figure 3.12 presents a comparison of the retrieved IWP from the lidar only

algorithm and the TIR only algorithm. The IWP obtained from the former is

significantly larger than the IWP obtained from the latter for the optically and geo-

metrically thicker cloud in the beginning of the considered period. For the optically

thin cloud between 17.2 and 18.3 UTC, the retrieved IWP from both algorithm com-

pares quite well. However, the incoherences between the retrievals obtained from

both algorithms are connected with an insufficient knowledge about the backscatter-

to-extinction ratio as will be discussed in the following.
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Figure 3.12: Comparison of the retrieval results from the TIR only algorithm and the
lidar only algorithm for November 30, 2016, 15 to 19 UTC. (a) Logarithm of the range-
corrected lidar signal overlaid by the cloud detection, and (b) retrieved IWP where the blue
colour represents the TIR only algorithm and the black colour the lidar only algorithm.
The vertical black lines represent the two example profiles measured at 16.33 and 18.18
UTC.
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3.4.3 Influence of the Backscatter-to-Extinction Ratio in

the Lidar Only Algorithm

As explained in Sect. 3.4.1, the backscatter-to-extinction ratio for cirrus clouds is

calculated as the product of the single scattering albedo, $0, and the normalized

phase function in the exact backscattering direction, p11(π), following the definition

of Mishchenko et al. (1997) (cf. Eq. 3.26). Consequently, the retrievals from the

lidar only algorithm strongly depend on these two parameters. The single scattering

albedo and the phase function are obtained from the BV2015 parametrization. The

former is considered to be represented sufficiently exact in this model, the latter

on the other hand is much more uncertain, especially in the exact backscattering

direction.

Figure 3.13 shows examples of phase functions for ice crystals calculated from the

BV2015 parametrization and the ensemble model of Baran and Labonnote (2007)

introduced in Sect. 3.1, assuming a thin cirrus cloud with a small IWC. The features

of the phase function strongly depend on the characteristics of the considered ice

crystals as discussed in Sect. 1.3.2 (cf. Fig. 1.6). Figure 3.13 draws special attention

to particle heterogeneity arising from a roughened surface of the crystal and/or

from spherical inclusions (Hess et al., 1998a; C.-Labonnote et al., 2001; Baran and

Labonnote, 2006; Baran, 2007). In our case, particularly the representation of the

exact backscattering direction (zoom in Fig. 3.13) is important since it is used in the

definition of the backscatter-to-extinction ratio. The existence of a backscattering

peak strongly depends on the heterogeneity of the considered particles. The black

line represents the phase function obtained from the ensemble model for a bulk ice

of particles with a smooth surface and without any other heterogeneities. In this

case, the phase function shows a strong increase in backscattering direction. This

backscattering peak disappears when the particles of the same bulk ice are considered

to dispose of heterogeneities such as surface roughness or spherical inclusions, as

illustrated by the blue and green lines in Fig. 3.13 which represent phase functions

computed from the same model and bulk ice but by considering moderately and

severely heterogeneous particles, respectively.

However, as discussed in Sect. 1.3.1, real cirrus clouds formed under atmospheric

conditions are composed of a mixture of ice crystals comprising very different charac-

teristics, including different shapes, sizes and degrees of heterogeneity. Their phase

functions in the exact backscattering direction have not yet been characterized accu-
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Figure 3.13: Examples of phase functions for different degrees of particle heterogene-
ity. Black line: phase function for bulk ice crystals with a smooth surface, blue line:
introduction of some heterogeneity, green line: maximum degree of heterogeneity (particle
roughness, air bubbles). The red line represents the phase function obtained from the
parametrization of Baran et al. (2001) (courtesy of L. C.-Labonnote).
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rately enough. Furthermore, it is not possible to perform exact calculations of phase

functions in operational retrieval algorithms because they are numerically expensive.

Hence, assumptions on the phase function have to be introduced.

As described in Sect. 3.1, we obtain the asymmetry parameter from the BV2015

parametrization and from this asymmetry parameter the analytical phase function of

Baran et al. (2001) is generated which is used in our algorithm to represent the phase

function of the bulk ice crystals in the observed cirrus clouds. This parametrization

is represented by the red line in Fig. 3.13. As discussed in Sect. 3.1, it is kept

smooth and featureless in order to represent particles that are roughened, distorted

or contain inclusions of air bubbles or aerosols. Hence, the analytical phase function

does not include a backscattering peak and assumes a constant value for scattering

angles larger than 95 ◦. However, Zhou and Yang (2015) as well as Ding et al. (2016)

showed recently that this assumption is not sufficient to realistically represent the

phase functions of atmospheric ice crystals. They found that a narrow backscattering

peak also exists for ice particles with rough surfaces, even in case of a high degree

of heterogeneity. According to these authors, the backscattering of ice crystals is

generally underestimated. Zhou and Yang (2015) showed that the value of the phase

function of real bulk ice crystals at 180 ◦ should be 1.5 to 2.0 times larger than the

value of the phase function at 175◦. This is obviously not the case for the analytical

phase function integrated in our algorithm.

Therefore, we tested the influence of their findings on our algorithm since they

have a direct impact on the backscatter-to-extinction ratio and hence on our re-

trievals. The results of this test are shown in Fig. 3.14 for two example profiles

measured on November 30, 2016, at 16.33 UTC (Fig. 3.14 a) and 18.18 UTC

(Fig. 3.14 b, cf. also Fig. 3.10). Figure 3.14 shows the retrieved IWC pro-

files for different backscatter-to-extinction ratios, k′=κ · k, where k is the original

backscatter-to-extinction ratio calculated from Eq. 3.26. The blue line represents

the original retrieval where κ= 1.0, the red and green line represent retrievals with

modified backscatter-to-extinction ratios by factors of κ= 1.5 and κ= 2.0, respec-

tively. Increasing the backscatter-to-extinction ratio evidently leads to a reduced

IWC. However, the effect of modifying the backscatter-to-extinction ratio is rather

strong and the decrease of the IWC important. Integration of the IWC over the

whole cloud layer results for the profile measured at 18.18 UTC in an IWP of

10.32± 2.47 g m−2 for the original retrieval (κ= 1.0) compared to 5.98± 1.43 g m−2
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Figure 3.14: Dependence of the retrieved IWC on the backscatter-to-extinction ratio
for the lidar profiles measured on November 30, 2016 at (a) 16.33 UTC and (b) 18.18
UTC. Shaded zones represent the error on the retrieval and the different colours stand for
different factors κ (blue: κ= 1.0, red: κ= 1.5 and green: κ= 2.0).

and 4.22± 1.01 g m−2 for the retrievals with modified backscatter-to-extinction ra-

tios by factors of κ= 1.5 and κ= 2.0, respectively.

The cloudy profile measured at 16.33 UTC corresponds to a geometrically thick

cloud (cf. Fig. 3.11 a). For this profile, the use of the backscatter-to-extinction ratio

calculated directly from Eq. 3.26 results in a strong increase of IWC towards the

cloud top which seems to be rather unrealistic. For the retrievals with the modified

backscatter-to-extinction ratios, this peak at the cloud top is reduced importantly

resulting in a more realistic shape of the IWC profile. The IWP is reduced by a

factor of 4 between the retrieval considering κ= 1.0 (IWP = 32.21± 8.93 g m−2) and

κ= 2.0 (IWP = 8.58± 2.25 g m−2).

These results show the importance of a good characterization of the backscatter-

to-extinction ratio which has a strong influence on the retrieved IWC and constitutes

the major source of uncertainty in our algorithm. As discussed in Sect. 2.3, the

extinction coefficient can be obtained directly from highly developed lidar systems,

such as Raman or HSRL lidars. On the contrary, for a simple micropulse lidar

such as the lidar used in this thesis, the challenge is to find ways to constrain the

backscatter-to-extinction ratio. In the next section, we will propose two strategies

to address this challenge.
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3.5 Strategies to Constrain the Backscatter-to-Extinction

Ratio

The first strategy presented in this section to constrain the backscatter-to-extinction

ratio follows the approach of Stephens et al. (2001) who included the visible opti-

cal thickness as an additional measurement in the optimal estimation framework to

retrieve both the backscatter-to-extinction ratio and the extinction profile simulta-

neously. Stephens et al. (2001) obtained the optical thickness from the transmission

method. However, this means that the backscatter-to-extinction ratio is constrained

by a retrieval product which may itself be subject to a large uncertainty, especially

due to the challenging cloud top retrieval in our case of ground-based lidar measure-

ments. Furthermore, it strongly depends on the multiple scattering factor as will be

discussed below. Instead of relying on such a retrieval product, we will show in a

second step that the TIR radiometer measurements also constrain the backscatter-

to-extinction ratio of cirrus clouds (Platt, 1973, 1979) since they are sensitive to the

IWP as discussed in Sect. 3.3.

3.5.1 Use of the Visible Optical Thickness

In the approach proposed by Stephens et al. (2001), the visible optical thickness

of the cloud obtained from the transmission method is used as an additional mea-

surement. Hence, the measurement vector is expanded by this optical thickness

τcld,

~y = [ln(C · P (r1)r2
1), ln(C · P (r2)r2

2), . . . , ln(C · P (rN)r2
N), τcld]T . (3.39)

This allows to retrieve the backscatter-to-extinction ratio together with the extinc-

tion profile since the total extinction of the cloud is constrained. Stephens et al.

(2001) integrated the backscatter-to-extinction ratio k directly in the state vector.

Our lidar only algorithm, however, retrieves the IWC for cirrus cloud layers and the

IWC is linked to the extinction and to the backscatter-to-extinction ratio via the

BV2015 microphysical model. The backscatter-to-extinction ratio is calculated via

Eq. 3.26. Thus, we expand the state vector by the correction factor κ which has been

introduced in the previous section since the single scattering albedo and the phase

function in backscattering direction are obtained from the BV2015 parametrization.
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Consequently, the state vector is expressed by (using the short notation introduced

in the context of Eq. 3.27),

~x = [σ1, σ2, . . . , σj base-1, IWCj base, . . . , IWCj top, σj top+1, . . . , σN, κ]T , (3.40)

where k′ = k · κ = $0 · p11(π) · κ represents the new backscatter-to-extinction ratio.

It should be noted that $0 and p11(π) are calculated for each layer with the BV2015

parametrization depending on the according IWC and temperature. The correction

factor κ, however, is assumed to be constant over the whole cloud.

In this variation of the lidar only algorithm, both measurement vector and state

vector are composed of N+1 elements. The forward model for the additional mea-

surement τcld is simply calculated via,

FN+1 =

Ncld∑
jcld=1

σjcld ∆R, (3.41)

where the subscript jcld indicates cloudy layers, Ncld is the total number of cloudy

layers, and the extinction for each of these layers is calculated from the according

IWC with the BV2015 parametrization (σjcld = σ(IWCjcld)).

Since the state vector and the measurement vector are each expanded by one

element, the Jacobian given by Eq. 3.27 has to be expanded by one row and one

column. The additional column contains the derivations of the forward model with

respect to the new state vector element κ. For cirrus layers, they are calculated

analytically by differentiating Eq. 3.24 with respect to κ,

Ki,N+1 =
∂Fi
∂κ

=
$0 · p11(π) · σi

βmol,i +$0 · p11(π) · κ · σi
, (3.42)

and for all other layers they are set to zero. The new row of the Jacobian contains

the derivation of the forward model for τcld with respect to all state vector elements,

hence for layers corresponding to the cloud,

KN+1,j =
∂FN+1

∂(IWCj)
=
∂FN+1

∂σj

∂σj
∂IWCj

= ∆R
∂σj

∂IWCj

, (3.43)

and all other elements of the last row, including KN+1,N+1, are set to zero.

Consequently, the variance-covariance matrices are also expanded to (N+1) x (N+1)

matrices. Since they are assumed to be diagonal, the new diagonal element of the a

priori variance-covariance matrix is defined by,

Sa,N+1,N+1 = σ2
a,κ, (3.44)
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where the error on the a priori for the correction factor κ is chosen sufficiently large

for the same reason as discussed above for the other elements of the a priori state

vector. Based on the publications of Zhou and Yang (2015) and Ding et al. (2016),

the a priori for κ is set to 1.7.

The new diagonal element of the error variance-covariance matrix is defined by,

Sε,N+1,N+1 = σ2
y,τcld

, (3.45)

containing only a ”measurement” error on τcld which is in fact the error on the

cloud optical thickness obtained from the transmission method arising from the

linear regression of the signals below and above the cloud explained in Sect. 2.3.3.

It should be noted that no error is assigned to the forward model of τcld, since it

is a simple integration of the extinction over the cloud layer. All other elements

of Sε are defined in the same way as in the original lidar only algorithm, with

one exception: the error on the backscatter-to-extinction ratio for ice clouds was

initially set to pk,ice(%)=25% due to a poor knowledge of the phase function in the

exact backscattering direction. This variation of the lidar only algorithm retrieves a

correction factor for the backscatter-to-extinction ratio which should be interpreted

as a correction factor for the phase function in the exact backscattering direction

since we assume that the single scattering albedo is represented sufficiently exact

by the BV2015 microphysical model. Hence, the large error on the backscatter-to-

extinction ratio for ice cloud layers is replaced by an error of p$0(%)=1% for the

single scattering albedo.

Figure 3.15 shows the retrieval results obtained with this variation of the lidar

only algorithm for the case study of November 30, 2016, 15 to 19 UTC. Figure 3.15 e

indicates that overall the method works well since the optical thickness calculated

from the retrieved extinction profiles (blue) corresponds to the optical thickness

obtained from the transmission method (red). In particular, the convergence for the

optically and geometrically thicker cloud in the beginning of the period is better

compared to the original lidar only algorithm. On the other hand, for the optically

very thin cloud in the second half of the period, the lidar only algorithm that is

constrained by the optical thickness did not converge. This might simply be due to

the fact that the cloud is optically too thin to perform reasonable retrievals with

this method. The retrieved extinction and IWC (Figs. 3.15 b and c, respectively)

are reduced compared to the original lidar only algorithm which is due to the optical

thickness constraint. Figure 3.15 d shows the retrieved correction factor κ (in blue,

with axis on the right-hand side) and the corresponding lidar ratio in sr (red, axis
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Figure 3.15: Retrieval results from the variation of the lidar only algorithm constrained
by the COT for η= 0.75 and aerosol properties corresponding to the WASO aerosol type
for November 30, 2016, 15 to 19 UTC. (a) Logarithm of the range-corrected lidar signal
overlaid by the cloud detection, (b) retrieved extinction profiles, (c) retrieved IWC profiles,
(d) lidar ratio (sr) on the left axis (red) and retrieved factor κ on the right axis (blue),
and (e) cloud optical thickness from the lidar only algorithm (blue) and the transmission
method introduced in Sect. 2.3.3 (red). The vertical black lines represent the two example
profiles measured at 16.33 and 18.18 UTC.141
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on the left-hand side) which is defined as S=1/k′ and might be easier to interpret.

All in all, the correction factor κ ranges between values of approximately 0.7 and 2.

Thus, for some profiles the results correspond quite well to the findings of Zhou and

Yang (2015) and Ding et al. (2016), although especially around 17 UTC the retrieved

correction factors are smaller than 1 for a larger number of profiles. Furthermore, the

corresponding lidar ratios largely overestimate the values for cirrus clouds reported

in the literature. The average value of the retrieved lidar ratio for the period between

16 and 17.2 UTC is 70.7± 17.6 sr. When only considering the period between 16

and 16.6 UTC where the largest vertical extension of the cloud was observed, the

average of the retrieved lidar ratio is considerably lower with 57.0± 7.1 sr. However,

the lidar ratios for cirrus clouds reported in the literature range between 20 and

40 sr (e.g. Chen et al., 2002; Giannakaki et al., 2007; Seifert et al., 2007; Josset

et al., 2012; Garnier et al., 2015).

It is important to notice that the assumed multiple scattering factor strongly

influences these retrievals. As discussed in Sect. 2.3.3, the optical thickness of the

cloud obtained from the transmission method is an effective optical thickness τ ?cld

with τ ?cld = η τcld. All retrievals shown previously were performed assuming a multiple

scattering factor of η= 0.75 as mentioned above. Thus, the effective optical thickness

obtained from the transmission method was divided by 0.75 before the retrievals were

performed. Figure 3.16 shows the same results as in Fig. 3.15, but for a multiple

scattering factor of η= 1. The retrieved correction factors κ shown in Fig. 3.15 d are

larger and hence the lidar ratios smaller as in the case of η= 0.75. For the period

between 16 and 16.6 UTC, the average value of the lidar ratios retrieved with a

multiple scattering factor of η= 1 is 43.6± 7.5 sr, and for the whole period between

16 and 17.2 UTC an average lidar ratio of 54.3± 14.3 sr is found. These values are

closer to the literature.

However, these results show that a precise characterization of the optical thick-

ness of the cloud is crucial for the application of this method since small changes in

the optical thickness result in very different retrievals of the lidar ratio. The optical

thickness obtained from the transmission method strongly depends on the defined

cloud base and top altitudes and particularly the retrieval of the cloud top is difficult

from a ground-based lidar (cf. Sect. 2.3.3). A little change in the cloud boundaries

leads to a different retrieved optical thickness and thus a different retrieval of the

lidar ratio. Furthermore, the multiple scattering factor plays an important role and

it is necessary to better characterize this parameter before applying this method.
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Figure 3.16: Same as Fig. 3.15, but the retrievals were performed with η= 1.0.
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As a consequence, instead of constraining the backscatter-to-extinction ratio with

a retrieval product that is subject to rather large uncertainties, we propose to use

the TIR measurements to constrain the backscatter-to-extinction ratio since they

are independent of the lidar measurements.

3.5.2 Use of Thermal Infrared Radiances

As discussed in Sect. 3.3, the TIR radiances are sensitive to the IWP. This means,

they can be used to constrain the amount of ice in the cloud and hence the backscatter-

to-extinction ratio. Similarly as in the previous section, we will consider the correc-

tion factor κ for the backscatter-to-extinction ratio here which can be interpreted

as a correction factor for the phase function in the exact backscattering direction as

discussed above.

To show the potential of the TIR radiances to constrain this correction factor,

retrievals with the original lidar only algorithm have been performed for different

factors κ ranging between 1.0 and 3.0. Subsequently, the retrieved IWC profiles

have been used to simulate the according TIR radiances. As shown in Fig. 3.4, only

the measurements of channels C11 and C12 under clear sky conditions could be

reproduced by the clear sky simulations with the radiative transfer model LIDORT.

The atmospheric profile which has to be selected to obtain a good agreement between

the clear sky measurements and simulations is the ECMWF reanalysis profile of 12

UTC. Hence, in the analysis described in the following, only channels C11 and C12

are considered and the profile of 12 UTC has been used in the radiative transfer

calculations.

Figure 3.17 a shows the dependence of the simulated TIR radiances on the cor-

rection factor κ for the lidar profile measured on November 30, 2016, at 18.18 UTC.

Channel C11 is illustrated in blue and channel C12 in red. The solid lines represent

the simulations with LIDORT and the dashed lines the TIR measurement at 18.18

UTC. The shaded zones around the dashed lines indicate the measurement error. In

Fig. 3.17 b, the corresponding COT calculated from the retrieved extinction profile

is shown by the blue crosses and the black line represents the COT obtained from

the transmission method with its according error illustrated in grey. With increasing

correction factor κ, the COT decreases as well as the simulated radiances. Further-

more, for a correction factor between κ= 1.1 and κ= 1.5 the simulated radiances for

channel C12 coincide with the measurement of this channel considering the error

range of the measurement. For channel C11, this is the case for κ ≥ 1.4. Hence, it
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Figure 3.17: (a) Dependence of the simulated TIR radiances on the correction factor
κ for the backscatter-to-extinction ratio ranging between 1.0 and 3.0 for the lidar profile
measured on November 30, 2016, at 18.18 UTC. The TIR radiometer measurements of
channels C11 (blue) and C12 (red) are represented by the dashed lines, shaded zones
indicate the measurement error. (b) Corresponding visible COT. The black line represents
the COT derived from the transmission method and the shaded grey zone its error range.
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can be concluded that for this profile the correction factor κ should range between

1.4 and 1.5 to obtain a retrieval of an IWC profile which allows both the forward

model of the lidar as well as the TIR forward model to converge towards the ac-

cording measurements. In addition, the COT from the transmission method agrees

well with the COT computed from the retrieved extinction profile for this range of

correction factors. It should be noted that a multiple scattering factor of η= 0.75

has been applied in these retrievals which results in a coherent retrieval between

the visible optical thickness and the TIR radiometer measurements for this profile.

These results allow the conclusion that the TIR radiometer measurements provide

a constraint for the backscatter-to-extinction ratio by constraining the amount of

ice in the cirrus cloud and thereby help to obtain an information about the phase

function in the exact backscattering direction. Since the use of the analytical phase

function of Baran et al. (2001) does not lead to a coherent retrieval between the lidar

and the TIR radiometer measurements, it can be concluded that this phase function

may not be exact enough to represent the phase function of real atmospheric ice

crystals in the exact backscattering direction.

The same analysis has been performed for the lidar profile measured at 16.33

UTC on November 30, 2016, where the observed cirrus cloud was geometrically and

optically thicker. The result is presented in Fig. 3.18. For the retrieval performed

with κ= 1, which means that the backscatter-to-extinction ratio has been obtained

directly from the microphysical model via Eq. 3.26 and that no correction factor

has been applied to the phase function in the exact backscattering direction, the

COT calculated from the retrieved extinction profile is much larger than the COT

obtained from the transmission method. At the same time, the simulated TIR

radiances with the corresponding retrieved IWC profile largely overestimate the

measured radiances. Furthermore, Fig. 3.14 showed an increase of IWC at the

cloud top for this case which seems to be rather unrealistic. These results suggest

that for the profile measured at 16.33 UTC a non-corrected backscatter-to-extinction

ratio does not lead to a realistic retrieval. It can be argued from Fig. 3.18 a that

a correction factor κ which allows the TIR forward model to converge towards

the TIR measurements should range between 2.0 and 2.3. However, the retrieved

COT corresponding to this range of κ is slightly smaller than the COT from the

transmission method.

These results show that the ensemble of measurements should be used to find a

retrieval that corresponds best to all available information. It has been confirmed
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Figure 3.18: Same as Fig. 3.17 for the lidar profile measured on November 30, 2016, at
16.33 UTC.
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that the TIR radiances provide an additional constraint for the amount of ice inside

the cloud which strongly depends on the backscatter-to-extinction ratio. Under

the assumption that the single scattering albedo is known sufficiently exact (cf.

Eq. 3.26), the results shown here lead to the conclusion that the phase function

in the exact backscattering direction can be constrained with the help of the TIR

measurements.

This second approach to constrain the backscatter-to-extinction ratio resulted

in the synergy algorithm combining the active lidar and the passive TIR radiome-

ter measurements in a common retrieval framework to retrieve in addition to the

IWC/extinction profiles the correction factor κ for the phase function of the ice crys-

tals in the exact backscattering direction. This synergy algorithm will be presented

in the following section.
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3.6 Synergy Algorithm Combining Lidar and Thermal

Infrared Radiometer Measurements

Synergistic approaches combining lidar and TIR radiometer measurements have

been used since the 1970s. The most famous method is the LIRAD method intro-

duced by Platt (1973, 1979). It allows to retrieve the visible cloud optical thickness

and the infrared emissivity. The lidar backscatter coefficient of the cloud (β(r)) is

related to the bulk absorption coefficient in the TIR (σabs,TIR(r)) via the parameter

ζ, where σabs,TIR(r) = ζβ(r) (Sassen and Comstock, 2001). An initial guess is chosen

for ζ and the theoretical TIR radiances are calculated from σabs,TIR(r) and compared

to the TIR measurements. ζ is varied until the theoretical and measured radiances

converge. The TIR emissivity can then be derived from the final TIR absorption

coefficient and ζ contains an information about the backscatter-to-extinction ratio.

This method and variations of it have been applied by several authors (e.g. Platt and

Dilley, 1981; Platt et al., 1987; Comstock and Sassen, 2001; Sassen and Comstock,

2001; Platt et al., 2002; Blanchard et al., 2017).

For spaceborne data, synergistic approaches combining lidar and TIR measure-

ments have been developed in connection with the CALIPSO mission. The studies

of Chiriaco et al. (2004) and Garnier et al. (2012, 2013, 2015) show the potential of

integrating the information from the active CALIOP measurements in the retrieval

algorithm for the passive IIR instrument. Recently, Saito et al. (2017) proposed a

method to combine these measurements in a variational algorithm based on optimal

estimation to simultaneously retrieve the IWP, the particle effective radius and the

surface temperature, as well as two morphological parameters of the ice crystals,

namely the fraction of plates and the surface roughness of ice aggregates. Their

measurement vector is composed of the layer-integrated total attenuated backscat-

ter and the depolarization ratio at 532 nm obtained from CALIOP, as well as the

brightness temperatures at 8.65, 10.6 and 12.0µm measured by the IIR.

Our synergy algorithm, which constitutes the final step of our methodology, is

based on the optimal estimation framework introduced in the previous sections. It

uses the whole measured lidar profile to obtain an information about the vertical

distribution of IWC in cirrus clouds, and incorporates the TIR radiometer measure-

ments to constrain the backscatter-to-extinction ratio as discussed in Sect. 3.5.2.
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3.6.1 Description of the Synergy Algorithm

The synergy algorithm finally combines the lidar only and the TIR only algorithms

to retrieve a profile of IWC in cirrus clouds together with the correction factor κ

for the phase function in the exact backscattering direction. The common optimal

estimation framework for these two sets of measurements will be described in the

following.

State Vector and Measurement Vector

As discussed in detail in Sect. 3.5, our aim is to constrain the backscatter-to-

extinction ratio. Since the definition of this parameter allows to obtain it directly

from the BV2015 microphysical model, the objective is to improve this microphysical

model, especially the representation of the phase function in the exact backscattering

direction. Therefore, the correction factor κ for the backscatter-to-extinction ratio

has been introduced in the previous section which can be interpreted as a correction

factor for the phase function in the exact backscattering direction. Following the

approach presented in Sect. 3.5.1, the new backscatter-to-extinction ratio may be

expressed by,

k′ = $0 · p′11(π) = $0 · p11(π) · κ, (3.46)

where p′11(π) represents the corrected phase function in the exact backscattering

direction. As in case of the variation of the lidar only algorithm which is constrained

by the visible optical thickness (cf. Sect. 3.5.1), the correction factor κ is added

to the previous state vector of the original lidar only algorithm (cf. Eqs. 3.21 and

3.40),

~x = [σ1, σ2, . . . , σj base-1, IWCj base, . . . , IWCj top, σj top+1, . . . , σN, κ]T . (3.47)

The measurement vector ~y, initially containing the logarithm of the calibrated

range-corrected lidar signal (plus the visible optical thickness in case of the variation

of the lidar only algorithm presented in Sect. 3.5.1), is expanded by the radiances

measured by the TIR radiometer,

~y = [ln(C · P (r1)r2
1), ln(C · P (r2)r2

2), . . . , ln(C · P (rN)r2
N), LC09, LC11, LC12]T . (3.48)

However, as in case of the TIR only algorithm, only the measurements of the ra-

diometer channels reproduced by the forward model under clear sky conditions are

considered in the application of the synergy algorithm, that means channels C11

and C12 for the case study of November 30, 2016.
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Forward Model

The forward model for the lidar is the same as in case of the lidar only algorithm

and is given by the lidar equation in form of Eq. 3.24. The only modification is

that the backscatter-to-extinction ratio for ice cloud layers is now calculated from

Eq. 3.46. For the TIR radiances, the radiative transfer model LIDORT is used as

forward model which has been introduced in Sect. 3.3 since it is also used as forward

model in the TIR only algorithm. However, in the TIR only algorithm, the cloud

was assumed to be homogeneous. This assumption is no longer necessary in the

synergy algorithm because the lidar measurements provide an information about

the vertical distribution of the IWC which is given in the state vector on the vertical

lidar resolution. Hence, these profiles can be considered in the TIR forward model

which is an improvement of our method compared to most operational retrieval

algorithms existing nowadays.

Furthermore, the synergy with the lidar measurements allows to integrate at-

mospheric aerosols in the radiative transfer calculations. The profile of the particle

extinction coefficient outside cirrus cloud layers given by the state vector allows to

calculate the visible optical thickness of aerosols which is linked via Mie theory to

the optical thickness at the TIR wavelengths. This information is then used in the

TIR forward model to more realistically simulate the atmospheric TIR radiances.

However, we have to assume an aerosol model and the two aerosol models that are

currently integrated in our algorithm are the WASO and INSO aerosol types from

the OPAC database described in Sect. 2.4.2.

As in case of the TIR only algorithm, the single scattering properties of the

cirrus cloud required in the radiative transfer calculations are obtained from the

BV2015 parametrization as functions of IWC and temperature for each layer. The

vertical grid inside the cloud corresponds to the lidar resolution, outside the cloud

the reanalysis model levels are used since the atmospheric profiles required in the

radiative transfer calculations are obtained from ECMWF reanalysis.

Jacobian

The Jacobian of the synergy algorithm contains in addition to the Jacobian of the

lidar only algorithm one new column for the sensitivity of the forward model to
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the new state vector element κ, and three new rows for the sensitivity of the TIR

forward model to each state vector parameter,

K =



∂F1

∂σ1
. . . ∂F1

∂σj base-1

∂F1

∂IWCj base
. . . ∂F1

∂IWCj top

∂F1

∂σj top+1
. . . ∂F1

∂σN

∂F1

∂κ

∂F2

∂σ1
. . . ∂F2

∂σj base-1

∂F2

∂IWCj base
. . . ∂F2

∂IWCj top

∂F2

∂σj top+1
. . . ∂F2

∂σN

∂F2

∂κ
... . . .

...
... . . .

...
... . . .

...
...

∂Fj base-1

∂σ1
. . .

∂Fj base-1

∂σj base-1

∂Fj base-1

∂IWCj base
. . .

∂Fj base-1

∂IWCj top

∂Fj base-1

∂σj top+1
. . .

∂Fj base-1

∂σN

∂Fj base-1

∂κ

∂Fj base

∂σ1
. . .

∂Fj base

∂σj base-1

∂Fj base

∂IWCj base
. . .

∂Fj base

∂IWCj top

∂Fj base

∂σj top+1
. . .

∂Fj base

∂σN

∂Fj base

∂κ
... . . .

...
... . . .

...
... . . .

...
...

∂Fj top

∂σ1
. . .

∂Fj top

∂σj base-1

∂Fj top

∂IWCj base
. . .

∂Fj top

∂IWCj top

∂Fj top

∂σj top+1
. . .

∂Fj top

∂σN

∂Fj top

∂κ

∂Fj top+1

∂σ1
. . .

∂Fj top+1

∂σj base-1

∂Fj top+1

∂IWCj base
. . .

∂Fj top+1

∂IWCj top

∂Fj top+1

∂σj top+1
. . .

∂Fj top+1

∂σN

∂Fj top+1

∂κ
... . . .

...
... . . .

...
... . . .

...
...

∂FN

∂σ1
. . . ∂FN

∂σj base-1

∂FN

∂IWCj base
. . . ∂FN

∂IWCj top

∂FN

∂σj top+1
. . . ∂FN

∂σN

∂FN

∂κ

∂FC09

∂σ1
. . . ∂FC09

∂σj base-1

∂FC09

∂IWCj base
. . . ∂FC09

∂IWCj top

∂FC09

∂σj top+1
. . . ∂FC09

∂σN

∂FC09

∂κ

∂FC11

∂σ1
. . . ∂FC11

∂σj base-1

∂FC11

∂IWCj base
. . . ∂FC11

∂IWCj top

∂FC11

∂σj top+1
. . . ∂FC11

∂σN

∂FC11

∂κ

∂FC12

∂σ1
. . . ∂FC12

∂σj base-1

∂FC12

∂IWCj base
. . . ∂FC12

∂IWCj top

∂FC12

∂σj top+1
. . . ∂FC12

∂σN

∂FC12

∂κ



.

(3.49)

The sensitivities of the TIR radiances to the extinction profile outside the cloud are

set to zero because they are assumed to be small. The last three elements of the

Jacobian presented in Eq. 3.49 are also set to zero because the correction factor κ

does not have a direct influence on the TIR radiances. As described in Sect. 3.3 for

the TIR only algorithm, the sensitivities of the TIR radiances to the IWC profile

inside the cloud are calculated directly in LIDORT. This numerical efficiency of the

radiative transfer model is the second reason allowing the use of the fine vertical

lidar resolution in the state vector (next to the availability of the vertical information

thanks to the lidar measurements).

Finally, the partial derivatives of the lidar forward model with respect to κ are

set to zero outside the cloud and calculated analytically as derivation of the forward

model (Eq. 3.24) for the ice cloud layers as in case of the variation of the lidar only

algorithm constrained by the optical thickness (cf. Eq. 3.42),

∂Fi
∂κ

=
$0 · p11(π) · σi

βmol,i +$0 · p11(π) · κ · σi
, (3.50)

where the layer extinction σi is calculated from the IWC with the BV2015 parametriza-

tion.
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Variance-Covariance Matrices

As for the algorithms described above, the variance-covariance matrices of the syn-

ergy algorithm are also considered to be diagonal. Concerning the lidar, they are

defined in the same way as in case of the original lidar only algorithm described in

Sect. 3.4.1. The only difference is that the error on the backscatter-to-extinction ra-

tio for ice cloud layers is replaced by the error of p$0(%)=1 % for the single scattering

albedo, since the correction factor κ for the phase function in the exact backscatter-

ing direction is retrieved with the synergy algorithm. This error has already been

introduced and discussed in Sect. 3.5.1. For the variance-covariance matrix of the

TIR forward model, the same non-retrieved parameters (and according errors) are

considered as in case of the TIR only algorithm (cf. Sect. 3.3.1), which are the

surface emissivity (2 %), surface temperature (1 K) and the profiles of atmospheric

temperature (1 K for each layer), water vapour (10 % for each layer) and ozone (2 %

for each layer). As described in Sect. 3.3.1, the variances are calculated via

σbj =
∂F

∂bj
· bj ·

pbj
(%)

100
, (3.51)

where bj represents the considered non-retrieved parameter, pbj(%) its error in per-

cent and ∂F
∂bj

the sensitivity of the forward model to this parameter, where the latter

can be calculated directly in LIDORT for all desired parameters. The measurement

error on the TIR radiances (σy,iTIR
) has been discussed in detail in Sect. 2.2.2 and is

introduced in the synergy algorithm in the same way as described for the TIR only

algorithm described in Sect. 3.3.1. The diagonal elements of the variance-covariance

matrix representing the errors of the TIR measurements and forward model are then

defined by,

Sε,iiTIR
= σ2

y,iTIR
+
∑
j

σ2
bj ,iTIR

. (3.52)

3.6.2 Case Study Results of the Synergy Algorithm

This section presents the application of the synergy algorithm to the case study of

November 30, 2016. The retrievals shown here have been performed for a multiple

scattering factor η= 0.75. The influence of the multiple scattering factor will be

discussed in more detail in Chapter 4. In a first step, we will show that the conver-

gence of the synergy algorithm is at least as good as the convergence of both lidar
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only algorithms presented above. Secondly, the results for the time period between

15 and 19 UTC of November 30, 2016, are presented.

Similarly as in case of the TIR only algorithm, it is necessary to verify if the

measured radiances under clear sky conditions are reproduced by the clear sky sim-

ulation of the TIR forward model before the synergy algorithm can be applied. For

our case study, it already has been discussed in Sect. 3.3 that the ECMWF reana-

lysis profile of 12 UTC represents the atmospheric conditions allowing to converge

between the clear sky measurements and the forward model for channels C11 and

C12. In contrast, channel C09 could not be reproduced by the forward model and

has been excluded. The same conclusion has to be drawn for the synergy algorithm,

although it should be noted that the information about the aerosols in the lowest

layer of the atmosphere obtained from the lidar measurements are integrated in the

TIR forward model of the synergy algorithm as mentioned above. This means that

the clear sky simulation was performed taking into account the aerosol absorption

in the lowest layers of the atmosphere. The results for the two aerosol models are

presented in Fig. 3.19. Since the aerosol extinction on November 30, 2016, was

rather small, the simulations shown in this figure are very similar to the clear sky

simulations without aerosols shown in Fig. 3.4. The INSO aerosol type is more

absorbent than the WASO aerosol type which leads to slightly larger radiances re-

sulting from the simulations with the INSO aerosol type, especially in channel C11.

The clear sky simulations including aerosols reproduce for both aerosol types the

measurements of channels C11 and C12 where no clouds are present. However, since

the WASO aerosol type is supposed to represent urban/industrial aerosols, it has

been used in the retrievals shown for the lidar only algorithm in this chapter and

will also be used for the retrievals presented here. The influence of the aerosol model

on the retrievals is further discussed in Chapter 4 of this thesis.

Figure 3.20 shows the same example as given in Fig. 3.9 but in this case obtained

from the synergy algorithm. To recall, the lidar measurement is represented by the

red lines and the blue horizontal lines indicate the cloud base and top altitudes

of the cirrus defined in 8865 m and 10200 m altitude, respectively. The black lines

show the calculated lidar forward model, in Fig. 3.20 a for the a priori and in Fig.

3.20 b after the last iteration step. As in the case of the lidar only algorithm, the

a priori for the lowest layers is calculated with Eq. 3.38 and for ice cloud layers

the iteration is started from a small IWC of 0.001 g m−3. After the last iteration

step, the agreement between the lidar forward model and the measured profile is

154



3.6. SYNERGY ALGORITHM 155

Figure 3.19: TIR radiometer measurements and clear sky simulations with the ECMWF
reanalysis profiles of 12 UTC including aerosols for the aerosol models WASO (solid lines)
and INSO (dashed lines) for November 30, 2016, 15 to 19 UTC. (a) Logarithm of the
range-corrected lidar signal overlaid by the cloud detection, (b) radiance of channel C09,
(c) radiance of channel C11, and (d) radiance of channel C12. The shaded zones in plots
(b)-(d) represent the measurement error.
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Figure 3.20: Lidar forward model of the synergy algorithm of the (a) a priori and (b)
after the last iteration step (black lines) for the profile measured on November 30, 2016
at 18.18 UTC (the red lines represent the measurement, the horizontal blue lines indicate
the defined cloud base and top altitudes (8865 m and 10200 m, respectively)). (c) Relative
difference between the measurement and the forward model after the last iteration step.

very good and the relative difference between them is less than 1 % for all layers (cf.

Fig. 3.20 c). Hence, concerning the lidar, the good convergence observed for the

lidar only algorithm is confirmed in the synergy algorithm. Table 3.1 summarizes

the TIR radiometer measurements and the forward model including their errors

according to this profile. Since the values of the TIR forward model after the last

iteration step are situated within the error range of the measurements, it can be

concluded that the algorithm converged in the TIR as well.

The retrieved value for the correction factor κ is 1.48± 0.33 and confirms thus the

value of 1.4 to 1.5 projected based on Fig. 3.17. Furthermore, it corresponds to the

Channel C11 C12

TIR forward model a priori 0.3173 0.6889

TIR forward model after convergence 0.4853± 0.0209 0.8548± 0.0393

Measurement 0.3885± 0.0897 0.9054± 0.0534

Table 3.1: TIR forward model and measured normalized radiances for November 30,
2016, 18.18 UTC. All radiances are expressed in W m−2 sr−1 µm−1.

156



3.6. SYNERGY ALGORITHM 157

Figure 3.21: (a) Retrieved IWC and (b) extinction profiles from the synergy algorithm
for the lidar profile measured on November 30, 2016 at 18.18 UTC (cf. Fig. 3.20). Shaded
areas represent the error on the retrieved parameters. The COT obtained from the re-
trieved extinction profile is 0.239± 0.085 compared to 0.267± 0.126 from the transmission
method (assuming η= 0.75).

range of 1.5 to 2.0 reported by Zhou and Yang (2015). The corresponding retrieved

IWC and extinction profiles are shown in Fig. 3.21. In comparison to the result of

the lidar only algorithm (cf. Fig. 3.10), it is obvious that the retrieved IWC and

extinction are much smaller for the synergy algorithm because the backscatter-to-

extinction ratio in the ice cloud is larger. The resulting IWP is with 6.13± 2.19 g m−2

considerably smaller than the initial IWP of 10.32± 2.47 g m−2 from the original lidar

only algorithm.

Applying the synergy algorithm to the profile measured at 16.33 UTC results

in a correction factor κ of 2.15± 0.33. Similarly as for the profile at 18.18 UTC,

this value for the correction factor was predicted based on Fig. 3.18 in Sect. 3.5.2,

since it corresponds to the range where the simulated TIR radiances converge to the

measurements in Fig. 3.18. The according radiometer measurements and the TIR

forward model after the last iteration step are presented in Table 3.2. Similarly to

the profile at 18.18 UTC, the values of the TIR forward model after the iteration

process are comprised within the error range of the measurements. Thus, it can

be concluded that the algorithm found a solution allowing the lidar and TIR for-

ward model to converge towards the corresponding measurements. For the retrieved
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Channel C11 C12

TIR forward model a priori 0.4012 0.7730

TIR forward model after convergence 0.5508± 0.0214 0.9220± 0.0395

Measurement 0.4925± 0.0793 0.9567± 0.0492

Table 3.2: TIR forward model and measured normalized radiances for November 30,
2016, 16.33 UTC. All radiances are expressed in W m−2 sr−1 µm−1.

correction factor, the large IWC peak at the cloud top which was observed from

the original lidar only algorithm for κ= 1.0 (cf. Fig. 3.14), is reduced considerably

resulting in a more realistic shape of the IWC profile. The IWP obtained from

the synergy algorithm is 7.79± 2.54 g m−2 compared to 32.21± 8.93 g m−2 from the

original lidar only algorithm. Hence, the retrieval with the synergy algorithm shows

a very important decrease of IWP. However, the COT of 0.304± 0.099 obtained

from the synergy algorithm is significantly smaller than the COT of 0.608± 0.186

obtained from the transmission method (for η= 0.75).

Finally, the temporal evolution of the retrieval results from the synergy algorithm

for the time period from 15 to 19 UTC on November 30, 2016, is presented in Fig.

3.22. Figure 3.22 a recalls the measured lidar signal and the cloud detection, Fig.

3.22 b shows the retrieved IWC profiles and Fig. 3.22 c the retrieved correction

factor κ for the phase function in the exact backscattering direction (blue) and the

according lidar ratio in sr (red). A comparison of the COTs obtained from the

synergy algorithm (blue) and the transmission method (red) is shown in Fig. 3.22 d.

Finally, Fig. 3.22 e presents the TIR measurements and the forward model after the

last iteration step together with the corresponding errors for channels C11 (blue)

and C12 (red). This plot indicates that the majority of retrievals converges well

in the TIR. Furthermore, all retrieval results in the other plots of this panel are

only presented if the normalized cost function is considerably smaller than unity.

Hence, the large number of results shown in this figure also indicates the generally

good convergence of the synergy algorithm. The few retrievals that did not converge

correspond to optically very thin clouds, for example around 18.4 UTC.

The retrieved lidar ratios from the synergy algorithm agree better with the lit-

erature as the lidar ratios from the variation of the lidar only algorithm constrained

by the visible cloud optical thickness. For the geometrically and optically thicker

cloud between 16 and 17.2 UTC where a considerable increase in the measured TIR

radiances can be observed (cf. Fig. 3.19), the average value of the retrieved lidar
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Figure 3.22: Retrieval results from the synergy algorithm for November 30, 2016, 15 to
19 UTC. (a) Logarithm of the range-corrected lidar signal overlaid by the cloud detection,
(b) retrieved IWC profiles, (c) cloud optical thickness from the synergy algorithm (blue)
and the transmission method introduced in Sect. 2.3.3 (red), (d) lidar ratio (sr) on the
left axis (red) and retrieved factor κ on the right axis (blue), and (e) TIR radiometer
measurements (C11 M and C12 M) and forward model after the last iteration step (C11 F
and C12 F). The vertical black lines represent the two example profiles measured at 16.33
and 18.18 UTC. 159
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ratio is 35.6± 4.4 sr which agrees with the above-mentioned lidar ratios for cirrus

clouds of 20 to 40 sr reported in the literature (e.g. Chen et al., 2002; Giannakaki

et al., 2007; Seifert et al., 2007; Josset et al., 2012; Garnier et al., 2015). Between

17.2 and 18.3 UTC the retrieved lidar ratios are considerably larger (on average

52.6± 15.3 sr). However, the cloud observed during this period is optically very

thin and the signal in the TIR radiances very small, so it is not surprising that

our algorithm reaches its limit here. Furthermore, the values for the retrieved lidar

ratios depend on the assumed multiple scattering factor which was set to η= 0.75

in the retrievals shown here. The comparison of the optical thickness obtained from

the transmission method and the synergy algorithm presented in Fig. 3.22 d does

not show a good agreement between both methods. The optical thickness from

the synergy algorithm is systematically smaller than the optical thickness from the

transmission method when the retrievals are performed with η= 0.75. A further

discussion of the influence of the multiple scattering factor as well as the influence

of the water vapour profile and the aerosol model on the retrieved parameters will

be provided in Chapter 4.
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3.7 Summary of the Methodology

Before proceeding to the discussion of the retrieval results, this section aims to

summarize the methodology developed during this thesis. For this purpose, Fig. 3.23

shows a comparison of the retrieved IWP from the different algorithms presented in

the course of this chapter.

In a first step, the algorithm to retrieve the IWP from the passive TIR radiometer

measurements alone has been developed which uses, however, the information about

the cloud altitude from the active lidar measurements. This algorithm assumes a

constant IWC throughout the whole cloud layer which can be justified for ice clouds

with a small IWP as has been shown by Feofilov et al. (2015). Furthermore, aerosols

are not included in the radiative transfer calculations. The retrieved IWP from this

algorithm is represented by the blue colour in Fig. 3.23.

Secondly, the information about the vertical distribution of the particles inside

the cloud obtained from the lidar measurements has been investigated and an algo-

rithm to retrieve IWC profiles from these measurements has been developed. The

retrieval results from this algorithm strongly depend on the assumed backscatter-to-

extinction ratio which is calculated from the BV2015 parametrization. The phase

function in the exact backscattering direction, which defines the backscatter-to-

extinction ratio, is poorly represented in this microphysical model and the IWP

retrieved from the lidar only algorithm using this phase function directly (cf. Eq.

3.26) results generally in a larger IWP compared to the IWP obtained from the TIR

only algorithm (black colour in Fig. 3.23). Hence, we presented two strategies to

constrain the backscatter-to-extinction ratio: in a first step, the COT obtained from

the transmission method of Young (1995) has been used for this purpose, and in

a second step, we showed that the TIR radiometer measurements can also be used

to constrain the backscatter-to-extinction ratio. These measurements have been

integrated in the optimal estimation framework of the lidar only algorithm which

constitutes the final synergy algorithm.

In both strategies, a correction factor for the backscatter-to-extinction ratio

which can be interpreted as a correction factor for the phase function in the exact

backscattering direction (cf. Eq. 3.46) is retrieved together with the IWC profile.

In Fig. 3.23, the resulting IWP from the lidar only algorithm constrained by the

COT from the transmission method is represented by the red colour. In the begin-

ning of the period where the geometrically thick cloud has been observed, it is much
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Figure 3.23: Comparison of the retrieval results from the different algorithms for Novem-
ber 30, 2016, 15 to 19 UTC. (a) Logarithm of the range-corrected lidar signal overlaid by
the cloud detection, and (b) retrieved IWP from the different algorithms (blue: TIR only
algorithm, black: original lidar only algorithm with the backscatter-to-extinction ratio
calculated directly from the BV2015 parametrization (Eq. 3.26), red: lidar only algorithm
constrained by the COT from the transmission method of Young (1995), and green: syn-
ergy algorithm assuming the WASO aerosol type (cf. Fig. 3.22)). The vertical black lines
represent the two example profiles measured at 16.33 and 18.18 UTC.

162



3.7. SUMMARY OF THE METHODOLOGY 163

smaller than the IWP obtained from the original lidar only algorithm. Nevertheless,

it is still larger than the IWP from the TIR only algorithm. The IWP obtained

from the synergy algorithm combining the TIR radiometer and lidar measurements

(cf. Fig. 3.22) is represented by the green colour in Fig. 3.23. It is close to the

IWP obtained from the TIR only algorithm since the IWP in the synergy algorithm

is constrained by the TIR radiometer measurements. It should be noted that one

improvement of the synergy algorithm compared to the TIR only algorithm is the

integration of the information about the vertical distribution of the IWC inside the

cloud in the TIR forward model. This information is accessible thanks to the active

lidar measurements. Additionally, these measurements allow to consider aerosols in

the layers below the cloud in the TIR forward model. However, as mentioned above

the retrievals of the synergy algorithm depend on several non-retrieved parameters

which will be discussed in the following chapter.
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The retrieval results obtained from the algorithms presented in the previous

chapter depend on several non-retrieved parameters. The aim of this chapter is to

discuss the influence of these different quantities on the retrieved microphysics of

cirrus clouds. The most important parameters are the multiple scattering factor,

the water vapour profile and the assumed aerosol properties.

The first section of this chapter provides a discussion of the sensitivity of the

retrieved quantities from the synergy algorithm to the parameters named above for

the case study of November 30, 2016, introduced in Chapter 3. In a first step, the

influence of the multiple scattering factor will be described. The multiple scattering

factor has already been shown to have a large influence on the retrieval results from

the variation of the lidar only algorithm which is constrained by the COT (cf. Figs.

3.15 and 3.16). Secondly, the impact of the atmospheric water vapour profile will be

investigated before in a third step the influence of the two aerosol models described

in Sect. 2.4.2 is tested.

However, the aerosol optical thickness as well as the amount of water vapour

were rather small during November 30, 2016. Hence, the second part of this chapter

will introduce a second case study dealing with April 18, 2018, where a longer

period of a cirrus cloud in a constant altitude and of quite constant geometrical

thickness has been observed. We will present and compare the retrievals of all

algorithms introduced in Chapter 3 and discuss the difficulties in retrieving cirrus

cloud properties during this case study due to different factors, in particular due

to a rather high aerosol optical thickness and a more important amount of water

vapour in the atmosphere.

The last section of this chapter summarizes the results from the sensitivity stud-

ies and the second case study. It should be noted that due to the poor amount of

available retrievals (only 15 days with successful retrievals which are spread irreg-

ularly throughout the year, cf. Table 2.6), no statistical analysis of the retrieved

cloud properties has been integrated in this manuscript.
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4.1 Sensitivity Studies for the Case Study of November

30, 2016

This section aims to discuss, in this order, the influence of the multiple scattering

factor, the atmospheric water vapour profile and the aerosol model on the retrieval

results from our synergy algorithm by analysing the case study of November 30,

2016, with regard to these parameters. All retrievals shown in this section have

been performed by only taking the TIR radiometer channels C11 and C12 into

account. Channel C09 has been excluded for the reasons discussed in the previous

chapter.

4.1.1 Influence of the Multiple Scattering Factor

It has been shown in Sect. 3.5.1 that the multiple scattering factor has an impor-

tant influence on the retrieval results obtained from the variation of the lidar only

algorithm which is constrained by the COT. To recall, due to multiple scattering by

atmospheric particles, more radiation is returned to the lidar telescope than would

be in case of one single scattering process per particle. Hence, the experimentally

measured optical thickness is reduced compared to the real COT (Platt, 1979).

The COT obtained from the transmission method of Young (1995) introduced in

Sect. 2.3.3 is thus an effective optical thickness, τ ?cld, linked to the real COT via

τ ?cld = η τcld. As discussed in Sect. 2.3.1, the value of η depends on the microphysical

properties of the cloud, the distance between the cloud and the instrument as well

as the characteristics of the instrument, in particular the FOV and the divergence

of the laser beam. According to Platt (1973), it typically varies between 0.5 and 1.

Sassen and Comstock (2001) suggested a value of 0.9 for sub-visual cirrus, 0.8 for

semi-transparent cirrus and 0.6 to 0.7 for opaque cirrus.

In the variation of the lidar only algorithm which is constrained by the COT,

the effective COT derived from the transmission method is divided by the assumed

multiple scattering factor to be consistent with the optimal estimation method since

this assumed multiple scattering factor is also taken into account in the lidar forward

model (cf. Eq. 3.24). Thus, the retrieval results of this algorithm strongly depend

on the assumed multiple scattering factor which has been set to η= 0.75 in a first

approximation as discussed in Sect. 3.4.1. However, in the synergy algorithm the

COT is constrained by the TIR radiometer measurements. In the following, we will
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Figure 4.1: Dependence of the IWC retrieved from the synergy algorithm on the multiple
scattering factor for the lidar profiles measured on November 30, 2016, at (a) 16.33 UTC
and (b) 18.18 UTC. Shaded zones represent the error on the retrieval and the different
colours stand for different multiple scattering factors (blue: η= 0.5, red: η= 0.75 and
green: η= 1.0).

investigate the influence of a varying multiple scattering factor between η= 0.5 and

η= 1.0 on the retrieved quantities from the synergy algorithm.

Figure 4.1 presents the retrieved IWC profiles from the synergy algorithm for

multiple scattering factors of η= 0.5 (blue), η= 0.75 (red), and η= 1.0 (green) for the

two example profiles measured on November 30, 2016, at 16.33 UTC (Fig. 4.1 a) and

18.18 UTC (Fig. 4.1 b) which have been introduced in Sects. 3.4.3 and 3.5.2. Both

profiles show in the lower portion of the cloud a decrease of the IWC with increasing

multiple scattering factor, whereas in the upper portion the IWC is enhanced for a

larger multiple scattering factor. The assumption of single scattering (η= 1.0) leads

to a decrease of the second term on the right-hand side of the lidar forward model

(cf. Eq. 3.24). This decrease has to be compensated by the first term to match

the measurement. Consequently, the correction factor κ increases because the total

amount of ice inside the cloud is constrained by the TIR radiances which means

the extinction cannot change significantly. However, since the correction factor κ

is assumed to be constant over the whole cloud, the adjustment of κ results in an

average value corresponding to an altitude approximately in the middle of the cloud

where the retrieved extinction is equal for all assumed multiple scattering factors.
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η IWP (g m−2) COT κ

0.5 6.11± 2.19 0.238± 0.085 1.39± 0.33

0.75 6.13± 2.19 0.239± 0.085 1.48± 0.33

1.0 6.15± 2.19 0.240± 0.086 1.57± 0.33

Table 4.1: Dependence of the retrieved quantities from the synergy algorithm on the
multiple scattering factor η for November 30, 2016, 18.18 UTC.

η IWP (g m−2) COT κ

0.5 7.72± 2.53 0.301± 0.099 1.99± 0.33

0.75 7.79± 2.54 0.304± 0.099 2.15± 0.33

1.0 7.87± 2.56 0.306± 0.100 2.31± 0.34

Table 4.2: Dependence of the retrieved quantities from the synergy algorithm on the
multiple scattering factor η for November 30, 2016, 16.33 UTC.

This correction factor κ is too large for the lower layers of the cloud which leads to

a reduction of the extinction and hence the IWC for a multiple scattering factor of

η= 1.0 compared to η= 0.75 and η= 0.5. At the same time, it is too small for the

upper layers of the cloud leading to an increase of extinction and IWC for η= 1.0

compared to smaller multiple scattering factors. Tables 4.1 and 4.2 summarize the

retrieved IWP, COT and correction factor κ for the two profiles measured at 18.18

UTC and 16.33 UTC, respectively. For both profiles it is obvious that the IWP and

the COT are almost constant for the three multiple scattering factors tested here

since they are constrained by the TIR radiances. On the other hand, the retrieval of

the correction factor κ slightly increases with increasing multiple scattering factor

to compensate the second term on the right-hand side of Eq. 3.24 which decreases

with increasing multiple scattering factor while all other quantities remain almost

constant.

Figure 4.2 underlines these findings by comparing the retrieval results obtained

from the synergy algorithm for the three different multiple scattering factors. The

retrievals were performed considering the atmospheric profile from the ECMWF

reanalysis of 12 UTC and the WASO aerosol model. The retrieved IWP and COT

shown in Figs. 4.2 b and 4.2 c, respectively, are almost equal for the three different

multiple scattering factors over the whole time period between 15 and 19 UTC on

November 30, 2016. On the other hand, the retrieved correction factor κ for the

phase function in backscattering direction (Fig. 4.2 d) is increasing with increasing
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Figure 4.2: Retrieval results from the synergy algorithm for different multiple scattering
factors considering the atmospheric profile from ECMWF reanalysis of 12 UTC and the
WASO aerosol model for November 30, 2016, 15 to 19 UTC. (a) Logarithm of the range-
corrected lidar signal overlaid by the cloud detection, (b) retrieved IWP, (c) retrieved
COT, (d) retrieved correction factor κ, and (e) retrieved lidar ratio (sr). Blue: η= 0.5,
red: η= 0.75 and green: η= 1.0.
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Time period η= 0.5 η= 0.75 η= 1.0

16.0 - 16.6 UTC 36.1± 3.7 sr 33.5± 3.3 sr 31.6± 3.4 sr

16.0 - 17.2 UTC 37.8± 4.4 sr 35.6± 4.4 sr 33.7± 4.4 sr

17.2 - 18.3 UTC 53.8± 15.0 sr 52.6± 15.3 sr 51.2± 15.1 sr

Total 44.8± 13.1 sr 43.2± 13.6 sr 41.7± 13.8 sr

Table 4.3: Dependence of the retrieved average lidar ratios from the synergy algorithm
on the multiple scattering factor η for different time periods of November 30, 2016.

multiple scattering factor which corresponds to a decrease of the retrieved lidar ratio

(Fig. 4.2 e). Table 4.3 summarizes the average lidar ratios for the complete time

period between 16 and 18.3 UTC (last line), as well as for smaller phases within

this period. It should be noted that some of these values for η= 0.75 have already

been discussed in Sect. 3.6.2. The observed cloud has been divided into two parts

(cf. Sect. 3.3.2): the phase between 16 and 17.2 UTC with a cloud base altitude

between approximately 7 and 8 km and a larger optical thickness compared to the

second period between 17.2 and 18.3 UTC where an optically thin cloud with a higher

cloud base altitude has been observed. The first period is further sub-divided into

the geometrically thick cloud until around 16.6 UTC, and the phase between 16.6

and 17.2 UTC where two cloud layers were present. The values reported in Table

4.3 suggest that the decrease of the lidar ratio with increasing multiple scattering

factor is rather small and that the average of the retrieved lidar ratios for multiple

scattering factors of η= 0.5 as well as η= 1.0 range within the standard deviation of

the average lidar ratio obtained for the initially assumed multiple scattering factor of

η= 0.75 for all considered time periods. As a conclusion, the impact of the multiple

scattering factor on the retrieved correction factor κ (and consequently on the lidar

ratio) is much smaller in the synergy algorithm than in the variation of the lidar only

algorithm which is constrained by the COT derived from the transmission method.

This is due to the fact that the constraint on the IWP and hence on the optical

thickness is obtained from independent measurements in the synergy algorithm.

4.1.2 Influence of the Water Vapour Profile

In this section, the dependence of the retrieved microphysical properties of cirrus

clouds on the assumed water vapour profile is investigated. It should be noted that
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the retrievals performed to analyse this impact assume a multiple scattering factor

of η= 0.75 and the WASO aerosol model.

As discussed above, the profile of water vapour is obtained from the ECMWF

reanalysis data introduced in Sect. 2.4.1. For November 30, 2016, the profile of

12 UTC has been shown to correspond best to the TIR radiometer measurements

since radiative transfer simulations for clear sky conditions (taking into account the

aerosols present in the atmosphere) using this profile reproduced the measurements

under clear sky conditions fairly well. To test the influence of the water vapour

profile on the retrievals obtained from the synergy algorithm, the water vapour

profile from the reanalysis has been modified by adding 5 % and 10 % of the specific

humidity of each individual layer to the according layer. This results in an increase

of 5 % or 10 %, respectively, of the total amount of water vapour as well. It should

be noted that the initial water vapour profile is characterized by a rather small total

amount of water vapour of 0.622 g cm−2 and adding 5 % or 10 % still results in a

rather dry atmosphere. For the case study of April 18, 2018, presented in Sect. 4.2,

the atmospheric profile is characterized by a larger amount of moisture.

Figure 4.3 shows the measurements of channels C11 and C12 considered in the

retrievals presented here together with the clear sky simulations taking into account

the aerosol extinction according to the WASO aerosol model for the initial water

vapour profile from the reanalysis of 12 UTC (solid lines) and the modified water

vapour profiles by adding 5 % (dashed lines) and 10 % (dot-dashed lines) of the

specific humidity. It is obvious that a larger amount of water vapour increases

the simulated clear sky radiances for both channels. However, almost all simulated

radiances are situated within the error ranges of the measurements, except for the

simulation with the initial water vapour profile for channel C12 which is nevertheless

very close.

The retrieved IWC profiles from the synergy algorithm taking into account the

initial and modified water vapour profiles are presented in Fig. 4.4 for the two

example profiles of 16.33 UTC (Fig. 4.4 a) and 18.18 UTC (Fig. 4.4 b). The retrieval

performed using the initial water vapour profile (blue) results in a higher IWC in

all layers for both profiles compared to the retrievals with a larger amount of water

vapour in the atmospheric column. This is due to an increasing contribution of the

atmospheric layers below the cloud to the simulated radiances in case of a larger

amount of water vapour. Therefore, a decrease in the amount of ice is required

to match the measurements. For the profile measured at 18.18 UTC the IWP is
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Figure 4.3: TIR radiometer measurements and clear sky simulations including aerosols
(WASO) with the ECMWF reanalysis profile of 12 UTC (solid lines) and with modified
amounts of water vapour by adding 5 % (dashed lines) and 10 % (dot-dashed lines) to each
layer, respectively, for November 30, 2016, 15 to 19 UTC. (a) Logarithm of the range-
corrected lidar signal overlaid by the cloud detection, (b) radiance of channel C11, and (c)
radiance of channel C12. The shaded zones in plots (b) and (c) represent the measurement
error.
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Figure 4.4: Dependence of the IWC retrieved from the synergy algorithm on the water
vapour profile for the lidar profiles measured on November 30, 2016, at (a) 16.33 UTC and
(b) 18.18 UTC. Shaded zones represent the error on the retrieval and the different colours
stand for different water vapour profiles (blue: initial profile from ECMWF reanalysis of
November 30, 2016, 12 UTC, red: 5 % have been added to each layer of the initial profile,
and green: 10 % have been added to each layer of the initial profile).

reduced to 4.75± 1.99 g m−2 for the profile where 10 % of water vapour have been

added compared to 6.13± 2.19 g m−2 for the initial profile. Similarly, the IWP for the

profile measured at 16.33 UTC is reduced from 7.79± 2.54 g m−2 obtained with the

initial water vapour profile to 6.46± 2.29 g m−2 obtained with the modified profile

where 10 % of water vapour have been added. Consequently, the optical thickness is

reduced as well resulting in an increasing correction factor κ since the backscatter-to-

extinction ratio has to increase in order to compensate the decrease in the extinction.

The retrieval results for both profiles are summarized in Tables 4.4 (for 18.18 UTC)

and 4.5 (for 16.33 UTC).

Figure 4.5 presents the temporal evolution of the retrieval results of the synergy

algorithm performed with η= 0.75 and assuming the WASO aerosol type, consider-

ing the initial and modified water vapour profiles for the whole case study period

between 15 and 19 UTC. As indicated by the two example profiles, the retrieved

IWP and COT decrease with increasing amount of water vapour in the atmospheric

column. For the optically thicker cloud between 16 and 17.2 UTC this decrease in

IWP and COT is smaller than for the optically very thin cloud between 17.2 and
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Total water vapour (g cm−2) IWP (g m−2) COT κ

0.622 6.13± 2.19 0.239± 0.085 1.48± 0.33

0.653 5.44± 2.09 0.212± 0.081 1.63± 0.41

0.684 4.75± 1.99 0.185± 0.078 1.82± 0.54

Table 4.4: Dependence of the retrieved quantities from the synergy algorithm on the
total amount of water vapour in the atmospheric column for November 30, 2016, 18.18
UTC.

Total water vapour (g cm−2) IWP (g m−2) COT κ

0.622 7.79± 2.54 0.304± 0.099 2.15± 0.33

0.653 7.13± 2.41 0.278± 0.094 2.30± 0.39

0.684 6.46± 2.29 0.252± 0.089 2.47± 0.48

Table 4.5: Dependence of the retrieved quantities from the synergy algorithm on the
total amount of water vapour in the atmospheric column for November 30, 2016, 16.33
UTC.

18.3 UTC. Thus, the increase of the correction factor κ (and according decrease

of the lidar ratio) with increasing moisture in the atmosphere is rather small for

the first period. The average lidar ratio between 16 and 17.2 UTC is reduced from

35.6± 4.4 sr to 28.2± 3.3 sr between the initial profile and the profile where 10 % of

water vapour have been added. For the second period, the influence of an increasing

moisture in the atmosphere on the retrieved correction factor κ and the lidar ratio is

more important resulting in an average lidar ratio of 41.4± 12.5 sr for the modified

water profile by adding 10 % compared to 52.6± 15.3 sr for the initial water vapour

profile (cf. Table 4.6). Furthermore, the retrieved correction factors κ for the phase

function in backscattering direction during the second period with the optically thin

cloud are shown to be rather irregular indicating that the observed cirrus may be

optically too thin to reasonably retrieve the microphysical properties of the cloud,

particularly with increasing moisture in the atmosphere. This is not surprising since

it has been shown by Dubuisson et al. (2008) that the sensitivity of ground-based

TIR radiometer data is weaker in a moist than in a dry atmosphere.

However, the error assigned to the assumed water vapour profile for the retrievals

presented here has been set to 10 % as mentioned in Sect. 3.6.1. This large error

has been chosen to account for the coarse spatial (0.1◦ x 0.1◦ latitude/longitude grid)

and temporal (four time steps at 0, 6, 12 and 18 UTC) resolution of the reanalysis

data which might not be sufficiently exact to represent local water vapour variations
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Figure 4.5: Retrieval results from the synergy algorithm for different water vapour
profiles performed with η= 0.75 and considering the WASO aerosol model for November
30, 2016, 15 to 19 UTC. (a) Logarithm of the range-corrected lidar signal overlaid by
the cloud detection, (b) retrieved IWP, (c) retrieved COT, (d) retrieved correction factor
κ, and (e) retrieved lidar ratio (sr). Blue: initial water vapour profile from ECMWF
reanalysis of November 30, 2016, 12 UTC, red and green: 5 % and 10 % water vapour have
been added to each layer of the initial profile, respectively.
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Time period wv = 0.622 g cm−2 wv = 0.653 g cm−2 wv = 0.684 g cm−2

16.0 - 16.6 UTC 33.5± 3.3 sr 30.6± 2.7 sr 27.7± 3.1 sr

16.0 - 17.2 UTC 35.6± 4.4 sr 32.0± 3.4 sr 28.2± 3.3 sr

17.2 - 18.3 UTC 52.6± 15.3 sr 50.9± 16.2 sr 41.4± 12.5 sr

Total 43.2± 13.6 sr 40.8± 14.7 sr 34.4± 11.0 sr

Table 4.6: Dependence of the retrieved average lidar ratios from the synergy algorithm
on the total amount of water vapour for different time periods of November 30, 2016.

as discussed in Sect. 3.3. Due to this large error, the error ranges of the retrieved

quantities are large as well and as a consequence they overlap for the three different

retrievals shown here although the retrieved values for the optically thin cloud are

quite different. As a conclusion, a better characterization of the local water vapour

profile during the measurement would considerably reduce the error on the retrieved

quantities due to a poor knowledge of the water vapour profile and thereby enhance

the quality of the retrievals.

4.1.3 Influence of the Aerosol Model

All retrievals presented in Chapter 3 have been performed applying the WASO

aerosol model from the OPAC database (Hess et al., 1998b) which is supposed to

represent a water soluble urban aerosol. In a first approximation, this seems to be

a reasonable assumption since the measurement platform of the LOA is situated in

the Lille metropolitan area (cf. Sect. 2.1). However, these aerosol characteristics

are not necessarily representative for all measurement periods. This section aims to

investigate the influence on the retrievals obtained from the synergy algorithm if a

different aerosol type is assumed. This second aerosol model which will be tested

here is the water-insoluble more absorbent INSO aerosol type introduced in Sect.

2.4.2. The retrievals presented here assume a multiple scattering factor of η= 0.75

and the original water vapour profile from the reanalysis data of 12 UTC.

Figure 3.19 presented in the previous chapter shows the influence on the clear sky

simulations of taking into account the two different aerosol models. The simulated

radiances under clear sky conditions are slightly larger for the INSO aerosol type

(dashed lines) than for the WASO aerosol type (solid lines) since the INSO aerosol

is more absorbent. Thus, it can be expected that changing the aerosol model from

WASO to INSO leads to a reduction of the retrieved IWC, similarly to the impact
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Figure 4.6: Dependence of the IWC retrieved from the synergy algorithm on the aerosol
model for the lidar profiles measured on November 30, 2016 at (a) 16.33 UTC and (b)
18.18 UTC. Shaded zones represent the error on the retrieval and the different colours
stand for the two aerosol models (blue: WASO, red: INSO).

of adding water vapour to the atmospheric column which has been discussed in the

previous section.

This hypothesis is confirmed in Fig. 4.6 which presents the retrieved IWC profiles

considering the two aerosol models for the two example profiles measured at 16.33

UTC and 18.18 UTC. In both examples, the retrieved IWC obtained assuming the

INSO aerosol model (represented by the red line) is smaller in all layers compared to

the retrieval result obtained assuming the WASO aerosol type (blue). The resulting

IWP from the retrieval performed with the WASO aerosol model is 6.13± 2.19 g m−2

compared to 5.34± 2.06 g m−2 using the INSO aerosol type for the profile measured

at 18.18 UTC as well as 7.79± 2.54 g m−2 and 6.98± 2.37 g m−2, respectively, for

the profile measured at 16.33 UTC. The corresponding COT and the retrievals of

the correction factor κ are presented in Tables 4.7 (for 18.18 UTC) and 4.8 (for

16.33 UTC). As discussed in the case of modifying the water vapour profile, the

decrease in the retrieved IWP and COT has to be compensated by an increase of

the backscatter-to-extinction ratio and hence results in an increase of the correction

factor κ for the phase function in backscattering direction.
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Aerosol model IWP (g m−2) COT κ

WASO 6.13± 2.19 0.239± 0.085 1.48± 0.33

INSO 5.34± 2.06 0.208± 0.080 1.63± 0.41

Table 4.7: Dependence of the retrieved quantities from the synergy algorithm on the
aerosol model for November 30, 2016, 18.18 UTC.

Aerosol model IWP (g m−2) COT κ

WASO 7.79± 2.54 0.304± 0.099 2.15± 0.33

INSO 6.98± 2.37 0.272± 0.092 2.31± 0.39

Table 4.8: Dependence of the retrieved quantities from the synergy algorithm on the
aerosol model for November 30, 2016, 16.33 UTC.

Figure 4.7 shows the comparison of the retrieval results obtained assuming

η= 0.75 and considering the atmospheric profile from the ECMWF reanalysis of 12

UTC for both aerosol models for the whole time period of the case study between

15 and 19 UTC. As mentioned above, the retrieved COT and IWP are smaller for

the INSO aerosol model (red) than for the WASO aerosol type (blue) and hence the

correction factors κ are larger which leads to a smaller lidar ratio. Similar to the

results obtained for the modified water vapour profile, this increase of κ and the cor-

responding decrease of the lidar ratio is rather small for the optically thicker cloud

in the first half of the period. On the other hand, the retrievals for the optically

thin cloud in the second half show a larger impact of changing the aerosol model

together with considerably larger uncertainties on the retrieved parameters due to

the small signal in the TIR radiometer measurements of the optically thin cirrus.

The average values of the retrieved lidar ratios are summarized in Table 4.9 for

the different time periods for both aerosol models. By comparing these average lidar

ratios to the lidar ratios reported in Table 4.6, it can be remarked that changing

the aerosol model from WASO to INSO leads to a similar effect like adding 5 % of

water vapour to every layer of the water vapour profile obtained from the ECMWF

reanalysis of 12 UTC. Thus, it is less strong than the impact of adding 10 % of water

vapour. Nevertheless, similarly to the conclusion drawn in the previous section for

modifying the water vapour profile, it can be deduced here that a better charac-

terization of the aerosols which are actually present during the measurement would

help to reduce the uncertainties on the retrieved microphysics of the cirrus cloud.
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Figure 4.7: Retrieval results from the synergy algorithm for the two different aerosol
models performed with η= 0.75 and considering the atmospheric profile from the ECMWF
reanalysis of 12 UTC for November 30, 2016, 15 to 19 UTC. (a) Logarithm of the range-
corrected lidar signal overlaid by the cloud detection, (b) retrieved IWP, (c) retrieved
COT, (d) retrieved correction factor κ, and (e) retrieved lidar ratio (sr). The aerosol
model WASO is represented in blue and INSO in red.
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Time period WASO INSO

16.0 - 16.6 UTC 33.5± 3.3 sr 30.6± 3.3 sr

16.0 - 17.2 UTC 35.6± 4.4 sr 31.7± 3.6 sr

17.2 - 18.3 UTC 52.6± 15.3 sr 46.9± 15.5 sr

Total 43.2± 13.6 sr 38.8± 13.3 sr

Table 4.9: Dependence of the retrieved average lidar ratios from the synergy algorithm
on the aerosol model for different time periods of November 30, 2016.

However, the case study of November 30, 2016, is characterized by a cold and dry

atmosphere as well as a low aerosol optical thickness. This corresponds to favourable

conditions for the application of our algorithm because under these conditions the

influence of the atmosphere on the TIR radiometer measurements is small compared

to the influence of the cloud. In the following, we will introduce a second case study

where quite different atmospheric conditions have been observed.
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4.2 The Case Study of April 18, 2018

In this section, we will present and discuss the application of our methodology

developed in Chapter 3 to a cirrus cloud observed on April 18, 2018, starting around

15 UTC and lasting until 2 UTC on the following day. However, the last two

hours between 0 and 2 UTC on April 19, 2018, will not be shown here for brevity

reasons since the retrieval results are not changing considerably and no additional

conclusions can be drawn from this period.

The case study of April 18, 2018, has several advantages. Firstly, the temper-

ature of the cavity of the TIR radiometer during the measurement period when

the cirrus cloud has been observed ranged between 18.1 ◦C and 33.8 ◦C which is

closer to the cavity temperature during the calibration of the instrument (21 ◦C for

the calibration performed in April 2018) than in case of November 30, 2016, where

the instrument’s temperature during the measurement varied between 2.9 ◦C and

10.6 ◦C as mentioned in Sect. 3.3.2 (the cavity temperature during the according

calibration of November 2016 was 24 ◦C, cf. Table 2.4). Hence, the rather uncer-

tain temperature correction due to the temperature dependence of the sensitivity

of the instrument discussed in Sect. 2.2.2 has a smaller influence on the measured

radiances of April 18, 2018, resulting in a lower measurement error compared to the

case study of November 30, 2016. The resulting errors range between 1 % and 4 %

for channel C09, between 2 % and 8 % for channel C11, as well as between 1 % and

3 % for channel C12, compared to the above-mentioned 3 % to 4 %, 7 % to 10 % and

4 % to 5 %, respectively, for November 30, 2016. Furthermore, it is worth noting

that a calibration of the instrument has taken place in the beginning of April 2018.

Thus, similarly as for the other case study, the measurements have been performed

shortly after calibrating the instrument (cf. Table 2.4 for the applied sensitivities).

Another advantage of this case study is the long period of a single-layer cirrus cloud

in a quite constant altitude as well as rather stable conditions of the surrounding

atmosphere. In particular, the total amount of water vapour obtained from the

ECMWF reanalysis data varied little between the three time steps of 12 UTC and

18 UTC of April 18, 2018, and 0 UTC of April 19, 2018 (1.44 g cm−2, 1.41 g cm−2

and 1.47 g cm−2, respectively), leading to stable clear sky simulations over the whole

period.

However, this amount of water vapour is much larger (even though still consid-

erably smaller than values of 3 - 4 g cm−2 that can be reached in summer) compared
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to the above-mentioned 0.622 g cm−2 during the case study of November 30, 2016,

which is a disadvantage since the sensitivity of the TIR radiances to cirrus cloud

properties is smaller in moist than in dry atmospheres as discussed above (Dubuis-

son et al., 2008). Furthermore, the aerosol load in the atmosphere, even in elevated

layers, was considerably higher on April 18, 2018, leading to problems in the identi-

fication of the clear sky reference zone for the calibration of the lidar signal as will be

shown below. The aerosol optical thickness retrieved from our lidar only algorithm

assuming the WASO aerosol model is on average 0.212± 0.107 for April 18, 2018,

compared to 0.035± 0.013 for November 30, 2016.

Figure 4.8 introduces the case study of April 18, 2018, by presenting the lidar

and TIR radiometer measurements. Figure 4.8 a shows the lidar signal overlaid by

the cloud detection. This plot indicates an increased noise in the lidar measurements

in the cirrus altitude during day time. After sunset (around 18.75 UTC for April

18, 2018, in Lille), the lidar measurements are considerably less noisy. Thus, the

retrieval results for the night-time measurements can be expected to be of better

quality. The TIR radiometer measurements show an important increase in all three

channels due to a relatively thick cloud between 16.5 and 19 UTC and a decrease

for the very thin cloud between 19 and 20.5 UTC. However, during this period the

TIR radiometer signal does not drop down to the clear sky level before the cloud

(between 14 and 15 UTC). Around 20.5 UTC a short period with an enhanced signal

in the TIR radiometer measurements is observed corresponding to an increase in

the lidar signal. For the rather strong lidar signals after 21.5 UTC, however, the

TIR radiometer signal increases in the beginning but decreases at about 23 UTC

which seems to be incoherent with the lidar observations since the cloud altitude

remains more or less constant (at least until 23.7 UTC) and the backscattered lidar

signal shows an increase shortly after 23 UTC. We can only speculate about the

reasons for the decrease in the measured TIR radiances at the same time. One

possible explanation could be a change of the surrounding atmospheric conditions

even though the ECMWF reanalysis profiles do not indicate such a change. However,

as discussed above the reanalysis data might not represent the local variations of

water vapour sufficiently exact. Another hypothesis is that parts of the cloud were

not situated in the FOV of the TIR radiometer since the FOV of the lidar and

the TIR radiometer are not exactly the same. A further explanation could be the

presence of oriented ice crystals in a preferential plane which will be discussed in

more detail below. Nevertheless, attempts to retrieve the microphysical properties
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of the cirrus cloud during this period from the algorithms introduced in Chapter 3

have been performed and will be presented in the following.

As discussed for the case study of November 30, 2016, before the algorithms using

the TIR radiometer measurements, i.e. the TIR only algorithm and the synergy

algorithm, can be applied, it is necessary to verify if the radiances measured under

clear sky conditions are reproduced by the forward model (LIDORT). Figures 4.8 b

to 4.8 d include the clear sky simulations without taking aerosols into account (solid

lines) as well as by introducing the aerosol optical thickness obtained from the lidar

assuming the WASO (dashed lines) and INSO (dot-dashed lines) aerosol models.

Although the aerosol optical thickness was quite important during April 18, 2018,

the simulation including the WASO aerosol type does not differ significantly from

the clear sky simulation without taking aerosols into account since this aerosol type

does not have a strong impact on the radiances in the TIR due to its weak absorption

features. The simulation using the INSO aerosol model on the other hand shows an

important increase of the simulated clear sky TIR radiances, although it should be

noted that this aerosol model is an extreme model in terms of absorption and has

been integrated here to study the behaviour of the algorithm rather than producing

a realistic retrieval. As for the case study of November 30, 2016, the simulated

radiances of channel C09 are not reproduced by the radiative transfer model while

channels C11 and C12 represent the clear sky simulations without and with both

aerosol models quite well considering the fluctuations in the measurements as well as

the measurement error. This underlines that the measurements of channel C09 are

connected with a problem that could be originating from an insufficient knowledge

of the spectral filter function as has already been discussed in Sect. 3.3.2 However,

currently the reason for this problem is unknown.

For the presentation of the results for the case study of April 18, 2018, the cloudy

period has been divided into two parts: the period between 15 and 20 UTC and

the period between 20 and 24 UTC. In a first step, the results from the TIR only

algorithm are presented. To recall, the TIR only algorithm does not take aerosols

into account since this information is obtained in the synergy algorithm from the

lidar measurements and thus not available in the TIR only algorithm. Furthermore,

it assumes a constant IWC over the whole cirrus layer. In a second step, the retrievals

from the variation of the lidar only algorithm which is constrained by the COT

obtained from the transmission method are shown before finally the retrieval results
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Figure 4.8: TIR radiometer measurements and clear sky simulations without aerosols
(solid lines) and by taking aerosols into account (the WASO aerosol model is represented
by the dashed lines and INSO by dot-dashed lines) with the ECMWF reanalysis profile
of 18 UTC for April 18, 2018, 14 to 24 UTC. (a) Logarithm of the range-corrected lidar
signal overlaid by the cloud detection, (b) radiance of channel C09, (c) radiance of channel
C11, and (d) radiance of channel C12. The shaded zones in plots (b) to (d) represent the
measurement error.
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obtained from the synergy algorithm performed assuming both aerosol models are

discussed.

The retrieval results obtained from the TIR only algorithm are presented for

the two time periods mentioned above in Figs. 4.9 (for 15 to 20 UTC) and 4.10

(for 20 to 24 UTC). The cost function normalized by the size of the measurement

vector shown in Figs. 4.9 c and 4.10 c is always smaller than unity indicating a good

convergence of the TIR only algorithm for this case study. This is also confirmed

by the overlapping measurement and forward model after the last iteration step for

both channels considering the according error ranges illustrated in Figs. 4.9 d and

4.10 d. The retrieved IWP is presented in Figs. 4.9 b and 4.10 b. Generally, the

retrieved IWP is larger where the measured lidar signal is stronger which seems to

be logical. The exception is the above-mentioned period between approximately 23

and 23.7 UTC where the measured TIR radiances decrease although the cloud does

not seem to change significantly during this period. It seems rather strange that the

TIR radiances and hence the retrieved IWP are larger between 20 and 20.4 UTC

as well as around 21 UTC where the observed cirrus cloud was obviously thinner

than between 23 and 23.7 UTC. As mentioned above, we can currently not give a

definite explanation for this. However, since we have a second tool consisting of

the lidar measurements and the lidar only algorithm, we can compare the results of

both algorithms.

Figures 4.11 and 4.12 present the retrieval results obtained from the lidar only

algorithm which is constrained by the COT for the time periods of 15 to 20 UTC

and 20 to 24 UTC, respectively. These retrievals have been performed assuming a

multiple scattering factor of η= 0.75 for ice clouds and the WASO aerosol model.

Figure 4.11 shows very few retrievals before 18 UTC. This is due to the fact that

the transmission method of Young (1995) is not applicable if the lidar signal above

the cloud is too noisy. As mentioned above, the day-time lidar measurements for

the case study of April 18, 2018, are very noisy. However, when no optical thickness

from the transmission method is available, the lidar only algorithm nevertheless tries

to retrieve the cloud properties by assuming a constant correction factor κ= 1.7

which corresponds to the a priori. Hence, there are a few retrievals reported in

Fig. 4.11 before 18 UTC even though no retrieval of the correction factor and

the lidar ratio is presented. These retrievals, however, are very uncertain due to

the strong assumption for the backscatter-to-extinction ratio and due to the noisy

lidar signal. The fact that only very few retrieval results are presented before 18

187



4.2. THE CASE STUDY OF APRIL 18, 2018 188

Figure 4.9: Retrieval results from the TIR only algorithm for April 18, 2018, 15 to 20
UTC. (a) Logarithm of the range-corrected lidar signal overlaid by the cloud detection,
(b) retrieved IWP, (c) cost function normalized by the size of the measurement vector
after the last iteration step, and (d) TIR radiometer measurements (C11 M and C12 M)
and forward model after the last iteration step (C11 F and C12 F).
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Figure 4.10: Same as Fig. 4.9 but for April 18, 2018, 20 to 24 UTC.
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Figure 4.11: Retrieval results from the variation of the lidar only algorithm constrained
by the optical thickness performed with η= 0.75 and aerosol properties corresponding to
the WASO aerosol type for April 18, 2018, 15 to 20 UTC. (a) Logarithm of the range-
corrected lidar signal overlaid by the cloud detection, (b) retrieved IWC profiles, (c) in-
tegrated IWC profiles (IWP), (d) cloud optical thickness from the lidar only algorithm
(blue) and the transmission method introduced in Sect. 2.3.3 (red), and (e) lidar ratio
(sr) on the left axis (red) and retrieved correction factor κ on the right axis (blue).
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Figure 4.12: Same as Fig. 4.11 but for April 18, 2018, 20 to 24 UTC.
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UTC underlines the difficulties of the lidar only algorithm to converge under these

conditions. After 18.4 UTC, meaning close to sunset, the retrieval results are quite

regular until the end of the presented period at 20 UTC and the retrieved lidar ratio

takes reasonable values around 40 sr although the error on this lidar ratio is large

because the COT from the transmission method is associated with a large error

due to the noise in the lidar signal which is still important (Fig. 4.11 e). During

the second period shown in Fig. 4.12, the convergence of the lidar only algorithm is

considerably better indicated by the almost continuous record of presented retrievals

and the coincidence of the optical thickness obtained from the transmission method

(represented in red in Fig. 4.12 d) and from the lidar only algorithm (represented

in blue in Fig. 4.12 d). However, the retrieved correction factors κ are large and

thus the corresponding lidar ratios are very low. By comparing with Fig. 4.12 a,

it seems like the lidar ratio is particularly small when a strong peak in the lidar

signal is present while no significant change of the COT is observed. This is logical

because the extinction is constrained by the optical thickness. Hence, to compensate

the strong backscattering, the backscatter-to-extinction ratio and thus the correction

factor κ have to increase. An example of such a profile is shown in Fig. 4.19 and will

be discussed below in connection with the synergy algorithm. These strong peaks in

the lidar signal might either be due to the presence of ice crystals with a very smooth

surface since in this case the backscattering peak can be very strong as discussed in

Sect. 3.4.3, or to the presence of oriented ice crystals in a preferential plane which

does not correspond to the assumption of randomly oriented particles made in the

BV2015 microphysical model. This preferred orientation is known to increase the

particles phase function in the backscattering direction due to specular reflection

(Borovoi et al., 2008; Zhou et al., 2012), and would lead to the retrieval of a large

correction factor κ (and hence a low lidar ratio) to compensate the misrepresentation

of the backscattering direction in the microphysical model. Another scenario which

is not included in the BV2015 parametrization is the presence of supercooled liquid

droplets. However, since the temperature in the cirrus altitude ranges from - 45 ◦C

to - 55 ◦C for the considered case study, it is very unlikely that the strong peaks in

the lidar signal are due to supercooled liquid droplets.

For both considered periods the IWP obtained from the lidar only algorithm (cf.

Figs. 4.11 c and 4.12 c) is considerably smaller than the IWP retrieved from the TIR

only algorithm (cf. Figs. 4.9 c and 4.10 c). Hence, it is interesting to have a look

at the results obtained from the synergy algorithm which combines the information

provided by both instruments. Consequently, we will finally focus on the advantage
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Figure 4.13: Retrieval results from the synergy algorithm for the two different aerosol
models performed with η= 0.75 considering the atmospheric profile from the ECMWF
reanalysis of 18 UTC for April 18, 2018, 15 to 20 UTC. (a) Logarithm of the range-
corrected lidar signal overlaid by the cloud detection, (b) retrieved IWP, (c) retrieved
COT, (d) retrieved correction factor κ, and (e) retrieved lidar ratio (sr). The aerosol
model WASO is represented in blue and INSO in red.
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Figure 4.14: Lidar forward model of the synergy algorithm of the (a) a priori and (b)
after the last iteration step (black lines) for the profile measured on April 18, 2018 at
17.4 UTC (the red lines represent the measurement, the horizontal blue lines indicate the
defined cloud base and top altitudes). (c) Relative difference between the measurement
and the forward model after the last iteration step.

Figure 4.15: (a) Retrieved IWC and (b) extinction profiles from the synergy algorithm
for the profile measured on April 18, 2018 at 17.4 UTC (cf. Fig. 4.14). Shaded areas
represent the error on the retrieved parameters.
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of the synergy algorithm compared to the TIR only and the lidar only algorithms.

Figure 4.13 shows the retrieval results obtained from the synergy algorithm for both

aerosol models (WASO in blue and INSO in red) assuming a multiple scattering

factor of η= 0.75 for the time period of 15 to 20 UTC. Compared to the lidar only

algorithm, the synergy algorithm converged for a considerably larger number of

profiles before 18 UTC. This is due to the fact that thanks to the TIR radiometer

measurements the IWP and hence the optical thickness is constrained which allows

to adjust the correction factor κ for the phase function in backscattering direction

(Fig. 4.13 d). By contrast, in the lidar only algorithm a constant correction factor

has to be assumed when the optical thickness is not available which in this case

did not allow the algorithm to converge. Figure 4.14 illustrates one profile during

this period measured at 17.4 UTC indicating why the transmission method is not

applicable at the high time resolution due to the low signal-to-noise ratio. The red

lines in Figs. 4.14 a and 4.14 b represent the lidar measurement. It is obvious that

the signal is completely attenuated above the cloud. Hence, the retrieved cloud

top is an apparent cloud top where the signal is equal to the background noise not

allowing the application of the transmission method which requires the signal at the

cloud top (cf. Sect. 2.3.3). The synergy algorithm, however, is able to converge

(cf. Figs. 4.14 b and 4.14 c) since on the one hand, the IWP is constrained by

the TIR radiometer measurements and on the other hand, the error on the lidar

measurements is calculated as a function of altitude (cf. Sect. 2.3.3). Thus, the

large error for the altitudes above the cloud top allows to reduce the cost function.

However, as a consequence the resulting errors on the retrieved extinction and IWC

profiles are increasing considerably with increasing altitude as well (cf. Fig. 4.15).

Next to the noise in high altitudes, another issue concerning the lidar measure-

ments during April 18, 2018, is the choice of the molecular reference zone for the

calibration of the lidar signal. As shown in Fig. 4.14 (cf. Figs. 4.17 and 4.19 as

well), the lidar signal is strongly increased due to the aerosols in the boundary layer

until an altitude of about 1500 m where an abrupt decrease of the signal is observed.

Between approximately 2000 m and 3500 m the signal is increasing again indicating

a possible presence of aerosols in an elevated layer. As a consequence, the choice of

the reference zone for the calibration of the lidar signal is challenging and our al-

gorithm identifies the zone between approximately 1800 m and 2100 m as zone with

minimal signal during this day which is a rather untypical altitude for the molecular

reference zone. In comparison, the molecular reference zone for November 30, 2016,

ranged between 5000 m and 6000 m (cf. Fig. 3.8).
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Time period WASO INSO

15.0 - 20.0 UTC 33.6± 18.7 sr 32.1± 15.7 sr

20.0 - 24.0 UTC 16.8± 10.0 sr 17.8± 13.4 sr

Total 24.8± 17.0 sr 24.2± 16.1 sr

Table 4.10: Dependence of the retrieved average lidar ratios from the synergy algorithm
on the aerosol model for different time periods of April 18, 2018.

However, as mentioned above, the synergy algorithm converged for a quite large

number of profiles and the retrieved IWP for the period between 15 and 20 UTC

is reported in Fig. 4.13 b. It shows for the retrievals assuming the WASO aerosol

model (blue) similar values as the retrievals from the TIR only algorithm (cf. Fig.

4.9 b). This is due to the fact that the WASO aerosol type does not have a large

influence on the TIR radiances as indicated in Fig. 4.8. On the other hand, when

assuming the INSO aerosol type the simulated clear sky radiances below the cloud

are significantly increased which leads to a considerably reduced retrieval of the IWP

(represented in red in Fig. 4.13 b) since the signal due to the cloud needs to be less

important in order to match the TIR radiometer measurements. Consequently, the

retrieved optical thickness of the cirrus cloud is reduced considerably as well when

assuming the INSO aerosol type instead of the WASO aerosol type pointing out the

importance of a good characterization of the aerosol properties in the underlying

layers, in particular their absorption characteristics. The influence on the retrieved

correction factor κ and hence the lidar ratio, however, is rather small.

Figure 4.16 presents the retrieval results obtained from the synergy algorithm

for the two aerosol models for the second period between 20 and 24 UTC of the

case study of April 18, 2018. Similarly as for the first period, the retrieved IWP

and COT are considerably lower when assuming the INSO aerosol type but the

impact on the retrieved correction factor κ and the lidar ratio is rather small. Table

4.10 summarizes the retrieved average lidar ratios and standard deviations for both

periods and both aerosol models. It underlines that the influence of the assumed

aerosol model on the average values for the lidar ratio is small.

Furthermore, the same low lidar ratios as in case of the lidar only algorithm

constrained by the COT are obtained from the synergy algorithm as well (cf. Fig.

4.12). The black vertical lines in Fig. 4.16 indicate the profiles measured at 23

UTC and 23.2 UTC which are presented in Figs. 4.17 and 4.19, respectively. These

two figures show the convergence in case of assuming the WASO aerosol model
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Figure 4.16: Same as Fig. 4.13 but for April 18, 2018, 20 to 24 UTC.
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Figure 4.17: Same as 4.14 but for the profile measured on April 18, 2018 at 23 UTC.

Figure 4.18: Same as Fig. 4.15 but for the lidar profile measured on April 18, 2018 at
23 UTC.
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Figure 4.19: Same as 4.14 but for the profile measured on April 18, 2018 at 23.2 UTC.

Figure 4.20: Same as Fig. 4.15 but for the lidar profile measured on April 18, 2018 at
23.2 UTC.
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since assuming the INSO aerosol model did not lead to convergence for these two

profiles as indicated in Fig. 4.16 by the absence of retrieval results. However, these

profiles illustrate the effect of a strong peak in the lidar signal which is responsible

for the very low retrieved lidar ratio at 23.2 UTC (3.6± 0.8 sr). For 23 UTC, the

measured peak is still moderate and the corresponding retrieval of the lidar ratio

appears to be reasonable (18.1± 4.2 sr). The according IWC and extinction profiles

for 23 UTC are presented in Fig. 4.18. On the other hand, the profile of 23.2 UTC

shows a very strong peak in the measured backscattering signal (cf. Fig. 4.19)

resulting in a strong and vertically narrow peak in the retrieved IWC and extinction

profiles which seems to be unnatural (cf. Fig. 4.20). As discussed above, this strong

increase in the lidar backscattering signal is not observed in the TIR radiometer

measurements. Consequently, the retrieved correction factor κ strongly increases to

match the lidar measurements while a further increase of the total extinction and

IWP, which would appear in the case of the lidar only algorithm without the COT

constraint, is suppressed in order to match the TIR radiometer measurements.

Since the TIR measurements as well as the optical thickness obtained from the

transmission method do not increase at the same time when the strong increase in

the lidar measurements is observed, the peak in the lidar measurements is likely due

to a different reason than an increase of the optical thickness of the cirrus cloud.

As mentioned above, the presence of oriented ice crystals inside the cloud could

be a possible explanation for this phenomenon. This case is not considered in the

BV2015 microphysical model which assumes randomly oriented ice crystals. Hence,

the microphysical model does not represent the phase function for preferentially

oriented ice crystals which may lead to difficulties in retrieving the microphysical

properties of the cirrus cloud during this case study. Another explanation could

be the above-discussed presence of ice crystals with a very smooth surface which

strongly increases the phase function in the backscattering direction, whereas the

presence of supercooled liquid is unlikely in case of the observed cloud due to the

low temperature in the cirrus altitude. However, it is important to note that these

limitations of the BV2015 microphysical model exist.

To conclude, Figs. 4.21 (for 15 to 20 UTC) and 4.22 (for 20 to 24 UTC) show a

comparison of the three algorithms developed during this thesis for the case study

of April 18, 2018. The retrieved IWP from the TIR only algorithm is represented

in blue, the retrieval from the variation of the lidar only algorithm constrained by

the COT from the transmission method is represented in red, and the retrievals of
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Figure 4.21: Comparison of the retrieval results from the different algorithms for April
18, 2018, 15 to 20 UTC. (a) Logarithm of the range-corrected lidar signal overlaid by the
cloud detection, and (b) retrieved IWP from the different algorithms (blue: TIR only algo-
rithm, red: lidar only algorithm constrained by the COT from the transmission method,
green: synergy algorithm assuming the WASO aerosol type, black: synergy algorithm
assuming the INSO aerosol type).
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Figure 4.22: Same as Fig. 4.21 but for April 18, 2018, 20 to 24 UTC.

202



4.2. THE CASE STUDY OF APRIL 18, 2018 203

the synergy algorithm assuming the two different aerosol models are represented in

green (WASO) and black (INSO). In contrast to the case study of November 30,

2016 (cf. Fig. 3.23), the retrieved IWP from the lidar only algorithm constrained

by the COT is smaller than the IWP from the TIR only algorithm for April 18,

2018. The IWP obtained from the synergy algorithm assuming the WASO aerosol

model is very close to the IWP retrieved from the TIR only algorithm since the

influence of the WASO aerosol type on the TIR radiances is small (cf. Fig. 4.8).

On the other hand, in case of assuming the INSO aerosol model the retrieved IWP

from the synergy algorithm is considerably reduced and closer to the retrieval of

the variation of the lidar only algorithm which is constrained by the COT from the

transmission method of Young (1995). These results underline the importance of

the choice of the aerosol characteristics in our synergy algorithm for the retrieved

microphysical properties of cirrus clouds. A better characterization of the aerosols

which are actually present during the measurement is thus crucial to reduce the

errors on the retrieved cirrus cloud microphysics obtained from this algorithm.
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4.3 Summary and Conclusions

The first part of this chapter showed sensitivity studies for the case study of Novem-

ber 30, 2016, discussing the influence of several non-retrieved quantities on the re-

trieved microphysical properties of cirrus clouds from our synergy algorithm. The

investigated parameters are the multiple scattering factor, the water vapour profile

and the assumed aerosol properties. The impact of the multiple scattering factor

on the retrieved correction factor κ (and consequently on the lidar ratio) has been

shown to be small. This is due to the fact that the TIR radiances in the synergy

algorithm provide independently of the lidar measurements a constraint on the IWP

and hence on the optical thickness. On the contrary, the water vapour profile has an

important influence on the retrieved quantities since the TIR radiances are highly

sensitive to water vapour. Thus, a good characterization of the local water vapour

profile is essential to reduce the error on the retrievals due to a poor knowledge of

this quantity. The choice of the aerosol model significantly influences the retrieval

results as well, especially in case of a larger aerosol optical thickness. Hence, a

better characterization of the aerosols present during the measurement is also im-

portant to reduce the uncertainties on the retrieved microphysics of cirrus clouds.

Another non-retrieved parameter influencing the retrieval results is the temperature

profile which should be investigated in future sensitivity studies. The impact of this

parameter is complex because the temperature profile influences at the same time

the measurements in the TIR, the molecular signal of the lidar, and the calculation

of the single scattering properties from the BV2015 parametrization since they are

functions of temperature and IWC.

However, the case study of November 30, 2016, for which the sensitivity studies

were performed, is characterized by a cold and dry atmosphere as well as a low

aerosol optical thickness. This means the conditions for the application of our al-

gorithm are favourable because in this case the influence of the atmosphere on the

TIR radiometer measurements is small compared to the influence of the cloud. Con-

sequently, a second case study of April 18, 2018, has been introduced in the second

part of this chapter where the aerosol optical thickness as well as the amount of wa-

ter vapour were considerably higher. During this second case study a longer lasting

cirrus cloud in a constant altitude and of quite constant geometrical thickness has

been observed. We presented and compared the retrievals of all three algorithms

introduced in Chapter 3 and discussed the results. It has been shown that due to
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the higher aerosol optical thickness, the choice of the aerosol model in the synergy

algorithm is more important than in the case study of November 30, 2016, since

the retrieved IWP and optical thickness are considerably reduced when applying

the INSO aerosol model compared to the WASO aerosol model. Furthermore, it

has been shown that in case of a noisy lidar signal during day time, the synergy

algorithm is advantageous compared to the lidar only algorithm because the optical

thickness from the transmission method is not available when the lidar signal is too

noisy above the cloud top. Since the synergy algorithm uses the TIR measurements

to constrain the IWP and hence the optical thickness, retrievals with this algorithm

are still possible in case of an increased noise above the cloud top. Another strength

of the synergy algorithm is that it allows to detect anomalies of the observed cirrus

cloud thanks to the combination of lidar and TIR measurements as has been dis-

cussed in the context of the strong increase of the lidar signal around 23.2 UTC.

At the same time, no increase of the TIR radiances was observed which led to the

conclusion that the peak in the lidar measurements is not due to an increase of

the optical thickness of the cirrus cloud. Hence, the possible reasons for this phe-

nomenon that have been discussed in Sect. 4.2 include the presence of oriented

ice crystals as well as the presence of particles with a smooth surface. Another

imaginable reason could be the presence of supercooled water droplets although this

hypothesis is unlikely in the considered case study due to the low temperature at

the cirrus altitude. All three reasons are possible because the BV2015 microphysi-

cal model assumes randomly oriented ice crystals, tries to imitate the behaviour of

phase functions for heterogeneous particles without backscattering peak, and does

not include supercooled liquid water. These limitations of the microphysical model

have to be kept in mind when applying our algorithm and future work is necessary

to refine the microphysical model for cirrus.
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Since cirrus clouds occur all around the globe and in all seasons, it is without

doubt that they have a large impact on the Earth-atmosphere system. Unfortu-

nately, this impact is still badly quantified nowadays which is mainly due to the large

variation of their microphysical, optical and radiative properties. Cirrus clouds are

composed of ice crystals characterized by irregular shapes and considerably vary-

ing sizes. Therefore, the modelling of their single scattering properties, which are

required in global climate models to estimate their impact on the climate system,

is challenging. To accurately model the characteristics of cirrus clouds, a precise

knowledge about the particles composing the cloud is essential. The only way to

obtain this knowledge is to perform extensive observations.

The observations performed nowadays are of different types which all have ad-

vantages and disadvantages. Airborne in situ measurements are an important source

of information that can provide details about the ice crystal shape, number concen-

tration and particle size distribution. However, these measurements are performed

for a specific cloud at a specific time and cannot necessarily be generalized. To ob-

tain spatially and temporally extensive observations, remote sensing techniques are

required. The global occurrence frequencies of cirrus clouds can be obtained from

satellite observations. In particular, the A-Train mission including active as well

as passive spaceborne sensors has significantly improved our knowledge about the

global distribution and frequency of cirrus clouds in recent years. Nevertheless, the

spaceborne remote sensing of cirrus is challenging because they are generally opti-

cally thin and very often semi-transparent which complicates the accurate retrieval

of their microphysical properties. In contrast to satellite observations, ground-based

remote sensing does not provide global coverage but the targets are situated much

closer to the instrument and thus a higher accuracy can be achieved. Furthermore,

the measurements at one specific site can be performed continuously allowing to

observe the development and temporal variation of the cloud.

Regardless if satellite or ground-based data is considered, the development of

accurate retrieval algorithms using synergistic observations and thus taking into

account a maximum amount of available information is crucial for an adequate

characterization of cirrus clouds. The aim of this thesis was to develop such an

algorithm combining the measurements of a ground-based micropulse lidar and a

TIR radiometer. These instruments have been chosen because they are relatively

simple and thus not too expensive compared to advanced lidar systems. Hence,

this instrumentation can readily be found at other measurement sites. For example,
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the measurement site of the LOA in M’Bour, Senegal, or the measurement site of

the Observatoire de Physique de l’Atmosphère de La Réunion (OPAR) in Mäıdo on

the isle of La Réunion, are equipped with similar instrumentation. Furthermore,

the CALIPSO satellite carries a TIR radiometer (IIR) and a lidar (CALIOP) as

well. Thus, the algorithm developed during this thesis should be applicable to other

measurement sites in different geographical regions as well as to spaceborne data.

The inversion method that has been chosen for our algorithms is based on optimal

estimation theory since this method is a well-adapted tool to integrate different

types of measurements in a common retrieval framework as has been discussed in

the course of this work. Until the final synergy algorithm has been established,

several intermediate algorithms have been developed that independently of each

other provide characteristics of cirrus clouds where the common parameter obtained

from all algorithms is the IWP. It has been shown that these different IWP retrievals

are not always in agreement with each other.

The first algorithm that has been presented in this thesis is the TIR only algo-

rithm to retrieve the IWP from the radiometer measurements alone. Nevertheless,

this algorithm integrates the information about the cloud altitude and time period

from the active lidar measurements. Since the information about the vertical profile

of the cloud properties is not available from the passive TIR radiometer measure-

ments alone, the algorithm assumes a homogeneous cloud with a constant IWC

throughout the whole cloud layer. This is a common assumption in retrieval algo-

rithms for passive sensors and has been shown to be valid for thin cirrus by Feofilov

et al. (2015).

However, the backscatter profiles measured by the lidar provide an information

about the vertical distribution of the particles inside the cloud. This information

was used in a second step to develop an algorithm that retrieves IWC profiles of cir-

rus. This algorithm requires strong assumptions because there are three unknown

parameters in the lidar equation (cf. Eq. 3.23): backscattering, extinction and

multiple scattering. The ambiguity between these parameters arising from a combi-

nation of scattering and absorption processes in the atmosphere cannot be resolved

from simple micropulse measurements alone. The lidar only algorithm presented

in this thesis assumes a predefined multiple scattering factor and uses the BV2015

microphysical model for cirrus to calculate the backscatter-to-extinction ratio which

is defined as product of the single scattering albedo and the phase function in the

exact backscattering direction (cf. Eq. 3.26). As a consequence, the retrieval results
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from this algorithm strongly depend on the BV2015 parametrization which defines

the single scattering properties (scattering coefficient, absorption coefficient and

asymmetry parameter) as a function of IWC and in-cloud temperature. The single

scattering albedo, which is obtained from the scattering and absorption coefficients,

is assumed to be represented accurately enough in this microphysical model. On the

contrary, the analytical phase function of Baran et al. (2001), which is parametrized

from the calculated asymmetry parameter, assumes a flat ending. This assump-

tion has been shown in recent publications to not realistically represent the exact

backscattering direction (Zhou and Yang, 2015; Ding et al., 2016). When the ana-

lytical phase function is used in the definition of the backscatter-to-extinction ratio,

this parameter is generally underestimated resulting in an overestimation of the

retrieved IWP compared to the TIR only algorithm.

Consequently, the challenge is to constrain the backscatter-to-extinction ratio.

In this thesis, we presented two strategies for this purpose: in a first step the COT

obtained from the transmission method of Young (1995) has been used, and in a

second step the TIR radiometer measurements have been shown to constrain the

backscatter-to-extinction ratio as well by constraining the integrated IWC over the

whole cloud layer (IWP). In both cases a correction factor for the backscatter-

to-extinction ratio, which can be interpreted as a correction factor for the phase

function in the exact backscattering direction (cf. Eq. 3.46), is retrieved together

with the IWC profile. It should be noted that this correction factor is assumed to be

constant over the whole cloud layer since no information about the vertical variation

of this parameter is available. Nevertheless, the backscatter-to-extinction ratio varies

slightly with altitude since it is calculated layer by layer from the according IWC

and temperature with the BV2015 parametrization.

The lidar only algorithm which is constrained by the COT suffers from a strong

dependence on the multiple scattering factor since the effective optical thickness ob-

tained from the transmission method is divided by the multiple scattering factor to

be consistent with the assumption on this parameter in the forward model of the op-

timal estimation algorithm. As a consequence, the retrieved IWP strongly depends

on the assumed multiple scattering factor. Thus, one advantage of the final synergy

algorithm developed in this thesis is that instead of a retrieval product depending

on strong assumptions itself, independent measurements are used to constrain the

backscatter intensity of the ice crystals. This synergy algorithm is an expansion of

the original lidar only algorithm which integrates the TIR radiometer measurements
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in the optimal estimation framework to retrieve the above-mentioned correction fac-

tor for the analytical phase function in the exact backscattering direction. It has

been shown in the sensitivity study presented in Sect. 4.1.1 that the influence of

the multiple scattering factor on the retrievals from the synergy algorithm is much

smaller than its influence on the retrievals from the lidar only algorithm which is

constrained by the COT.

One of the most important achievements of our synergy algorithm is the integra-

tion of information from the whole atmospheric profile in the forward modelling of

the TIR radiances which is accessible thanks to the active lidar measurements. Thus,

it is no longer necessary to assume a homogeneous cloud and the profile of IWC can

be accounted for in the radiative transfer model. Furthermore, the extinction of

aerosols which may be present in the atmosphere is included in the TIR forward

model. It is worth noting that the high vertical resolution of the radiative transfer

calculations in the TIR forward model is possible thanks to the numerical efficiency

of the radiative transfer model LIDORT which allows to obtain the radiances and

Jacobians for different atmospheric parameters from a single simulation.

However, there are limits of this algorithm which have been discussed in the

last chapter of this thesis. Firstly, the optical thickness of the cloud has to be

sufficiently large to obtain a measurable signal in the TIR. In case of optically very

thin clouds, the uncertainties of our retrievals are very large which seems, however,

to be rather logical. Sassen and Comstock (2001) quantified the minimum COT for

the application of their LIRAD method to 0.05. This minimum value is valid for dry

atmospheres and strongly depends on the atmospheric conditions. If the amount of

water vapour in the atmosphere is large, the optical thickness of the cirrus cloud

has to be larger because the water vapour is also producing an important signal in

the TIR radiometer measurements as expected from Dubuisson et al. (2008).

Unfortunately, the water vapour profile is one of the most uncertain non-retrieved

parameters in our method. It is obtained from the ECMWF reanalysis provided

on a rather coarse spatial (0.1◦ x 0.1◦ latitude/longitude grid) and temporal (four

time steps at 0, 6, 12 and 18 UTC) resolution which is not accurately enough to

represent local water vapour variations. As a consequence, a large error of 10 %

for each layer has been assigned to the water vapour profile. The sensitivity study

presented in Sect. 4.1.2 where 10 % of water vapour have been added to each layer

of the atmospheric profile shows that the influence of this operation on the retrieved

quantities is far more important than the influence of changing the assumed multiple
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scattering factor. However, due to the large error which has been assigned to the

water vapour profile, the error on the retrieved quantities is large as well. Hence, one

improvement of our method would be to better characterize the local water vapour

profile during the measurement because this would considerably reduce the error

on the retrieved quantities. A better characterization of the water vapour profile

could be obtained for example with the help of a micro-wave radiometer. Such an

instrument is planned to be installed on the measurement platform of the LOA in

the near future.

Another large uncertainty on the retrievals of the synergy algorithm is arising

from strong assumptions on the aerosol properties. Especially the second case study

of April 18, 2018, presented in Sect. 4.2 shows that the choice of the aerosol model

strongly influences the retrieved microphysics of the cloud. Furthermore, it has been

shown that a strong aerosol extinction as well as elevated layers of aerosols may cre-

ate problems for the calibration of the lidar signal. In a first approximation, two

aerosol models from the OPAC database have been tested in this thesis. However,

it is certain that a better characterization of the aerosols which are actually present

during the measurement, for example obtained with the help of depolarization mea-

surements, would reduce the uncertainties on the retrieved microphysics of the cirrus

cloud.

Furthermore, the quality of the measurements from the lidar as well as from the

TIR radiometer plays a crucial role. The second case study of April 18, 2018, showed

that the micro-pulse lidar measurements can be very noisy in the cirrus altitude

during daytime not allowing the application of the transmission method of Young

(1995). Thus, it could be interesting to test our method with a more powerful lidar

system. Concerning the TIR radiometer measurements, it has been demonstrated

that for both case studies presented in this thesis it was not possible to reproduce the

measurements of channel C09 under clear sky conditions with the radiative transfer

model while the measurements of channels C11 and C12 were reproduced by the

simulations assuming the atmospheric profiles from the reanalysis. This behaviour

of channel C09 was confirmed when analysing the other days summarized in Table

2.6 revealing a systematic bias of this channel. As a consequence, channel C09

was excluded in the retrievals performed during this thesis. The reason for the

problem with this channel is currently unknown. It may be related to an insufficient

knowledge of the spectral response function of this channel. Further studies are

required to understand this problem and eventually find a solution. In this context,
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it could be useful to investigate for a larger amount of data the response of the

different channels with respect to changes of the water vapour profile, for example by

comparing field measurements and simulations as a function of the integrated water

vapour under clear sky conditions as well as in the presence of low and optically

thick clouds.

Another problem connected with the TIR radiometer measurements is the fact

that the sensitivity of the instrument depends on the temperature of the instruments

cavity. This temperature dependence is related to a large uncertainty as has been

discussed in Sect. 2.2.2. Especially for the case study of November 30, 2016, the

temperature correction resulted in a large measurement error since the atmospheric

temperature during this day was low. As a consequence, the cavity temperature

during the measurement which varied between 2.9 ◦C and 10.6 ◦C was considerably

colder than the temperature during the calibration (24 ◦C). Thus, another improve-

ment of our method would be to isolate the instrument from atmospheric temper-

ature influences to keep the cavity temperature constant during the measurement

and preferably close to the temperature during the calibration.

Next to technical improvements such as isolating the instrument from temper-

ature influences and improving the characterization of the aerosols as well as the

atmospheric water vapour profile during the measurement, the perspectives related

to this newly developed synergy algorithm are diverse. One important aspect is the

application of the algorithm to all available data for the measurement site of the

LOA in Lille but also for other measurement sites equipped with the same instru-

mentation, e.g. the site in M’Bour, Senegal, or the OPAR site of La Réunion. The

advantage of the latter is that it is situated in 2200 m altitude and hence the atmo-

sphere is very clean. This means the influence of aerosols and water vapour, which

are important sources of uncertainty in our algorithm as discussed above, is small

at this measurement site. The planning of a campaign dedicated to simultaneous

TIR radiometer and lidar measurements in La Réunion is ongoing. The application

of our algorithm to data measured under these conditions would allow to test and

improve existing microphysical ice cloud models, in particular the BV2015 model

and its original representation of bulk optical properties as a function of the in-cloud

temperature and IWC. It has been shown in this thesis that the coherence of this

model is overall quite good but that there are limitations, especially due to the poor

representation of the exact backscattering characteristics of the bulk ice.
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However, in this thesis the analytical phase function of Baran et al. (2001) has

been used which could be replaced by the exact phase function from the ensemble

model (Baran and Labonnote, 2007). Furthermore, one should be aware that the

microphysical model used here is based on a large database of in situ measurements

performed in the tropics and the mid-latitudes. Hence, it represents a mixture of ice

clouds with very different formation mechanisms and characteristics. This is reason-

able from a statistical point of view when regarding global trends, especially with

model studies, but might not be representative for the retrieval of the microphys-

ical properties of a specific cirrus cloud in the mid-latitudes. In addition, contrail

induced cirrus clouds which are frequently observed in the mid-latitudes are not

included in this model. Another limitation is due to the assumption of randomly

oriented particles not taking into account that the ice crystals might be oriented

in a preferential plane as discussed in Sect. 4.2 in the context of the case study of

April 18, 2018. Finally, the presence of supercooled liquid droplets is not considered

in the microphysical model although it cannot be excluded in our algorithm since

our definition of high-level clouds allows the presence of supercooled water. How-

ever, with the current set of measurements no information about the cloud phase

can be obtained. This information would be available from a lidar that includes

depolarization channels.

Since data from several measurement sites are available, one important perspec-

tive is the establishment of climatologies and the comparison of the retrieved cir-

rus cloud properties for different geographical regions. Finally, as indicated above,

an interesting project could be to apply this algorithm to satellite data from the

CALIPSO mission, i.e. the CALIOP lidar and the IIR radiometer. This would al-

low to retrieve the cloud properties on a global scale and to compare the IWP from

our method to the operational CALIPSO algorithms.
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profiles of high-level clouds: Classification and impact on radiative fluxes. Atmos.

Chem. Phys., 15, 12 327–12 344, doi:10.5194/acp-15-12327-2015.

Fernald, F. G., 1984: Analysis of atmospheric lidar observations: some comments.

Appl. Opt., 23 (5), 652–653, doi:10.1364/AO.23.000652.

Field, P. R., A. J. Heymsfield, and A. Bansemer, 2007: Snow size distribution

parameterization for midlatitude and tropical ice clouds. J. Atmos. Sci., 64, 4346–

4365, doi:10.1175/2007JAS2344.1.

Field, P. R., R. J. Hogan, P. R. A. Brown, A. J. Illingworth, T. W. Choular-

ton, and R. J. Cotton, 2005: Parametrization of ice-particle size distributions

for mid-latitude stratiform cloud. Quart. J. Roy. Meteor. Soc., 131, 1997–2017,

doi:10.1256/qj.04.134.

Field, P. R., R. Wood, P. R. A. Brown, P. H. Kaye, E. Hirst, R. Green-

away, and J. A. Smith, 2003: Ice particle interarrival times measured with

a fast FSSP. J. Atmos. Oceanic Technol., 20, 249–261, doi:10.1175/1520-

0426(2003)020<0249:ipitmw>2.0.co;2.

Flamant, P. H., 2008: Lidars atmosphériques et météorologiques - Principes fonda-
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