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Abstract
Physics

Diluted media and fundamental optics

Integrable turbulence in optical fiber experiments: from local dynamics to
statistics

by Alexey TIKAN

This work is dedicated to the investigation of the origin of statistical phe-
nomena recently observed in the framework of integrable turbulence. Namely,
experimental and numerical studies of the partially- coherent waves propa-
gation in 1-D Nonlinear Schrödinger equation systems revealed a deviation
from the Gaussian statistics. Focusing and defocusing regimes of propaga-
tion demonstrated qualitatively different behaviour: the probability of ex-
treme events to appear in the focusing case is higher than it is predicted by
normal law, while in defocusing it is lower.

We provided optical experiments well described by the 1-D Nonlinear
Schrödinger equation in order to investigate this problem. We built two
novel and complementary ultrafast measurement tools. Employing these
tools we provided direct observation of coherent structures which appear
at different stages of the propagation in both regimes.

Providing analysis of these structures, we determined dominating mech-
anisms in both focusing and defocusing regimes. In the focusing regime,
we discovered the universal appearance of Peregrine soliton-like structures
and made a link with the rigorous mathematical result obtained in the semi-
classical regime. In the defocusing case, we showed that the mechanism of
nonlinear interference of neighbour pulse-like structures defines the evolu-
tion of the partially-coherent initial conditions. We considered a simplified
model which explained the presence of different scales in the recorded data.

Keywords: Nonlinear optics; Ultrafast phenomena - Measurement; Soli-
tons; Optical fibers; Integrable turbulence; Nonlinear statistical optics; Non-
linear Schrödinger equation; Temporal imaging
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Résumé
Physique

Milieux dilués et optique fondamentale

Turbulence intégrable dans des expériences de fibres optiques:
dynamique locale et statistique

par Alexey TIKAN

Ce travail est dédié à l’étude de l’origine des phénomènes statistiques
récemment observés dans le cadre de la turbulence intégrable. Les études
expérimentales et numériques de la propagation d’ondes partiellement co-
hérentes dans les systèmes décrits par l’équation de Schrödinger non linéaire
à une dimension ont révélé un écart par rapport à la distribution gaussi-
enne. Les régimes de propagation focalisant et défocalisant présentent un
comportement qualitativement différent: la probabilité que des événements
extrêmes apparaissent dans le cas focalisant est supérieure à la loi normale,
alors que dans le régime défocalisant, elle y est inférieure.

Nous avons réalisé des expériences d’optique bien décrites par l’équation
de Schrödinger non linéaire 1-D afin d’étudier ce problème. Nous avons con-
struit deux outils de mesure nouveaux et complémentaires. En utilisant ces
outils, nous avons réalisé une observation directe des structures cohérentes
qui apparaissent à différents stades de la propagation dans les deux régimes.

En fournissant une analyse de ces structures, nous avons déterminé les
mécanismes dominants dans les régimes focalisant et défocalisant. Dans
le régime focalisant, nous avons mis en évidence le caractère universel de
structures voisines des solitons de Peregrine et établi un lien avec un résul-
tat mathématique rigoureux obtenu dans le régime semiclassique. Dans le
régime défocalisant, nous avons montré que le mécanisme d’interférence non
linéaire entre impulsions voisines définit l’évolution des conditions initiales
partiellement cohérentes. Nous avons proposé un modèle simplifié qui ex-
plique la présence des différentes échelles dans les données enregistrées.

Mots clés: Optique non linéaire; Phénomènes ultra-rapides - Mesure;
Solitons; Fibres optiques; Turbulence intégrable; Optique statistique non linéaire;
Équation de Schrödinger non linéaire; Imagerie temporelle
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Chapter 1

Introduction

1.1 Integrable Turbulence

In this section, we will introduce the framework of our study. The inte-
grable turbulence is a field of the classical physics initiated recently by V.E.
Zakharov [1]. The integrable turbulence, rigorously saying, is not turbu-
lence in its classical form [2]. Without loss of generality, it can be understood
as studying of complex behaviour of random initial conditions, which can be
found behind a dispersive nonlinear partial-differential equation integrable
with the inverse scattering method [3, 4] 1.

One of remarkable features of this kind of equations is the localised particle-
like solutions called solitons. They play a crucial role in understanding of the
corresponding complex dynamics. We will describe some properties of the
solitonic solution and show the difference with other solitary waves. An-
other remarkable feature is the existence of an infinite number of constant of
motion. These equations can be integrated by the so called inverse scattering
transform.

In general, this complex behaviour strongly depends on the initial state
of a system. Therefore, at the end of this section, we will explain the par-
ticular choice of our random initial conditions and show its basic statistical
properties.

1.1.1 Solitary waves and solitons

Solitons are isolated particle-like travelling waves which are solutions of
certain partial differential equations. By its nature, soliton can be determined
as a wave that preserves its structure during the propagation due to the inter-
play between dispersion (or diffraction in 2-D case) and nonlinearity of the
system. The property which makes solitons similar to particles is elastic colli-
sion. Indeed, like particles, two solitons (asymptotically) restore their initial
shapes after the collision, maybe besides some phase shift. Below, we will
give a short review of the history of solitons and solitary waves and show
some important equations which have solitonic solutions.

1The basics of this method will be explained later in Sec. 1.2.4.
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1.1.1.1 Short history of solitons

Since the time when the first known soliton was observed by J. Scott Rus-
sell more than 180 years have passed. Riding a horse along a narrow barge
channel, he noticed "a large solitary elevation, a rounded, smooth and well-
defined heap of water, which continued its course along the channel appar-
ently without change of form or diminuation of speed" [5]. After providing
an experimental investigation of this phenomenon, he made several remark-
able conclusions. Except the confirmation of the existence of the solitary wa-
ter waves, he managed to find a ratio between the speed of the wave, its am-
plitude and the water depth. However, the theory developed at that moment
didn’t allow to predict such object and the works of Russell were a subject to
criticism. Rehabilitation of the solitary wave came with works of Dutch sci-
entists Diederik J. Korteweg and his student Gustav de Vries [6], who found
in 1895 the equation most accurately describing the main effects observed by
Russell. They derived a rather simple equation(known as KdV) for waves in
shallow water and found its periodic wave solutions (expressed in terms of
Jacobi elliptic functions) which in the asymptotic limit of large wavelengths
give a solitary wave.

However, further progress in this field came only in 60 years this with the
development of the computers. E. Fermi, J. Pasta and S. Ulam studied an an-
harmonic lattice with quadratic and cubic nonlinearities [7]. They expected
a full thermalisation of the system, i.e. uniform redistribution of the energy
along different modes. M. Tsingou provided for them a numerical experi-
ment integrating one period of a simple cosine function with periodic bound-
ary conditions. The results of the numerical study surprised researchers. In-
stead of expected thermalisation, they observed that energy was distributed
among only few modes and didn’t show any mixing. Moreover, the system
demonstrated a tendency of periodical recurrence to the initial state. This
phenomenon is known today as Fermi-Pasta-Ulam-Tsingou recurrence. In
order to understand this effect, Kruskal and Zabusky studied a continuous
analogue of this model. The corresponding equation was exactly the one
derived by Korteweg and de Vries almost 70 years ago for shallow water
waves! The periodic solutions and the solitary wave of KdV equation were
well known at that time. However, Kruskal and Zabusky pointed out a very
remarkable property of solitons, which was not known before. Namely, the
fact that two solitons collide elastically, asymptotically recovering its initial
shape. By analogy with particles, they coined the term soliton. We will use
this property to draw a line between the solitons and other solitary waves.
Thereby, we define the soliton as:

• Isolated, localized in space travelling wave

• Which preserves its shape in time

• And collides elastically with other solitons, except maybe a phase shift

To other localized travelling waves we will refer as solitary waves.
More detailed intoduction to the theory of solitons can be found in the

book of M. Ablowitz and H. Segur [3], review of the solitons in [8].
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1.1.1.2 Equations that have solitonic solutions

After the discovery, solitons (as well as solitary waves) were observed
in many different systems [3, 9]. Soliton family can be divided in two big
classes: conventional and envelope solitons. The solitons observed by Russell
in the water channel (KdV equation) are of the first type. The fundamental
envelope solitons can be seen as a localised group of waves moving together
and preserving its envelope. The definition given above can be applied to
the envelope solitons as well.

There are a lot of partial-differential equations modelling dispersive non-
linear media which have solutions in the form of the solitary wave. However,
not all of them can be called solitons. As we mentioned before existence of
solitonic solution is directly related to integrablility of the equations. In [10]
reader can fined a (short) list of different kinds of integrable equations with
solitonic solutions. This full list is still being replenished. Here we will con-
sider three (relatively) simple and very general equations.

KdV equation. As we have seen the first soliton was observed in the media
governed by the KdV equation, but it is not the only one historically im-
portant event associated with this equation. The method of integrating the
nonlinear partial-differential equations known as Inverse Scattering Trans-
form (IST) was shown on the example of KdV as well [11]. We will discuss
this method later in Sec. 1.2.4. From the integration of the KdV equation, a
new period of nonlinear physics has started.

The KdV equation can be written in the form:

ut + 6uux + uxxx = 0.

Which describes the evolution of a function u in time t. The second term rep-
resents nonlinear part and the third one - dispersion. Fundamental solitonic
solution can be written as: u = 2k2 sech2k(x− 4k2t− x0), where k and x0 are
constants. This solution represents a bell shaped localised wave similar to
one observed by Russell.

As we now, solitons can be observed in the shallow water, but KdV equa-
tion is universal. So the range of its applicability is much wider. As an
example we can give ion-acoustic waves in plasma [12], liquid-gas bubble
mixture [13], atmospheric Rossby waves [14], etc.

Remarkably, the 2-dimensional versions of the KdV called Kadomtsev-
Petviashvili equations are also integrable and, hence, also has family of soli-
tonic solutions [15, 16].

Sine-Gordon (SG) equation. Another historically important equation called
Sine-Gordon was derived in the framework of differential geometry. It brought
into the soliton theory a widely used Bäcklund transformation. Bäcklund
derived it studying surfaces of constant Gaussian curvature in 1880. Know-
ing solution of one partial differential equation (PDE) we find solutions of
another one if there is a corresponding Bäcklund transformation. Its vari-
ation called auto-Bäcklund transformation allows to recurrently reconstruct
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the whole hierarchy of solitons. The SG equation can be expressed as follows:

utt − uxx + sin(u) = 0

Integrability of the SG equation was first proved by Ablowitz Kaup Newell
and Segur [17]. For the list of applications of the SG equation we refer reader
to review of Scott, Chu and McLaughlin [8].

Nonlinear Schrödinger (NLS) equation. This equation we will study in de-
tails in the present manuscript. We will discuss later in this chapter (see
Sec. 1.2). This equation has maybe the widest range of applications among
the equations discussed in the section. In the 1-dimensional case it is usually
written as follows:

iut + uxx + 2σ|u|2u = 0

where σ = ±1. The case when σ = 1 NLS equation called focusing (see
Sec. 1.2.2), σ = −1 respectively defocusing (see Sec. 1.2.3).

NLS equation was integrated by V.E. Zakharov and A. B. Shabat [18]. This
equation has an exact solution in the form of the envelope soliton.

NLS equation found its applications in deep-water wave dynamics [3, 19,
20], electro-magnetic waves in media with third order nonlinearity [21], mag-
netic spin waves [22], plasma physics [18], etc. Hasegawa and Tappert [23,
24] first derived the NLS equation in fiber optics. In the presented manuscript
we will consider complex dynamics of light in optical fibers and demonstrate
emergence of some particular envelope solitons.

Remarkably, also it’s generalized version called Vector NLS which can be
represented as a set of N coupled 1-D NLS equations:

iujt + ujxx + 2

(
N

∑
n=1

σn|un|2
)

uj = 0

can be integrated in the case when N = 2 and σ1 = σ2 = 1. This system is
known as Manakov model [25]. It can be applied to the fibers with constant
birefringence [26].

1.1.2 Integrable turbulence is not turbulence

From the general point of view, "wave turbulence" names all the complex
phenomena arising from the nonlinear propagation of random waves [27].
In this sense, integrable turbulence can be seen as a peculiar case of wave
turbulence. However, in the standard form of the wave turbulence theory,
the dynamics is dominated by the resonant interaction. On the contrary, as
we’ll see below, no resonant interaction exist in the integrable turbulence [28].

1.1.2.1 Wave turbulence

Wave turbulence (sometimes called weak turbulence) theory studies dy-
namics of weakly nonlinear and dispersive random waves [27, 29]. It is orig-
inated from the pioneering work of R. Peierls [30], where he describes the
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kinetics (including the evolution of spectrum and probability density func-
tion of amplitude) of phonons in anharmonic crystals. Later, the approach of
wave turbulence found its application in plasma physics [31, 32], hydrody-
namics [33, 34], optics [35–37] and many different areas of physics.

Below, we cite a definition of the wave turbulence given in the book of S.
Nazarenko [27]: "Wave turbulence (WT) can be generally defined as out-of-
equilibrium statistical mechanics of random nonlinear waves". Also, further
in this book we can find an important refinement: "Notably, the WT lan-
guage, i.e. triad or quartic resonant wave interactions, is sometimes also used
to qualitatively describe situations where waves are not so weak and when
formally the WT theory is invalid." Presence of the resonant interactions is
the key difference between the standard wave turbulence and integrable tur-
bulence. Usually, in the WT approach, it is common to eliminate the nonres-
onant terms by providing a canonical transformation.

1.1.2.2 Integrable turbulence

Studying the complex evolution of random initial conditions in the in-
tegrable equations one has to take into the account nonresonant interaction
terms [36]. Indeed, the linear dispersion relation2 k(ω) doesn’t have non-
trivial resonances. As a consequence, we do not find direct or inverse en-
ergy cascades and related effects observed in the WT framework. However,
the presence of the solitonic content, instabilities and gradient catastrophes
leads to a variety of not trivial effects, which will be widely discussed in the
present manuscript.

This problem was considered in the work of P.A.E.M. Janssen in the frame-
work of the water waves [38]. He studied a narrowband limit of deterministic
Zakharov equation [39] which describes the potential flow if the ideal fluid of
infinite depth. This limit leads to the Nonlinear Schrödinger equation. The
author describes the evolution of the spectrum as well as the fourth order
moment of amplitude probability density functions. He proved an impor-
tant statement that statistics deviates from Gaussian, which is not possible
without taking into the account nonresonant terms.

Let’s demonstrate the absence of the resonances in the quasi-linear case
of 1-D NLS equation3. The linear dispersion relation can be expressed as k =
−βω2. Therefore, we obtain the set of equations describing the conservation
of energy and momentum:{

ω2
1 + ω2

2 = ω2
3 + ω2

4
ω1 + ω2 = ω3 + ω4

(1.1)

2Reader has to take into the account that notations used in hydrodynamics (therefore
in the wave turbulence) are different from ones used in optics. The dispersion relation in
hydrodynamics is written as ω(k). The reason is the following change of variables: t → z
and x → τ. z and τ variable are convenient for the description of the optical experiments,
where z can be considered as fiber length and τ is the time.

3It is easy to show that for the higher dimension (or generalised one-dimension [40])
version of NLS equation the WT approach can be fully applied [37, 41]
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Inverting this to{
(ω1 + ω3)(ω1 −ω3) = (ω4 + ω2)(ω4 −ω2)

ω1 −ω3 = ω4 −ω2
(1.2)

Finally, we see that the system 1.1 has only trivial solutions:{
ω1 = ω3

ω2 = ω4
or

{
ω1 = ω4

ω2 = ω3
(1.3)

However, the resonances could occur in this system due to the nonlinear
effects. For example, exponential growth of a perturbation of a monochro-
matic wave known as modulation instability (see Sec. 1.2.2.2) can be consid-
ered as a consequence of nonlinear phase-matching [21].

1.1.3 Partially-coherent light

The choice of random initial conditions may significantly affect the be-
haviour of the system governed by dispersive nonlinear PDE. Here, we pro-
vide a short overview of widely used random initial conditions. For our
studies, we have chosen a particular case of a partially-coherent wave with
Gaussian statistics. These initial conditions are of particular importance in
different physical systems. Finally, we present general statistical properties
of partially-coherent waves, essential for understanding the results of the
present work.

1.1.3.1 Different initial states often considered in the framework of inte-
grable turbulence

The randomness of initial conditions naturally appears in majority of real
experiments. Particularly in optics, one can encounter an optical noise of dif-
ferent origin: from slow thermal fluctuations to the shot noise, caused by the
discrete nature of light. All these effects are stochastic and, hence, have to
be studied with statistical methods. Generally, the random process can be
considered as a certain superposition of random variables. The theory of the
random processes knows many different examples, however, in the frame-
work of the integrable turbulence, the process of paramount importance is
the complex Gaussian process [42].

This importance is related to the fact that many physical processes can
be considered as a supposition of large number of independent random vari-
ables. According to the central limit theorem (which we show in the next
section) such superposition leads to the Gaussian statistics [42]. In such pro-
cesses, real and imaginary parts of the random function have Gaussian dis-
tributions. Integrable turbulence studies the evolution of such random initial
signal in the nonlinear dispersive media. As an example, we can give random
superposition of water waves in the ocean or photons with random phases
in the amplified spontaneous emission source propagated in an optical fiber.
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The complex Gaussian process can be found in its different representations.
We will discuss three of them, most widely considered in the framework of
integrable turbulence.

Condensate with small noise. On the of the major numerical studies [43] in
the context of integrable turbulence was provided with random initial con-
ditions known as condensate. According to different sources the term con-
densate was coined in analogy with Bose-Einstein condensate or the dense
superposition (condensate) of solitons. The initial conditions, in this case,
can be written as follows:

Ψ(0, x) = 1 + ε(x) |ε| � 1

where ε is Gaussian distributed small complex variable4. In many integrable
systems the constant solution (if such exist) of corresponding partial-differential
equation is unstable [44]. A small perturbation of the constant solution will
rapidly grow5.

In the original work of V.E. Zakharov [1], where the framework of the in-
tegrable turbulence is defined, he pointed out two types of important initial
conditions: with rapidly decaying zero boundary conditions and periodic (or
quasi-periodic) boundary conditions. The importance of these initial condi-
tions is directly connected to the method of integration of the nonlinear PDE.
In this case the Finite Gap theory of the Inverse Scattering Transform has to
be applied. This will be discussed in Sec. 1.2.4.

Gaussian process with zero boundary conditions. Initial state of the system
which corresponds to this process can be seen as Gaussian distributed com-
plex function multiplied by a rapidly decaying envelope. This initial condi-
tions may appear in different contexts. For example, it was considered in the
context of the Hanbury Brown Twiss interferometry with interacting photons
[45, 46]. In this case, solitonic content separates from the dispersive waves
after some propagation distance. Therefore, we can observe only transient
dynamics in all its complexity. However, the presence of the rapidly decay-
ing envelope significantly simplifies the statistical analysis.

Gaussian process with periodic boundary conditions. This type of random pro-
cesses can be represented by a complex function with real and imaginary
parts distributed by Gaussian and which has a certain periodicity defined
by the size of the box. This can be seen as a Gaussian noise confined in a
circle. So when radius of such circle goes to infinity we obtain the classical
complex Gaussian noise. The case finite radius is often used for the numer-
ical simulations and the analytical studies, while infinite case is natural for
experimental investigations. Our study, presented in this manuscript will be
dedicated mostly to these cases. We will choose the parameters of periodiza-
tion in order to keep all the statistical properties of the classical Gaussian
process.

4This also can be seen as a constant plus a weak random phasor.
5This phenomenon is known as modulation instability and will be defined more precisely

in Sec. 1.2.2.2
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FIGURE 1.1: Example of partially-coherent initial condition with finite spectral
width and periodic boundary conditions. (a) Representation in the Fourier space.
Phase of each Fourier component is an uniformly distributed random variable
varying from -π to π. Spectrum was chosen to be Gaussian. (b) Resulting repre-
sentation in the real space. Creating the signal in the Fourier space we guaranteed
periodicity in the real space. Phase experiences the π-jump in the points where

power goes to zero.

Working in the framework of integrable turbulence we make the follow-
ing important assumption: the contributing random variables have a finite
spectral width. It is natural consideration from the physical point of view be-
cause any considered media will have some spectral transparency windows.
Such random functions represent well certain random ocean states [47, 48]
and speckle fields in optics [49] or, already mentioned, partially-coherent
light produced by the amplified spontaneous emission source. Example of
such periodical representation of the Gaussian random process with the fi-
nite spectral width is depicted in Fig. 1.1. Left part of the figure shows repre-
sentation in the Fourier space, while the right one in the real space.

1.1.3.2 Central limit theorem

Now, let’s define more explicitly the central limit theorem and essential
conditions to guarantee its validity. We will call a set of independent6 (not
necessarily identically distributed) random variables as Ui, where i = 1, ..., n.
Each of the random variables has its mean value µi and variances σ2

i . We

6By independent we meant that the joint probability density function can be expressed as
a multiplication of initial probability density functions.
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define a new variable Z in the following way:

Z =
1√
n

n

∑
i=1

(Ui − µi)

The central limit theorem states that if the number of the contributing ran-
dom variable Ui tends to infinity (n→ ∞) the probability density function of
Z converges to the Gaussian one:

lim
n→∞

PZ(z) =
1√
2π

e−z2/2

1.1.3.3 Statistical properties of partially-coherent waves

In our studies, we investigate dynamics of initial conditions defined as a
superposition of large (but finite) number of Fourier modes with uniformly
distributed from −π to π random phases:

Ψ =
n

∑
i=1

Xiein∆ωt

with Xi = 1/∆T
∫ ∆T

0 Ψe−in∆ωt the Fourier modes (∆ω = 2π/∆T). In order to
satisfy the conditions of central limit theorem the Fourier modes have to be
δ-correlated: < XnXm >= n0nδnm = n0(ωn). Therefore, the real and imag-
inary part of the complex function Ψ have zero-centred Gaussian distribu-
tions. Often, in the experiments and simulations we use Gaussian spectrum,
but in general the shape of the spectrum doesn’t affect the dynamics. To the
distribution real part of Ψ we will refer asR and to imaginary part as I . Us-
ing the rules of the transformation we can find a distribution of |Ψ| and |Ψ|2.
This information is important because these variables are measurable in real
experiments.
R and I are independent so the joint probability is just a multiplication

of probabilities:

pZ(R, I) = pZ(R)pZ(I) =
1

2πσ2 e−
R2+I2

2σ2

Let’s introduce the following change of variables:

R = A cos(φ) I = A sin(φ)

So the Jacobian is:

J =
∂(R, I)
∂(A, φ)

=

(
cos(φ) −A sin(φ)
sin(φ) A cos(φ)

)
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The determinant of Jacobian equals to A. Therefore the joint distribution of
A and φ:

pZ(A, φ) = pZ(R, I)det(J) =
A

2πσ2 e−
A2

2σ2

The variables A and φ are also independent, hence we can conclude that φ is
uniformly distributed (see Fig. 1.2b):

pZ(φ) = 1/2π
∫ π

−π
pz(φ)dφ

and A (and hence |Ψ|) according to the Rayleigh distribution (see Fig. 1.2c):

pZ(A) =
A
σ2 e−

A2

2σ2 A ≥ 0

Now let’s perform the same procedure for P = A2/2. Here P is the di-
rectly measurable intensity. The resulting probability density function for P
is:

pZ(P) = pZ(A =
√

2P)
∣∣∣∣∂A

∂P

∣∣∣∣ = 1
< P >

e−
P

<P>

where < P >= σ2. Therefore, the intensity of the field is distributed expo-
nentially (see Fig. 1.2d).

1.1.4 Rogue Waves

One particular area of the application of statistical nonlinear physics is
the study of the Rogue Wave phenomena. Rogue Waves are high amplitude
waves which appearance is very unprobable according to the linear statisti-
cal theory. There are different explanations of this phenomena known today.
One of them proposes to include weak nonlinearity into the consideration.
A leading order nonlinear model describing the unidirectional deep-water
wave (under some strong assumptions) is 1-D focusing NLS equation. There-
fore, the problem of ocean Rogue Waves can be considered in the framework
of the integrable turbulence.

1.1.4.1 Rogue Waves in ocean

Rogue Waves (RW) are giant deep-water waves observed in the open
ocean that appear more frequently than it is predicted by the normal law [20,
47, 48, 50]. Indeed, the distribution of the wave elevation in the ocean as-
suming a linear superposition of the many independent waves with random
phases is shown to be Gaussian [51] which follows directly from the the cen-
tral limit theorem demonstrated previously. Surface elevation corresponds
to the real part of the random complex function considered in Sec. 1.1.3.3.
Therefore, the probability of giant waves observation rapidly goes down
with the increasing wave amplitude.

However, such observations were reported and these waves caused a real
damage to shipping boats [20]. One of the first accepted evidence of the
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RW existence was the "New Year wave" recorded on the Draupner platform
in the North Sea on 1 January 1995. This wave had a wave height of 25.6
metres, while modern boats are designed only to withstand only 10-15 meter
waves. Since this event is highly unprobable some other explanation has to
be adopted.

Significant part of researchers proposes to take into the account the weak
nonlinearity always presented in the ocean. Therefore, the RWs can be seen
as a result of the nonlinear dynamics of some stochastic initial state. How-
ever, I would like to stress that until today there are ongoing debates about
the nature of the RWs. Other possible explanation could be found in [20].

In order to define the Rogue wave, oceanographers often use the notion
of the significant wave hight Hs. It equals to averaged over 1/3 of the high-
est waves among all measured in the time series (a wave height is a dis-
tance between a crest and the adjacent trough). If statistics is Gaussian,Hs
approximately corresponds to 4 times the standard deviation of the surface
elevation. So it is possible to introduce a threshold 2.2Hs and consider all
the waves higher than this threshold as RW. This definition is taken mostly
due to the inability to control the experimental conditions in the ocean and,
as a consequence, to record a sufficiently large data set with close external
conditions.

Another way, applicable in the controlled (laboratory) conditions, is to
compute Kurtosis, the normalized fourth order moment of a statistical distri-
bution, which characterise its non-Gaussianity [52]. This approach allows to
get additional information about the process and quantify how the nonlin-
earity affects the state.

1.1.4.2 Rogue Waves in optics

Under a strong assumption that the flow in the ocean is irrotational and
the water is inviscid we can apply the NLS equation for the surface wave en-
velope in the narrow-band limit. NLS equation can describe dynamics of the
ocean wave only at the leading order without taking into the account many
important mechanisms such a wave breaking. However, making this link we
are able to investigate the RW phenomena in the framework of the integrable
turbulence assuming unidirectionality of the waves. Therefore, this gives a
possibility to provide well controlled experiments in other physical systems7

such as fiber optics [53].
After the pioneering paper of Solli et al. [54], there were hundreds of re-

search articles only in the domain of optics on the subject of the RWs [55–
57]. However, the term RW became a synonym of localised high amplitude
structure and very often the connection to ocean waves is lost.

7More about applicability of NLS to the water waves and other physical system can be
found in the Sec. 1.2.1.1
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1.2 Nonlinear Schrödinger equation

Nonlinear Schrödinger equation (or NLS) is a dispersive nonlinear partial-
differential equation which can be exactly solved. The NLS equation can de-
scribe at the leading order a large variety of real physical systems. It is one
of the simplest equation which governs dynamics of waves in media with
(second order) dispersion and cubic nonlinearity (four-wave mixing). Study
of the NLS equation can be divided into two big parts: cases of focusing and
defocusing nonlinearity.

The focusing NLS has a big family of bright solitonic solutions. Second
order solitons (or solitons on the finite background) are the subject of partic-
ular interest because they were considered as prototypes of so-called Rogue
Waves in the ocean. The defocusing NLS doesn’t support the bright soli-
tonic solutions, but instead, it has dark ones. This family of solutions can be
seen as a localized dip on the finite background. A modulated (in deepness,
background amplitude or separation distance) train of the dark solitons (also
called dispersive shock wave) is one of the objects which naturally arise in
the dynamics of random waves governed by defocusing NLS and, hence, can
be found in many different circumstances.

The way to find different families of solutions of NLS is to use its integra-
bility by the Inverse Scattering Transform (IST) method [3, 4]. This method
can be considered as a nonlinear analogue of the Fourier transform, which is
widely used in solving the linear partial differential equations. In the follow-
ing sections, we will introduce the basics of IST and show some important
examples.

1.2.1 Universality of NLS equation

NLS equation describes dynamics of quasi-monochromatic waves in me-
dia with non-zero second order dispersion and where four-wave mixing dom-
inates other nonlinear interactions. This case is universal and widely pre-
sented in different physical systems. Here we present a short overview of
the most significant real systems governed by the NLS equation at the lead-
ing order.

1.2.1.1 NLS in optics and other physical systems

In the field of nonlinear optics NLS equation follows directly from Maxwell
equations [21]. It appears in the study of the electro-magnetics wave prop-
agation in the transparent (far any from resonances) dielectric media with
the third order nonlinearity when the slowly varying envelope approxima-
tion is valid. These conditions are very often satisfied in optical fibers. For
wavelengths larger than critical8 the optical fiber supports only one trans-
verse mode. In this case the NLS equation can be reduced to its 1-D version.

8Parameter Vc = a(n2
0 − n2

c )
1/22π/λ, where a is the core radius, n0 and nc are the core

and cladding refractive indexes and λ is the wavelength must be less than 2.405.
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In fiber optics the 1-D NLS equation is widely used in the following form:

i
∂A
∂z
− β2

2
∂2A
∂t2 + γ|A|2A = 0 (1.4)

In this form, the second term represent the group velocity dispersion and
the third one the cubic nonlinearity. Dispersion coefficient is the result of the
Taylor expansion of the mode-propagation constant β2 = 1

c

(
2 dn

dω + ω d2n
dω2

)
,

where c is the speed of light, n - refractive index and ω is the frequency.
Changing the sign of dispersion we pass from focusing (β2 < 0) to defocus-
ing (β2 > 0) NLS. The coefficient that represents nonlinearity can be found
as γ = n2ω0

cAe f f
, where n2 is the nonlinear index coefficient, Ae f f - effective core

diameter, c - speed of light. The nonlinear index coefficient is connected with
the third-order susceptibility as follows: n2 = 3

8n Re(χ(3)).
However, the fiber optics is not only one area of application of the NLS

equation. In hydrodynamics focusing 1-D NLS is used as a leading order
equation for describing unidirectional deep-water gravity waves propaga-
tion [19, 20, 58]. There were many possible derivations of the NLS equation
in the context of the water waves. It naturally appears as a narrow band
limit of the so-called Zakharov equation. In the case of the water waves the
nonlinear coefficient can be expressed as χ(3) = −k3

0 and dispersion one is
β2 = 2/g, with g the acceleration of gravity and k0 the wave number of the
carrier wave [59]. Water waves described by focusing 1-D NLS can be found
in different contexts. For example, it is possible to obtain wavetrain whose
dynamics can be governed by 1-D NLS in water tanks [47, 48, 59–61].

In this case, the wavetrain is created by a remotely controlled paddle (a
wavemaker). In the open ocean, appropriate conditions are achievable in
two cases [3]. First is an ocean storm in a restricted area which generates a
wavetrain with a wide spectrum. Far from the storm area, in the absence of
wind, the wave packet becomes nearly monochromatic with so-called JON-
SWAP spectrum [52, 62], so the NLS conditions could be satisfied. However,
use of the 2-D NLS in this case is more appropriate. Another case requires
the presence of the wind which acts over a long time and distance. The wind
can generate almost monochromatic and one-dimensional wave packet.

The defocusing NLS can also describe water waves but in another con-
text. The defocusing NLS has a connection with the KdV equation and can
describe the dynamics of the slowly varying envelope of the shallow water
waves [63]. It is shown that 1-D defocusing NLS can be applied when condi-
tions kh > 1.363 is satisfied [64], where h is the water depth and k is the wave
vector (note that k and ω are reversed in optics and hydrodynamics).

Also, the NLS equation is applicable for the description of nonlinear waves
in plasma [65, 66] and Bose-Einstein condensate [67]. A review of applica-
tions of the NLS equation to these fields of physics can be found in [68].
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1.2.2 Basic properties of the focusing 1-D NLS

Focusing (and defocusing) 1-D NLS equation has same non-trivial prop-
erties which we will discuss below. The principal difference between the
defocusing and focusing NSL is that stationary solutions could be unstable
under small perturbations in the focusing case. Also, the defocusing NLS
doesn’t have bright solitonic solutions (and hence all the family of the sta-
tionary solutions related to it), but has dark ones instead. Finally, we will
discuss solitons on the finite background of the focusing NLS equation which
are often considered as prototypes of the RWs in the ocean.

1.2.2.1 Stationary solutions

In the most general case, the stationary solutions of the 1-D NLS equation
can be expressed in terms of elliptic Weierstrass function ℘ [69]. A general ex-
pression for the stationary wave as well as its stability analysis can be found
in [69, 70]. The simplest solution of this kind is so-called cnoidal wave9. This
solution is a (quasi-doubly) periodic wavetrain which profile doesn’t change
with time. In the limit of large periods, this solution can be approximated by
a superposition of fundamental solitons. There are two branches of this so-
lution dn and cn with respect to the Jacobi elliptic function which represents
it. The exact expression of these solutions is the following:

udn(x, t) = eiΩtν dn(νx, s2) (1.5)

ucn(x, t) = eiΩtsν cn(νx, s2), (1.6)

where Ω, s and ν are related to the periods of the elliptic function.
Figure 1.3 shows the profile of solutions from two branches of stationary

solutions of the focusing NLS equation with different values of the param-
eter s, while all other parameters are fixed. We plotted the solution profiles
at t = 0, when they are real on both branches. Fig. 1.3 (top) depicts the
dn branch. Values of parameter s 0 (blue dotted line), 0.95 (black line), 1
(red dashed line). The case of small s solutions on the dn branch is close to
the simple continuous wave solution with the small sinusoidal perturbation,
when s equals to zero amplitude of perturbation goes to 0 and solution con-
verges to the continuous wave. Values of s between 0 and 1 correspond to the
periodically modulated solutions (case of s = 0.95 is shown in Fig. 1.3 (top)
by black). In the limiting case, when the values of s are close to 1, solutions
converge to the fundamental soliton, which can be expressed as follows:.

us(x, t) = n ein2xtsech(nx), (1.7)

where n is a parameter related to one of the periods, sech(x) = 1/ cosh(x).

9The word ’cnoidal’ came from the name of cn Jacobi elliptic function which is closely
related to ℘
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(top) The dn branch with values of s 0 (blue dotted line), 0.95 (black line), 1 (red

dashed line). (bottom) The cn branch. Values of parameter s are the same.
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Solutions on the cn branch with the small values of s are close to the sim-
ple cos(x) function and in the limiting case converges to it. In the intermedi-
ate interval of values of s we can see periodical function which phase alter-
nates between 0 or π. Remarkably, the modulus of such periodical function
coneverges to the one from another branch with the same (sufficiently large)
value of s . And finally, when s tends to 1 we obtain exactly the same funda-
mental soliton as in the previous case.

However, presented solutions can be unstable under small perturbations
because of presence of the modulation instability (MI) in the focusing NLS
equation (it is also known as Benjamin-Feir or Bespalov-Talanov instability).

1.2.2.2 Modulation instability

Exponential growth of small perturbations can be often found in differ-
ent physical systems. This phenomenon is known as modulation instability
(MI). Almost simultaneously in 1960th modulation instability was discov-
ered theoretically or experimentally by different independent groups in dif-
ferent fields of physics [71] such as optics [72–74], plasma physics [75] or
hydrodynamics [76].

1- D focusing NLS equation is one of the simplest models demonstrating
this behaviour. Single-mode fiber allows to study this phenomenon in the
very well controlled experiments. In the context of single-mode fiber optics
the MI can be seen as interaction of the narrow main band with small side
bands or in other way: exponential grows of perturbation of the monochro-
matic or quasi-monochromatic wave (see Fig. 1.4). In this case it is common
to provide a linear stability analysis and introduce the notion of the gain
spectrum [21]. Indeed, modulation instability is a result of four-wave mixing
which becomes efficient for some range of frequencies. The maximum gain
for 1-D NLS equation in the form 1.4 has the spectral component which can
be found as:

Ωmax = ±
√

2γP0

|β2|
, (1.8)

where P0 is the background level.
Pioneering experiments in fiber optics were provided by Tai, Hasegawa

and Tomita in 1986 [77]. Since that time, modulation instability was widely
studied in the context of fiber optics [78–83].

Modulation instability plays the key role in the evolution of the conden-
sate and formation of the high amplitude structures out of small perturbation
of a plane wave [43, 84–91].

Typical evolution of the condensate is depicted in Fig. 1.4. Left part of the
figure shows the spatio-temporal dynamics diagram of the power. The cross-
section of the diagram at three different positions plotted in the right-top part
of the figure. In the right-bottom part the corresponding spectra are depicted.
As one can see we start with a plane wave plus very small Gaussian shaped
(in spectrum) noise. After some propagation (see the orange cross-section)
modulation of power is slightly increased, while in spectrum we already dis-
tinctly see the emergence of the side bands. Finally, at the nonlinear stage of
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modulation instability (red cress-section) we observe emergence of the high
amplitude structures. At this moment spectrum is spread around the central
band and has exponentially decaying tails.

MI is often considered as the main driving mechanism of the generation
of so-called Rogue waves (RW) known from the oceanography [20, 43, 61].
Therefore, exact solutions of the 1-D NLS that can be observed in the evolu-
tion of the condensate are considered as a prototypes of the RW. Such solu-
tions are called solitons on the finite background. In the next section we will
consider such solutions in details.

Finally, I would like to point out a new result obtained by Grinevich and
Santini [92] using the in the finite gap theory of inverse scattering method
(see Sec. 1.2.4.3). One of the supplementary results of their study allows to
obtain IST spectrum for arbitrary perturbation of the condensate analytically.
This possibility can significantly advance the study of integrable turbulence
of NLS with the condensate as initial condition.

1.2.2.3 Solitons on the finite background and Rogue Waves

Another wide class of solutions of the focusing 1-D NLS equation which
we will consider is solitons on the finite background. They can be seen as
soliton of certain amplitude interacting with the plane wave (or background).
Dynamics of such solution depends of the ratio of amplitudes of the soliton
and the level of the background. There are three well known members of this
class: Akhmediev breather [93], Peregrine soliton [94] and Kuznetsov-Ma
soliton [95, 96]. These solutions were found using different methods includ-
ing inverse scattering technique which will be considered later in this chap-
ter. There is a generalised solution which unites all three solutions above. If
1-D NLS equation is written in the form:

iut + uxx + 2|u|2u = 0

The generalised solution can be expressed as follows []:

u(x, t) = ei2t

[
1 +

2(1− 2a) cosh(2bt) + ib sinh(2bt)√
2a cos(ωx)− cosh(2bt)

]
, (1.9)

where a a control parameter which defines the properties of the solution,
b =

√
8a(1− 2a) and ω = 2

√
1− 2a.

Akhmediev breather corresponds to the case when soliton amplitude is
less than the background level. Formula 1.9 gives the Akhmediev breather
solutionin the range of parameter a ∈ (0, 0.5). Such solution splashes only
ones along all the x scale and asymptotically converges to a plane wave (see
Fig. 1.5 top-left). Changing the ratio of the soliton and backgrounding am-
plitude this solutions changes period between the spikes. When the ampli-
tude of the soliton is higher than amplitude of the plane wave we observe
a periodicity in time. This corresponds to Kuznetsov-Ma soliton (parame-
ter a ∈ (0.5, 1)). Peregrine soliton is the limiting case of two other solutions
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FIGURE 1.5: Solitons on the finite background plotted using the exact analyti-
cal expression. (top-left) Akhmediev breather. (top-right) Kuznetsov-Ma soliton.

(bottom) Peregrine soliton

(see Fig. 1.5 bottom). It appears as a single high amplitude spike localised in
space and time. Parameter a has to be set exactly to 0.5 in the formula 1.9.

As we discussed earlier, under some strong assumptions the integrable
turbulence behind the 1-D focusing NLS equation can describe the evolution
unidirectional ocean waves (see Sec. 1.1.4 and 1.2.1.1). Therefore, it is natu-
rally to consider localized solutions of the 1-D NLS equation as prototypes of
the RW [19, 97, 98]. Among all the localised solutions of the 1-D fNLS equa-
tion, solitons on the finite background are good candidates to this role. Tak-
ing into the account the fact that RW, according to observations [99], appears
only once as a localised high amplitude structure, it is natural to consider the
Peregrine soliton as a main candidate [100].

1.2.3 Basic properties of the defocusing 1-D NLS

Changing the sign before the nonlinear (or dispersive) term pass from fo-
cusing to defocusing NLS. Physics of defocusing NLS is drastically different,
while the general properties, like integrability and infinite (and complete) set
of integral of motion, remain present. In the present manuscript the inte-
grable turbulence behind the 1-D defocusing NLS will investigated as well
as for its focusing counterpart. Thus, we present here a short overview of
some basic properties of the defocusing 1-D NLS. More detailed discussion
will be provided in the chapter 4.
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1.2.3.1 Dark solitons

Defocusing NLS also supports the solitonic solutions. However, unlike
the focusing NLS, defocusing solitonic solutions have a form of a dip on the
finite background (see Fig. 1.6). Dip width depends on dispersion and non-
linearity of the system as well as its deepness and background level. Solitons
with the dip until zero level of intensity (black line in Fig. 1.6 (top)) are called
black solitons. If the bottom of the dip has some finite non-zero value the
soliton called gray (red dashed line in Fig. 1.6 (top)).

The corresponding IST problem was investigated right after the one for
the focusing NLS also by V.E. Zakharov and A.B Shabat [101]. Numerical
evidence of this phenomenon as well as more general formula which in-
cludes the grey solitons were presented in [24], the multiple soliton formula
is shown in [102]. After several years dark solitons were observed in opti-
cal experiments [103–105]. A new wave of interest to the dark solitons came
with their observation in the Bose-Einstein condensate [106] and other quan-
tum systems (for example [107]).

For the dNLS written in the dimensionless form:

i
∂u
∂t
− 1

2
∂2u
∂x2 + |u|2u = 0 (1.10)

The general formula for the dark soliton is following:

u(0, x) = η[Btanh(ξ)− i
√

1− B2] (1.11)

where ξ = ηB(x− x0), parameter B is the deepness of the dip (B=1 gives the
black soliton, B=0 - continuous wave), η defines the background amplitude,
x0 is the initial shift.

In contrast with the bright solitons, the phase of the dark one experiences
the jump of the value 2sin−1(B). Thus, the phase jump in the case of the
black soliton (B=1) equals to π (see Fig. 1.6 (top)). Decreasing the value of B
we will see more and more smooth phase change. This chirp brings to the
grey solitons non-zero propagation velocity, while the black soliton preserves
its initial position, i.e. its group velocity coincides with the one associated to
the carrying wave.

1.2.3.2 Dispersive shock waves

The shock wave can be generated in a medium by inducing an abrupt
change of some physical quantity. In viscous media, propagating shock wave
demonstrates a fast (nearly discontinuous) change of physical parameters.
While in dispersive media it is found to be an expanding modulated non-
linear wavetrain. In the framework of the integrable equations, it was first
studied in the case of the KdV equation. This problem arises in the descrip-
tion of one-dimensional ion acoustic waves in a collisionless plasma with
cold ions. Full characterisation of the problem was given by Gurevish and
Pitaevsky [108] using Whitham averaging theory [109].
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FIGURE 1.6: Two dark solitons of different deepness. Black line corresponds to
the quasi-black soliton with the value of B close to 1, red dashed line to the gray

soliton with B=0.8. (top) Amplitude modulus square. (bottom) Phase profile.

A dispersive shock wave (DSW) can be considered as a slowly modu-
lated nonlinear wavetrain. It can be characterised by amplitude, frequency
and mean value. Locally, all the fast oscillating components can be approxi-
mated by the basic solitonic solution of given nonlinear dispersive equation.
Edges of DSW propagate with two different speeds different from the group
velocity.

Whitham approach can be also used in the case of defocusing NLS equa-
tion where the initial discontinuity is regularised in a similar way [110]. First
considered in [111] by Gurevich and Krylov, the problem of DSW generation
in defocusing NLS was fully characterised by El et al. [112]. Important differ-
ence between the KdV and defocusing NLS is that in the latter case the DSWs
are bi-directional.

This property can be seen in Fig. 1.7, where a double-side dam break prob-
lem is numerically integrated. Dam break (Riemann problem) is a classical
problem of gas dynamics considering two initial constant states separated
by a discontinuity. Recently, this problem was studied in optical experiments
governed by 1-D defocusing NLS equation [113].

1.2.4 Inverse scattering transform

Integrability is a very significant and unique property of the partial differ-
ential equations like KdV and NLS. While linear PDEs can be solved using,
for example, Fourier transform method, integrability of the nonlinear ones is
rather an exception. The method of solving the 1-D NLS equation is called the
Inverse Scattering Transform (IST). This powerful method was first shown in



1.2. Nonlinear Schrödinger equation 23

−40 −30 −20 −10 0 10 20 30 40
x

0

2

4

6

8

10
|u

(x
,t

)|2

FIGURE 1.7: Dispersive shock waves in the double-side dam break problem of
1-D defocusing NLS equation.

the framework of the KdV equation (See Sec. 1.1.1.2), but shortly after was
extended to other equations.

In this section, we will give a short historical overview of the IST method.
Also, we will present essential calculations important for understanding the
approach. In the given manuscript we will use the (quasi-)periodical version
of the IST which will be also briefly discussed. In the end, we will give some
examples of the IST spectra of some solutions presented earlier.

1.2.4.1 Historical background of inverse scattering transform

The IST method was presented by Gardner, Greene, Kruskal and Miura
in 1968 for KdV equation [11]. It is started with an observation of Miura [114]
that if v is a solution of so-called modified KdV equation vt − 6v2vx + vxxx =
0 then transformation

u = −(v2 + vx)

gives a solution of KdV equation. This fact was a basis of proof that KdV has
infinite number of conserved quantities, but the most important consequence
is that KdV has relation with Schrödinger equation known from quantum
mechanics. Indeed, Miura transformation after substitution v = Ψx/Ψ and
generalization take the form:

L̂Ψ− λΨ = Ψxx + (u− λ)Ψ = 0, (1.12)

where λ does not depend on time.
We search an additional evolution equation in the form

Ψt = AΨ + B, (1.13)

where for the case of KdV A = ux, B = 4ξ − 2u.
Equations 1.12 and 1.13 are chosen to give the KdV as their compatibility

condition: Ψxxt = Ψtxx. The time-independent eigenvalues λ often used for
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characterisation of a solution. These equations define the scattering problem
which is the basis of the Inverse Scattering Theory which will be discussed
in the next section.

1.2.4.2 Inverse scattering transform of 1-D NLS: Zakharov-Shabat prob-
lem

Inverse scattering transform is a method of solving some nonlinear partial
differential equations. It is powerful tool that is often referred as one of the
most beautiful finding of mathematical physics of the XX century. It can be
seen from different perspectives:

• Nonlinear equivalent of Fourier transform

• Canonical transformation of a Hamiltonian system

• Auto-Bäcklund transformation

Here we will consider the IST technique only from the first point of view.
Let’s first recall how the Fourier transform method can be used for solv-
ing linear partial differential equations. We consider a linear PDE: ut =
Λ(u, ∂u/∂x, ∂2u/∂x2, ...), where Λ represents a certain polynomial function.
Then for initial conditions u(0, x) = u0(x) the solution at the time t0 can be
found by the following algorithm:

1. Provide a Fourier transform of the equation replacing ∂x → ik. In this
case we obtain: dũ/dt = ∑N

n=1(ik)
nũ, where ũ is the spatial Fourier

transform of u and N is the order of polynomial.

2. Solve ordinary differential equation in the Fourier space: ũ = ũ0 exp(t0 ∑N
n=1(ik)

n),
where ũ0 is the Fourier transform of initial conditions.

3. Find the solution in real space providing inverse Fourier transform:
u(x, t0) = 1/2π

∫
ũ0 exp(ikz− t0 ∑N

n=1(ik)
n)dk

The IST approach to solving nonlinear PDE is similar. Instead of passing
to the Fourier space, we will consider an associated direct scattering problem
where scattering potential will evolve according to our nonlinear PDE. Equa-
tions describing the evolution of scattering data (reflection and transmission
coefficients) are found to be rather trivial and exactly solvable. Knowing
the scattering data at the needed moment of time, we can use a linear in-
tegrable equation known as Gel’fand-Levitan-Marchenko equation to solve
the inverse scattering problem and reconstruct the potential which is the solu-
tion of the corresponding nonlinear PDE. The term nonlinear Fourier trans-
form contains more than just similarity in the algorithm. In the limit of weak
nonlinearity eigenvalues of the scattering operator are directly related to the
Fourier spectrum of the solution. Later we will widely use these eigenvalues
for identification of the solutions. The special case when the reflection coef-
ficient equals to zero and eigenvalues are discrete corresponds to the funda-
mental solitonic solutions.
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After the publication of the IST method for KdV equation [11], there were
attempts to generalise it and apply to other nonlinear PDE. In the short pe-
riod of time from 1971 to 1973 it was reported about the integration of 1-
D NLS [18], modified KdV [115] and sine-Gordon [17], nonlinear equations
with wide physical applications. Scattering problem for the NLS equations
was found and solved by Zakharov and Shabat in 1972 [18]. It is expressed
in the form of Dirac-type equations:

Yx =

[−iξ u
−u∗ iξ

]
Y (1.14)

Yt =

[−i2ξ2 + i|u|2 iux + 2ξu
iu∗x − 2ξu∗ i2ξ2 − i|u|2

]
Y, (1.15)

where Y is an n-dimensional eigenvector, ξ is the time independent eigen-
value.

There are two types of initial conditions exactly solvable with IST tech-
nique: rapidly decaying (with all derivatives) and (quasi-)periodic poten-
tials. IST spectrum (spectrum of eigenvalues of the Eq. 1.14) for rapidly de-
caying potentials contains discrete value which corresponds to soliton and
continuous one for dispersive radiation. The second case is significantly
more complicated. In the framework of Integrable Turbulence it is unlikely
to find rapidly decaying potentials, therefore we will consider the approach
to periodical ones more detailed.

1.2.4.3 Finite-gap theory

The Inverse Scattering Transform for a (quasi-)periodical potential is more
complicated task. Indeed, construction of this method required significantly
refinement of existing scattering theory using advanced mathematical tools [116,
117].

It is convenient to start explanation of the finite-gap theory with the KdV
equation since its associated scattering problem is related to the Schrödinger
equation of quantum mechanics and hence direct physical analogies can be
used. Indeed, the case of a particle scattering on a periodical potential is
often studied in the framework of the solid state physics [118]. Since the
inverse problem (reconstruction of the periodical potential) in periodical case
requires knowledge of some advanced mathematics, we will discuss only
direct problem which we will use in Chapters 3 and 4.

Let’s consider the periodical potential u with the period T, so u(x + T) =
u(x) in the scattering problem defined by the Schrödinger equation 1.12. We
will consider the eigenvalue problem for the operator L̂ = −∂2/∂x2 + u(x)
with such potential:

L̂Ψ = ξΨ (1.16)

, eigenvalues ξ correspond the allowed energy state for a particle in periodic
potential.
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Let’s define operator of translation T̂ as: T̂Ψ(x) = Ψ(x + T). T̂ is often
called monodromy operator. It is chosen to satisfy the commutator relation
with L̂: [L̂, T̂] = 0. In our case the monodromy operator is represented by a
2X2 matrix:

T̂ =

[
a b
c d

]
If k is real, where k2 = ξ, the basis of the solutions for Eq. 1.16 can be

expressed as two complex conjugated functions φ and φ∗ and other solutions
are linear combination of these two. We fix them in the way that:

φ(x0) = 1 φ ∗ (x0) = 1

φx(x0) = ik φ ∗x (x0) = −ik

So the Wronskian: W(φ, φ∗) = −2ik Therefore, the matrix T̂:

T̂ =

[
a b

b∗ a∗
]

Since the Wronskian is constant and doesn’t depend on x, it is easy to show
that |a|2 − |b|2 = 1, thus det(T̂) = 1.

Next, we can apply the Bloch’s theorem from the solid state physics (which
is a particular case of the Floquet’s theorem) and define Bloch’s functions as
eigenfunctions of T̂ and hence L̂:

L̂Ψ± = ξΨ±

also,
T̂Ψ± = exp(±ipT)Ψ±,

where p often called a quasi-impulse.
The trace of the monodromy matrix is an important characteristic in the

Floquet analysis.
Tr(T̂) = a + a∗ = 2aR,

where aR is the real part of coefficient a. Since the determinant of T̂ equals to
1, we can express its eigenvalues as follows:

exp(±ipT) = aR ±
√

a2
R − 1

2cos(pT) = Tr(T̂) = 2aR

From the solid state physics theory it is known that in order to have the Bloch
function in the stable part of the spectrum corresponding quasi-impulse p
must be real or in other words | exp(ipT)| = 1. Thus, trace of the monodromy
matrix will define the stable bands:

|Tr(T̂)| ≤ 2
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FIGURE 1.8: Example of the trace of the monodromy matrix as a function of the
eigenvalue ξ. Gray rectangles depict the stable bands.

In Fig. (see 1.8) typical zone structure is depicted. We marked the stable
bands (parts where |Tr(T̂)| ≤ 2) by gray.

In analogy with the solid state physics we can see that instead of some
discrete eigenvalues for the rapidly decaying potentials we have bands of a
finite width separated by gaps. Inside the stable band we have an infinite
number of eigenvalues, like infinite number of the states inside a zone of a
solid. Further we will consider only the case when the number of the bands
is finite, so some solutions can be explicitly constructed.

1.2.4.4 Examples of the IST spectra

Approach to the NLS equations is similar the one explained above. How-
ever, in the case of focusing NLS eigenvalues occupy all the complex plane.
Meaning of the real and imaginary parts of the eigenvalues will be discussed
later in Sec. 3.3 in the context of the Rogue Waves identification. In this sec-
tion we will provide IST spectra of the periodical and rapidly decaying solu-
tions shown previously in this chapter.

We start with dn branch of the cnoidal solutions of 1-D focusing NLS de-
picted in Fig. 1.3 (top). Let’s investigate the behaviour of the trace of the
monodromy matrix in this case. To simplify the task we will use an a pri-
ori knowledge that IST spectrum ξ of two limiting cases of dn branch, plane
wave and soliton solutions, lie along the imaginary axis. it is natural to sup-
pose that spectra of intermediate cases will also found there. So we will com-
pute the trace of the monodromy matrix only for values of ξ which lie on the
imaginary axis. Corresponding traces are plotted in Fig. 1.9 with the same
colours as used in Fig. 1.3 (top). Trace of the dn(x,0), the plane wave, is plot-
ted with blue line, the stable zone (where |Tr(T̂)| ≤ 2) coloured with blue as
well. As one can see the band lies from -i to i (it is also often called a branch-
cut). The trace of the monodromy matrix in the intermediate case dn(x,0.95)
is plotted with black. Stable bands are shaded by gray. The stable bands has
a finite width and placed around the ξ 0.5i and -0.5i. In the cases of dn(x,1),
the fundamental soliton, the size of the band is shrunk to zero. Hence, in this
case as it was pointed out earlier we obtain two discrete points. Basing on
this, we can finally construct the IST spectrum. It is shown in the Fig. 1.10. It
is important to emphasize that the IST spectrum of the periodic problem also
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FIGURE 1.9: Trace of the monodromy matrix of the dn branch of cnoidal solution
of the 1-D focusing NLS equation shown in Fig. 1.3 (top). All colours are pre-
served. Blue and gray areas show the stable band for the dn(x,0) and dn(x,0.95)
respectively. The band of the solitonic solution dn(x,1) converges to the two dis-

crete points -0.5i and 0.5i.

includes the real axis, this is not shown on the schematic figures. Method of
numerical computation of the IST spectrum will be discussed later in Sec. 3.3.

Another kind of solutions discussed in this chapter are the solitons on
the finite background plotted in Fig. 1.5. IST spectrum of such solutions (see
Fig. 1.11), indeed, demonstrates the fact that they can be decomposed in two
part: two complex conjugated discrete points that represent the solitons (red
dots) and branchcut as a representation of the plane wave (blue line). Rela-
tive position of the complex conjugate points and the branchcut changes the
dynamics of the solution. The branchcut is always found to be from -i to i if
the amplitude of the plane wave is 1. In the case of the Akhmediev breather
discrete point on the upper half of the complex plane (lower part is symmet-
rical) lies between 0 and i. When the discrete point reaches i, so it coincides
with the upper limit of the branchcut, we obtain the Peregrine soliton. When
the discrete point exceeds i, we have the Kuznetsov-Ma soliton.

In the framework of the finite-gap theory solutions of the NLS equa-
tion are often characterised by their genus. Genus can be calculated as N-
1, where N is the number of bands in the spectral portrait. Physically, the
genus characterizes the number oscillatory modes of a certain periodical so-
lution [119]. From this point of view, the plane wave which has a single band
(see Fig. 1.10) is therefore genus 0 solution. Cnoidal waves with parame-
ter s2 ∈ (0, 1] (including solitonic solution) are represented by two separate
bands, so they are genus 1 solutions. In the case of the solitons on the fi-
nite background we have branchcut and two discrete points (or two bands of
infinitely small size), therefore they are genus 2 solutions.
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FIGURE 1.10: IST spectra for the dn branch of cnoidal solution of the 1-D focus-
ing NLS equation shown in Fig. 1.3 (top). All colours are preserved. The bands
which correspond to dn(x,0) are depicted by blue,for dn(x,0.95) by black and two

discrete points of dn(x,1) are depicted by red.
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FIGURE 1.11: Schematic IST spectra of the solitons on the finite background of
1-D focusing NLS equation shown in Fig. 1.5. Arrangement of the figures is pre-
served. (top-left) Akhmediev breather. (top-right) Kuznetsov-Ma soliton. (bot-

tom) Peregrine soliton.
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1.3 Problematic of the study

Theoretical as well as experimental studies 1-D NLS integrable turbu-
lence, known until now, do not cover some important aspects of this field.
The origin of the ’heavy-tailed’ probability density function in the case of
the partially-coherent wave in focusing NLS system was not understood at
the moment beginning of my work [53]. Experimental investigations of this
question in optics requires a new ultrafast measurement tool, which is capa-
ble to measure power and phase profiles with resolution of few hundreds of
femtoseconds in single-shot.

1.3.1 State of the art: Theory

The integrable turbulence originates from the article of Zakharov pub-
lished in 2009 [1]. In this work, there are several fundamental problems
posed for different kinds of integrable equation including NLSe. Among
other questions, author considers a problem of the development of the con-
densate initial conditions in the framework of the 1-D focusing NLS equation.
First, together with Gelash, they demonstrated the development of the con-
densate from a localised perturbation [88]. In the following work made with
Agafontsev [43] they provided a numerical study of the noise-driven dynam-
ics of condensate which gave an unexpected result: statistics of condensate
initial condition at the stationary state is Gaussian. While in the defocusing
case the condensate is stable. At the same time, it was shown by Walczak et
al. [53] that evolution of the partially-coherent waves (which also have the
Gaussian statistics, but at the beginning) leads to the ’heavy-tailed’ probabil-
ity density function in the focusing case and ’low-tailed’ for the defocusing
one. These two observations give an idea about the complexity of the inte-
grable turbulence of the NLS equation.

Partially-coherent initial conditions evolution problem can be solved ex-
actly by implanting the zero boundary conditions employing the infinite line
IST [46]. However, consideration of the periodical problem is a much more
complicated task. Soto-Crespo, Devine and Akhmediev considered a prob-
lem of transition from condensate to the partially-coherent initial condition
using the (periodic) IST approach [120, 121]. They concluded that dynamics
of the partially-coherent initial conditions is dictated by solitons with non-
zero speed, while in the case of condensate by not moving breathers.

There are several developed approaches to the integrable turbulence prob-
lem in the framework of the NLS equation. One of the cases that brought
some insights to the problems is the limit of weak nonlinearity. So the wave
turbulence approach can be used [36–38]. In this case, taking into the account
non-resonant terms, it is possible to derive kinetic equations for the evolution
of the spectrum and hence fourth-order moment of the field.

Another case which gave significant result is the limit of small dispersion.
When the dispersion is eliminated directly from the NLS equation, so-called
zero dispersion limit, the problem of incoherent light dynamics can be solved
exactly [122]. However, the presence of a small dispersion leads to entirely
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new effects that couldn’t be observed in the zero dispersion limit. Another
approach to the small dispersion is called a semi-classical (or dispersionless
limit). Instead of the NLS equation, an equivalent system of equations has
to be considered. The dispersionless limit can be achieved by eliminating a
term with a small parameter (which is proportional to the ratio of nonlin-
ear and linear lengths) in such a system of equations. Working in this limit,
Dubrovin, Grava and Klein [123] and later Bertola and Tovbis [124] derived
a theory of gradient catastrophe10 and its regularisation in the focusing NLS
equation for some smooth rapidly decaying initial conditions. Bertola and
Tovbis showed that the regularisation of the gradient catastrophe universally
goes through the formation of the of the local Peregrine soliton which is often
considered as a prototype of the Rogue Wave. However, until now the role
of the regularisation of the gradient catastrophe in the integrable turbulence
was not clear.

Defocusing case is often considered as trivial because of the absence of the
modulation instability. However, dynamics of the random wave, in this case,
reveals some non-trivial effects like dispersive shock waves formation [125].
It is important to mention that versatile theoretical and experimental stud-
ies of the gradient catastrophe and dispersive shock waves formation were
provided [111, 112, 126–130].

1.3.2 State of the art: Experiment

Theoretical study of the random waves propagation, especially in the
framework of IST, requires periodic boundary conditions11. While in exper-
imental studies of the random waves, continuously ongoing random signal
source is used. This is equivalent to an infinitely large window. One of the
main experimental challenges is to deal with the non-periodical signal, keep-
ing at the same high resolution and sufficiently large window of measure-
ments.

Experimental investigation of the optical Rogue waves started with the
work of Solli, Ropers, Koonath and Jalali in 2007 [54]. In this work, the au-
thors provided measurements of statistics of the high amplitude events, but
in the framework generalised NLS equation, including the Raman scattering.
The scheme of the measurements is based on the spectral filtering of the op-
tical signal in the area far from the central part of the spectrum. In this way, it
was possible to separate high amplitude events that have a broad spectrum
from others.

Experimental studies in the framework of 1-D NLS equation were pro-
vided mostly for some deterministic initial conditions. The important role in
the experimental studies took the observation of the exact solutions of 1-D

10In the context of the focusing 1-D NLS equation, the gradient catastrophe is of different
nature than the one occurring in the wave breaking phenomenon in defocusing 1-D NLS.

11Indeed, the theoretical study of partially coherent waves that present in the full time
scale exhibit the problem of infinite energy (even the Fourier transform must be defined
carefully). The solution is to use periodic boundary conditions and take the large box limit.



32 Chapter 1. Introduction

NLS. It started with observation of bright [131] and dark [105] solitons us-
ing auto- and cross-correlation. When the solitons on the finite background
brought the attention of the community due to their possible connection with
the Rogue waves, they were observed experimentally [84, 85, 91]. Kane
and Trebino proposed the main tool12 for these experiments called FROG
(Frequency-Resolved Optical Gating) in 1993 [133, 134]. This tool allows one
to measure power and phase profiles of a periodic signal. Meanwhile, the ex-
periments with partially-coherent waves require single-shot measurements
since we work with a nonperiodic signal. FROG technique has a single-shot
modification called PG XFROG [135]. However, it doesn’t provide a suffi-
cient window of measurements.

Another tool which allows measuring intensity and phase at single-shot is
the streak camera. However, it does not provide sufficient dynamic range to-
gether with resolution needed for the study of fast fluctuating random fields.
Indeed, due to the electron beam repulsion, there is a trade-off between res-
olution and dynamic range. For the experiments with random light propa-
gating in nonlinear media, it is important to have high values for both char-
acteristics because of the emergence of high amplitude structures.

1.3.3 Motivation and objectives

The short overview presented above shows that there are several impor-
tant open questions to answer:

• What is the mechanism of generation of the high amplitude structures
in the integrable turbulence of 1-D focusing NLS equation?

• How to connect local behaviour with the evolution of statistical param-
eters?

• What is the origin of the ’heavy-tailed’ and ’low-tailed’ statistics in the
case of partially-coherent initial conditions?

• Can the theoretical results obtained in the dispersionless limit of NLS
equation be applied in the general case?

• How to describe the change in the behaviour of the system passing from
partially-coherent initial conditions to condensate?

Basing on this, we can formulate the objectives of the current manuscript.
They can be divided into two major parts:

1. Development of an optical measurement tool working in single-shot
with resolution of hundreds of femtoseconds and window of measure-
ments of tens of picoseconds, which is able to measure power and phase
profiles with a high dynamic range.

12There are several alternative techniques. For example, if only the power profile is
needed, Optical Sampling technique [132] can be used (see Sec. 3.1.2). However, FROG
remains the most popular tool.
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2. Application of this tool to direct measurements of coherent structures
that emerge in fiber optics investigations of the 1-D NLS integrable tur-
bulence. Combination of experimentally obtained results together with
numerical simulations and theory in order to get new insights into the
integrable turbulence in focusing and defocusing regimes.
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Chapter 2

Ultrafast measurements of
non-periodic optical waves using
the Time Microscopy technique

Ultrafast measurements in optics have almost 60 years-long history of de-
velopment. This field emerged simultaneously with pulsed lasers and hence
necessity of its characterisation. Despite significant progress, during these
years all existing measurement techniques have their limitations, especially
if we speak about simultaneous intensity and phase measurement of non-
periodic (random) signals. In this chapter, a new ultrafast measurement tech-
nique appropriate for this purpose is presented. We discuss here its advan-
tages and disadvantages in comparison with other techniques, show a de-
tailed scheme of its experimental realisation, analyse possible measurement
errors.

2.1 Ultrafast measurements in optics

After development of the first laser by Theodore H. Maiman in the year
1960 [136] this field experienced a very fast growth [137]. As a result, just
after one-year of investigations pulsed radiation from the ruby laser was ob-
tained using Q-switching technique [138]. After several years of develop-
ment, researchers broke the picosecond limit of light impulse duration using
the mode-locking technique [139, 140]. After implementation of Ti:sapphire
lasers [141] one can easily obtain few tens of femtoseconds pulses in labora-
tory conditions. Since the light pulses became shorter and shorter, very fast
a problem of their characterisation [142] has arisen. Indeed, almost immedi-
ately laser pulses overcame the bandwidth of photodiodes available at that
time. Besides the direct measurements, a sampling technique could be used,
but for the sampling a shorter event than the pulse itself is required.

The idea of using the pulse itself to characterise its width has naturally
appeared. This technique is called autocorrelation [143]. The idea is relatively
simple: split the pulse under investigation into two parts, introduce a delay
for one of them and provide measurements changing the delay (see Fig. 2.1).
If the two parts are simply superimposed on the detector this called the field
autocorrelation. The measured quantity is related with the Fourier spectrum
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via the Wiener-Khinchin theorem. The simplest implementation which al-
lows one to estimate the duration of the ultrafast signal is the intensity auto-
correlation. In this case, the two parts of the signal superimposed inside a
nonlinear crystal. Therefore, measured quantity is:

C(τ) =
∫ +∞

−∞
P(t)P(t + τ)dt

Where the optical power is P(t) = E(t)E∗(t), with E(t) the actual electric
field.

This approach is the ’grandfather’ of all modern pulse measurement tech-
nique. Since that time it was significantly improved: instead of simple delay
line a Michelson interferometer with a variable arm length difference could
be used which makes the autocorrelation sensitive to the pulse chirp (inter-
ferometric autocorrelation), using two-photon absorption to significantly in-
crease the bandwidth of measurements [144] and finally measurements of
higher-order autocorrelation can be provided [145]. However, as it was men-
tioned by R. Trebino in the article [146]:

"Autocorrelation...yielded only a blurry black-and-white image of
the pulse."

Indeed, this approach, even its advanced variation, suffers from the presence
of so-called ’coherent artefacts’ and induce an ambiguity in measurements of
complex fields [147].

One of the most spread and efficient approaches to characterisation of ul-
trafast signals is a spectrogram measurements. Originated from the work of
Treacy [148]. It requires the recording of time-frequency distribution. Sig-
nificant breakthrough has happened in 1991 when J. Chilla and O. Martinez
extended this approach by using a nonlinear wave mixing in a crystal [149–
151]. This method known today as sonogram measurement. It can be seen
as a superposition of a spectrally filtered signal with itself inside a nonlin-
ear crystal. In the original article authors used a single slit mask in a grating
compressor. This made possible to measure the phase and intensity of fem-
tosecond chirped pulses.

In 1993 when D.J. Kane and R. Trebino introduced a technique known as
FROG (Frequency-Resolved Optical Gating) [133]. The basic FROG config-
uration is depicted in the Fig. 2.1. From the first look, FROG is very similar
to the autocorrelation, but FROG instead of the intensity requires spectrum
measurements as a function of delay. This difference is fundamental, be-
cause now we have a 2-D phase-retrieval problem, instead of 1-D. The 2-D
phase-retrieval problem has a unique solution and contains only trivial ambi-
guities [134]. However, this technique has certain disadvantages. First of all,
FROG requires quite sophisticated recovery algorithm based on the method
of generalized projections for the phase reconstruction [152]. Recently, sev-
eral more advanced, but not less sophisticated algorithms were proposed.
For example, a novel algorithm based on ptychography technique was pro-
posed in [153]. Improvements allow reconstructing a full signal information
even from a spectrally incomplete FROG traces. Also, FROG has benefited
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FIGURE 2.1: Schemes of the fast optical signal characterization methods. (Top)
autocorrelation. A signal divided into two parts. One of them experiences a con-
trollable temporal delay. Two parts are superimposed directly on the photodiode
(field autocorrelation) or in a nonlinear crystal (intensity autocorrelation). (Mid-
dle) FROG. Similar to the intensity autocorrelation, but instead of the photodiode
detection, the spectrum measurements are provided. The resulting FROG trace
is a 2-D image of spectrum as a function of delay. (Bottom) SPIDER. A chirped
replica of a signal is superimposed with its two copies. The spectrum of the re-

sulting pattern allows to extract the phase and intensity.
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from a novel wave of improvements with a deep-learning approach, which
helped to increase the robustness of the signal reconstruction with a low
signal-to-noise ratio [154]. Now the technique has many variations which
make it flexible and adaptable to different needs [134, 155]. Today it can be
considered as a most widely-spread technique of ultra-short pulse measure-
ments.

Another large family of ultra-short pulse measurement technique is SPI-
DER (Spectral phase interferometry for direct electric-field reconstruction) [156].
The principal scheme is depicted in the Fig. 2.1. In this scheme, the signal,
doubled using a delay line, interacts with its chirped replica. Strong sides of
this method are following: it doesn’t require an external reference and any
moving parts (delay is constant). Also, the data retrieval process is relatively
simple. Hoverer, there is a strong weakness of this method. In the presence
of a jitter or phase oscillations, satellite pulses can be invisible. This fact is
extensively discussed in the article [157]. Finally, it is not appropriate for the
single-shot measurements in its classical arrangement.

However, further development revealed possibilities of rearrangements
of presented techniques in order to achieve the single-shot operation. Indeed,
in [135] a polarization-gating arrangement combined with cross-correlation
frequency-resolved optical gating (PG XFROG) is presented. It is capable
to provide required measurements, but over a very limited time window
∼ 4 ps. The single-shot extension of the SPIDER is also possible [158], how-
ever It requires a high signal power. Evolution of the spectral interferometry
techniques unavoidably led to two-dimensional spatial arrangement setups.
Spatially encoded arrangement for spectral phase interferometry for direct
electric field reconstruction (or SEA-SPIDER) was presented in 2005 [159,
160] . This tool satisfy all the criteria to be adopted for the partially-coherent
waves measurements, but like the XFROG doesn’t provide sufficient window
of measurement.

Another ultrahigh-speed detector is the Streak Camera. The operating
principle of the Streak Camera is based on the imaging with the electron
tube [161]. Early development of the Streak Camera showed possibilities to
detect light with picosecond resolution [162]. In 2002 attosecond arrange-
ment was demosntrated [163]. The main disadvantage of the Streak Camera
is the interplay between the dynamic range and resolution [164]. It is related
to physical repelling of electrons inside the bunch emitted from the cathode
by a light impulse.

Along with the development of the autocorrelation measurements was
developed a theory of temporal imaging. This theory is based on the mathe-
matical space-time analogy under certain conditions and allows one to slow
down the temporal evolution of signal. We will discuss it extensively in the
next section of this chapter. Here I would like to mention that it was devel-
oped and ready for the effective measurements of the optical intensity profile
at the beginning of 70th. However, it was unnoticed in the optical community
until the work of Brian H. Kolner and colleges in 1989 [165]. However, this
technique doesn’t provide the phase measurement without some significant
extensions.
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Recently, temporal imaging approach was extended by using a disper-
sive Fourier transform (DFT) [166] to measure intensity and phase in single-
shot [167, 168]. This technique is based on the analogy between angular
Fourier transform in Fraunhofer diffraction scheme and temporal Fourier
transform (for example after a linear propagation in an optical fiber). So it
makes possible to record the power spectrum of the signal in single-shot si-
multaneously with the power profile. The phase reconstruction is made us-
ing the Gerchberg–Saxton algorithm or its generalisations [169]. This infor-
mation is enough for the phase reconstruction without ambiguity. Further
development of the DFT method reveals the possibility to provide an am-
plification and even resolve particular parts of the spectrum with a better
resolution [170].

Comparison of the measurement techniques (including resent ones such
as STARFISH [171] and SEA-TADPOLE [160]) is given in Tab. 2.1. How-
ever, reader has to take into the account that parameters of a technique can
vary significantly from one implementation to another. In the table we pro-
vided typical values found for basic implementations of the measurement
techniques.
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2.2 Basics of the Time Microscopy

In this section, we will discuss in details the time-space analogy used in
the temporal imaging technique. Application of this approach to the creation
of a Time Lens played an important role in the ultrafast measurements. After
some years of development, quite naturally, ideas of extension of the Time
Lens to a Time Microscope have appeared.

Further, we will show a precise scheme of experimental realization of the
Time Microscope. This arrangement provides a straightforward intensity
profile retrieval and requires relatively simple adjustment and calibration.
We will propose a time calibration (conversion of the camera pixel to time)
and resolution determination methods. We will discuss the appearance of
aberrations due to the presence of the higher-order dispersion in the com-
pressors. We will show how it affects the resolution value estimates. In order
to investigate the aberration problem, we provide extended numerical simu-
lations of the Time Microscope. This reveals a complexity of resolution deter-
mination and hence the time calibration (the time calibration is not possible
without the precise compressor tuning).

Next, we will present an experimental realisation of the Heterodyne Time
Microscope arrangement which enables to solve the problem of single-shot
simultaneous phase and intensity measurements over a large temporal win-
dow. Finally, we propose a rearrangement called SEAHORSE which removes
the problem signal’s aberrations completely.

2.2.1 Principles of temporal imaging

The term Time Microscope came from the direct analogy with conven-
tional spatial optical beam evolution in a simple double-lens microscope [173–
176]. This time-space analogy has a pure mathematical nature. It makes a
link between the equation of the paraxially propagating beam’s evolution in
the transverse direction and second-order chromatic dispersion in time un-
der the slowly varying approximation, on one hand. On the other hand, it
connects quadratic phase inducing by a thin lens and nonlinear interaction
with a chirped pulse or the electro-optical modulation (see Fig. 2.2). These
analogies gave a born to a rapidly-growing sub-domain of ultrafast optics:
temporal imaging.

First time this analogy was pointed out by Akhmanov and his colleagues
in the late 60th [177, 178]. Since that time the possibility to provide the tem-
poral imaging in optics in order to manipulate the waveforms was exten-
sively discussed. However, the first experimental realization of this idea is
performed for a purely electrical signal by Caputi in the article [179], where
he mentioned possibilities to realize a similar scheme for detection of optical
and acoustical signals. However, only after a significant delay, the Time Lens
was adopted for detection of optical signals [165, 180].
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FIGURE 2.2: Scheme of possible space-time duality realisations. Analogies be-
tween paraxial diffraction depicted as cross-section of a free space propagated
beam and second-order dispersion in time represented as light beam propagated
through a grating compressor or equally in optical fiber in linear regime. Effect
of quadratic phase induced by conventional thin lens juxtaposed with nonlin-
ear interaction of a chirped pulse with the studied signal. Also, a possibility of
electro-optical phase modulation could be considered as an alternative approach.

2.2.1.1 Diffraction - dispersion analogy

The discussed time-space similarity is surprisingly profound. Let’s look
at this analogy closer. Our starting point is the system of Maxwell equa-
tions [181]. We will consider only its form in the case of absence of free
charges and non-magnetized media which is almost always valid in optics.
Also, the media will be considered as linear, isotropic and without losses.
Further, we combine, as usual, Maxwell’s equations by applying the rotor op-
eration to the Maxwell-Faraday equation. Obtained field evolution equation
will be approximated in two different way: monochromatic field bounded to
the propagation axis for the description of paraxial diffraction and narrow-
band plane wave for dispersion. The full derivation is explained in several
monographs [173, 174] and here only the steps necessary for understanding
will be given.
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Maxwell’s equations in the discussed conditions take form:

Coulombs′s Law ∇ ·D = 0
Absence o f f ree magnetic poles ∇ · B = 0

Faraday′sLaw ∇× E = −∂B
∂t

Ampere′s Law ∇×H =
∂D
∂t

Classical transformations assuming the harmonic time dependence lead
to the Helmholtz equations in the Fourier space [181]:

(∇2 + µεω2)

[
E
B

]
= 0 (2.1)

As usual, we will concentrate out attention on the part describing the electric
field evolution.

In order to describe the paraxial diffraction we can consider the wave as
monochromatic at the frequency ω0. According to the shift theorem of the
Fourier transform:

F [E] = E0(x, y, z)δ(ω−ω0)

Paraxial limit leads to the phase evolution mostly along z axis

E0(x, y, z) = E(x, y, z)e−ikz

where
k2 = µεω2

0

Taking into the account that diffractive spreading contributes the most
to the field envelope curvature, the associated Helmholtz equation can be
rewritten in a simpler form:

∂E
∂z

= − i
2k

(
∂2E
∂x2 +

∂2E
∂y2 ) (2.2)

The narrow-band dispersion could be described with a similar parabolic dif-
ferential equation as 2.2. Indeed, lets consider a plane electro-magnetic wave
propagation in the media with dispersion. Since the wave is plane, we com-
pletely neglect its evolution in the transverse direction. Presence of disper-
sion implies the frequency dependent propagation constant β(ω). Hence the
total electric field could be expressed as follows:

E(x, y, z, t) = A(z, t)ei(ω0t−β(ω0)z)

Therefore
F [E] = A(z, ω−ω0)e−iβz
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Narrow-band approximation makes it reasonable to provide the Taylor
expansion of the propagation constant around the central frequency ω0:

β(ω) = n(ω)
ω

c
= β0 + β1(ω−ω0) +

1
2

β2(ω−ω0)
2 + . . .

Where βi =
diβ(ω)

dωi for ω = ω0.
In this way the equation 2.1 takes the form:

∂A(z, ω−ω0)

∂z
= −i

[
(ω−ω0)β1 +

(ω−ω0)
2

2
β2

]
A(z, ω−ω0)

After a common (especially in fiber optics) change of variables τ = t− z
vg

and ξ = z, we obtain:

∂A(ξ, τ)

∂ξ
= i

β2

2
∂2A(ξ, τ)

∂τ2 (2.3)

Parabolic equations 2.2 and 2.3 apparently similar and can be written in
an unified form of diffusion equation [174]:

∂u
∂t

= c∇2u

with a well-known solution

u(x, y, t) =
1

(2π)2

∫ ∫ ∞

∞
F [u(x, y, 0)]e−c(k2

x+k2
y)ei(kxx+kyy)dkxdky (2.4)

Appropriate change of variables in the expression 2.4 immediately gives the
general solution for the equations 2.2 and 2.3.

2.2.1.2 Thin lens - time lens analogy

Another irreplaceable component of temporal imaging is the Time Lens.
The main principle is to impose the quadratic phase in time on the dispersed
signal under investigation, which is similar to what is happening with light
beam in transverse spatial direction after passing a lens [182]. Indeed, it is
easy to show that the phase transformation in transverse direction induced
by a thin spherical lens under the paraxial approximation is:

E′(x, y) = E(x, y)exp[−i
k

2 f
(x2 + y2)] (2.5)

where f is the focal length, n - refractive index and k is the wave number.
As it is depicted in the Fig. 2.2 as a temporal analogue of a thin lens could

be a nonlinear interaction (usually via three or four-wave mixing) with a
chirped pulse. The appropriate chirp can be induced using a dispersive el-
ement like compressor or linear propagation inside a fiber in the presence
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of second-order dispersion, which gives the temporal quadratic phase. In
the time domain, an expression for the quadratic phase can be written as
follows [165]:

A′(τ) = A(τ)exp[−iτ2/2φ
f
2 ] (2.6)

where φ
f
2 proportional to the chirp of the pump.

Indeed, the result of nonlinear interaction is a multiplication of complex
field envelopes or its conjugated versions, so the phase term of the pump
will be ’transmitted’ to the resulting signal. For example, let’s consider the
sum frequency generation (SFG) precess. Further, we assume that signal has
the frequency ω1, the pump - ω2 and the result of SFG ω3 = ω1 + ω2. We
assume that the pump in this case is undepleted. The equations for the field
envelopes evolution (along z axis inside the crystal) can be written as fol-
lows [183]:

dA1

dz
= K1A3e−i∆kz (2.7)

dA3

dz
= K3A1e+i∆kz (2.8)

where ∆k is the wave vector mismatch and coefficients

K1 =
2iω2

1dde f f

k1c2 A∗2 , K3 =
2iω2

3dde f f

k3c2 A2

here de f f denotes the nonlinear coefficient of the crystal.
Assuming that the wave vector mismatch equals to zero and no signal

at the frequency ω3 was injected in the beginning, we immediately get the
solution of the amplitude A3:

A3(z) = iA1(0)eiψ2 R sin(κz) (2.9)

where R is a coefficient depended from ω1,3, κ2 = −K1K3 and ψ2 is the phase
of the pump. Thus the quadratic phase of the pump will be induced on the
resulting signal.

Thereby, a nonlinear interaction (such as SFG) of the signal with a linearly
chirped pump can serve as a temporal analogue of the lens.

2.2.1.3 Spatial and temporal imaging with a lens

Using this direct analogy and basic knowledge of geometrical optics one
can easily compress or stretch a signal under investigation, i.e. provide tem-
poral imaging. The simplest way to provide imaging is to use a lens. The
analogy is direct (see Fig. 2.3) and the obtained magnification can be com-
puted simply by laws of geometrical optics.

Let’s recall some results of geometrical optics. For a thin lens (like one
depicted in the Fig. 2.4) the following imaging equation is valid:
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FIGURE 2.4: Image formation with a thin lens. The case of magnification.



2.2. Basics of the Time Microscopy 47

1
OA′

− 1
OA

=
1
f

(2.10)

The fulfilment of this equation guaranties observation of a sharp image.
The ration of distance from object to lens and from image to lens gives

magnification:

M =
A′B′

AB
=
−OA′

OA
(2.11)

By analogy we can construct a magnifying temporal lens. The equivalent
temporal domain equation is [174]:

1
φin

2
+

1
φout

2
=

1

φ
f
2

(2.12)

Here φin
2 , φout

2 are the input and output group delay dispersions. φ2 = β2ξd,
were ξd is analogue of propagation distance in the free space and β2 is the
second order dispersion coefficient. Therefore, ξ in

d is smaller than ξout
d to ob-

tain magnification).
The ratio between distances from object to lens and from image to lens

gives magnification:

M = −φout
2

φin
2

(2.13)

2.2.1.4 Time Lens

A tool, based on this duality, is called Time Lens. The Time Lens to-
day is a widely-spread optical device for ultrafast measurements. After the
first demonstration [165] this method experienced significant technical im-
provements. Indeed, an experimental realisation of the Time Lens presented
in [173] had 300 f s resolution with 103 magnification factor and 5.7 ps tem-
poral window. After few years of development, this tool was significantly
improved and simplified. It was found that silicon chip can be used as an ef-
ficient nonlinear medium for the broadband four-wave mixing process [184–
187]. Also, a possibility of simple external triggering was proposed [188].

All these improvements led to the efficient commercialisation of the Time
Lens. Today it is as simple-to-use equipment with a pigtailed input and out-
put. In order to stay fibered, the 4-wave mixing is used for the nonlinear
interaction. Commercial Time Lens provides 0.3-1 ps temporal resolution
and magnification factor 40-500 depending on the chosen temporal window
(30 - 500 ps) [189].

The Time Lens was used for investigation of different physical problems.
For example in [90] a Time Lens having a resolution ∼ 300 f s was used for
real-time measurements of ultrafast coherent structures at the nonlinear stage
of modulation instability.
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2.2.1.5 Spatial and temporal imaging with a microscope

Scheme of imaging with a microscope is shown in the Fig. 2.5. As one
can see, here the modern version which requires observation with a camera
is depicted. The main difference between imaging with this microscope and
the classical one is that the output beam is not collimated, therefore cannot
be observed with the eye. This configuration implies that the object has to
be placed exactly in the focal plane of the first lens (objective) and the image
will be formed in the focus of the second (tube) lens.

The temporal analogue of the microscope can be realized in different ways.
Very often the term Time Microscope is used as a reference to a Time Lens [173].
However, it is possible to construct a very efficient temporal analogue of a
real spatial microscope.

As well as the spatial microscope, temporal one is made of two (temporal)
lenses. Equivalent of the tube lens is the conventional Time Lens presented
in the previous section. However, in this case, the input group delay dis-
persion of the signal (equivalent to the free space propagation object-lens)
must have exactly the same absolute value but opposite sign as the one of
the pump. This means that the object is in the ’focal plane’ of the Time Lens.
This operation can be also considered as time-to-frequency conversion.

Role of the tube lens in the Time Microscope plays a single-shot spectrom-
eter. Indeed, the single-shot spectrometer provides the Fourier transforma-
tion of initial signal. As it is known, spatial Fourier transform of the object
can be observed in the focal plane of a focusing lens [182]. Let’s consider a
collimated monochromatic wave with a transverse profile E(x, y). As it was
mentioned before (Eq. 2.5), after passing a lens the transverse profile obtains
the quadratic phase E′(x, y) = E(x, y)exp[−i k

2 f (x2 + y2)]. Next ,we apply the
Fresnel diffraction formula in order to find the amplitude distribution in the
focal plane (z = f ). Assuming that the amplitude equals zero everywhere
except the lens area, we obtain:

E′f (x, y) =
exp

[
i k

2 f (x2 + y2)
]

iλ f
×

+∞∫∫
−∞

E(u, v)exp
[
−i

2π

λ f
(ux + vy)

]
dudv

(2.14)
here k is the wave vector and λ - wavelength.

One can immediately see that this is exactly the 2-D Fourier transform
of the initial profile of the field amplitude E(x, y) 1. Therefore the spectrum
resolving devises like the diffraction grating can be used in order to represent
the temporal analogue of the tube lens.

In this way, the spectrally encoded time is resolved in space or in time
depending on the type of spectrometer.

1Remarkably, the expression 2.14 can be also considered as a Fraunhofer diffraction pat-
tern of the initial signal.
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FIGURE 2.5: Image formation with a microscope.

Like it will be shown later, Time Microscope enables one to record in
single-shot random optical signals with a window of the order of 40 ps, reso-
lution of two hundreds of f s and the dynamical range up to 40 dB.

2.2.2 Experimental realization of the Time Microscope

The Time-Microscope (TM) setup (see Fig. 2.6 for the detailed scheme) ex-
plained in this section was used in [190] to provide direct observations of a
partially-coherent waves dynamics in an optical fiber. The TM provided 1-D
temporal snapshots of the signal’s power profile at the output of the fiber
with resolution2 ≈ 250 f s, over the window of ∼30 ps. Possible dynamical
range is up to 40 dB. As explained in the previous part, the Time Microscope
consists of two parts: Time Lens and system similar to a single-shot spec-
trometer. The operating principle can be also understood from another point
of view: after passing the Time Lens temporal power profile is encoded in
a frequency profile, then the frequency profile is resolved with a diffraction
grating, which corresponds to frequency to angle conversion, and finally spa-
tially resolved profile is recorded with a camera.

Since this configuration of the TM (Fig. 2.6) maps temporal dynamics of a
signal into space, it is not reasonable to speak about magnifications factor.

2.2.2.1 Pump laser

The 800 nm pump pulses are emitted by an amplified Titanium-Sapphire
laser (Spectra Physics Spitfire, 2 mJ, 40 f s, a spectral bandwidth of 25 nm),
operated at 500 Hz. The pulse amplification technology is close to the one
proposed in the article [191]. Only 100 nJ are typically used here. For in-
ducing (normal) dispersion on the 800 nm pulses we simply adjusted the
amplifier’s output compressor. It is possible due to the fact, that before the
amplification, pump is highly stretched with some normal dispersion. In
order to induce the required quadratic phase chirp for the TM, it is just not

2The problematic of the resolution determination will be explained in the section 2.2.6.
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FIGURE 2.8: Schematic illustration of the short pulse amplifier. Picture is taken
from the user manual of the Spectra Physics Spitfire amplifier.

fully compensated. This is done by moving the roof mirror in the compressor
(right top of the schema Fig. 2.8) The dispersion was fixed to 0.23 ps2, lead-
ing to chirped pulses duration about 20 ps. The beam at the output of the
amplifier has ≈ 90% of ellipticity and 9 mm diameter (by the 1/e2 definition)
according to the laser specifications. Finally, the spectral width is 12.7 THz
as can be seen in the Fig. 2.7 3.

2.2.2.2 Home-made femtosecond fiber laser

The Time Lens resolution was estimated using a home-made all-fiber fem-
tosecond laser 4 (see Fig. 2.9). The laser emits ∼ 70 f s pulses at 1560 nm cen-
tral wavelength with the 35,9 MHz repetition rate. The laser’s loop resonator
is passively mode-locked employing the effect of nonlinear polarization rota-
tion (similar to the one explained in the article [193]). Spectral width 24.9 nm.
At this stage, we didn’t achieve synchronization, so resolution (section 2.2.4)
estimates require additional step of searching for the frames which contain
the information.

2.2.2.3 Beam geometry

In order to provide efficient nonlinear interaction, both 800 nm and 1550
nm beams should have the highest possible intensity (limited by a crystal
damage threshold) inside the nonlinear crystal, as well as Rayleigh lengths

3Precise measurements of the pump spectrum helped us to detect and solve a common
problem of the double pulse emission

4The laser is made by prof. Serge Bielawski and M.S. Mickael Cavagna as a project for
masters thesis [192]
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FIGURE 2.9: Scheme of the home-made fiber femtosecond laser.

have to be of the order of the crystal length [183]. Beams overlapping dis-
tance inside the crystal have to be larger than the thickness of the crystal.
In the presented case this distance is estimated as 0.7 mm. Also, beam size
has to be optimised in order to be less sensitive to the aberrations of the sys-
tem. Moreover, the focal distance of the focusing lenses before crystal cannot
be too small, because the angle between signal and pump beams is around
12.5o. Finally, vertical 528 nm signal size on the sCMOS (scientific comple-
mentary metal–oxide–semiconductor) camera have to be of the order of one
pixel, which will increase the signal-to-noise ratio. The optimal beam waist
diameter D = 2w0 have to be found in the region defined by all the limita-
tions presented above.

According to the ray transfer matrix analysis for the Gaussian beam com-
plex parameter 1

q = 1
R − iλ0

πw2 :(
q2
1

)
= k

(
A B
C D

)(
q1
1

)
⇒ q2 =

Aq1 + B
Cq1 + D

where the ABCD matrix for a thin lens and free space propagation is given
by (

A B
C D

)
=

(
1 d
0 1

)(
1 0
− 1

f 1

)
=

(
1− d

f d
− 1

f 1

)
This gives after all necessary transformations expression for the minimum

of the waist:
wmin ≈

f λ

πw0
(2.15)

Here w0 is an initial waist, f - focal distance and λ - light wavelength.
Using the formula 2.15 we can estimate the 1550 nm beam diameter after

the collimation part. As it was mentioned before, we used a molded aspheric
lens with maximal available focal distance (f=11 mm) having numerical aper-
ture larger than the one of the fiber (0.25-0.3). Hence, the beam diameter
after collimation is approximately 2.6 mm. In order to decrease the waist size
inside the crystal, beam was first magnified 4 times with a telescope made
by a plano-concave f=-25 mm and a plano-convex f=100 mm lenses. The fo-
cal distance of the lens before the nonlinear crystal is chosen to be 200 mm
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(see Fig. 2.6). This provides the comfortable alignment without blocking the
pump beam. Therefore, the resulting 1550 nm beam diameter inside the non-
linear crystal was 38 µm.

The output 800 nm beam diameter coming out of the amplifier is esti-
mated as 9 mm. Beam diameter inside the crystal has to be of the same order
that one of the 1550 nm beam. Hence, no magnification is needed for the
pump beam, as it is shown in the Fig. 2.6. The beam focused with f=50 cm
lens had a waist diameter wmin = 56 µm. This could be reduced by choos-
ing a lens with shorter focal distance, however, since we used less than one
percent of available pump power the decision was made in favour of larger
waist for two reasons: comfortable alignment and larger overlapping area
inside the crystal.

2.2.2.4 Treacy compressor

Theory of double grating compressor is well developed and here we will
not derive it from the first principles, but rather use results that can be found
in the works of E. B. Treacy [194, 195] or in many books (e.g. [21]).

FIGURE 2.10: Photography of the Treacy compressor. Input beam is depicted by
red, output by blue. Beam (red) enters the compressor and reaches necessary
hight by the first periscope. After passing through the grating pair (G1 and G2)
beam changes its hight on the roof mirror. Reflected beam (blue) path back the
grating pair and leaves the compressor by another periscope. Dispersion is con-
trolled by adjusting the distance between the compressor with the high precision

motorized translation stage.

In our case the configuration is following (on the photo Fig. 2.10): beam
entering the compressor (red line) is dispersed at order one of a blazed diffrac-
tion grating Thorlabs GR50-0616 5 (G1, G2) with 600 grooves per millimeter.
The angle between the incident beam and the first grating is 40◦. After the

5Further, these gratings will be replaced by ones less sensitive to the thermal effects. For
details see appendix A
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second grating (G2, the same parameters as G1), which is strictly parallel to
the first one, therefore the beam is collimated. Distance between gratings is
fixed to 42 mm. The induced second-order dispersion grows linearly with
the distance (see equation 2.16) It can be changed using a high precision mo-
torized translation stage equipped with Newport CONEX- LTA-HS DC servo
motor and SMC100 Single Axis Motion Controller. Detailed explanation of
the distance adjustment will be given in the section 2.2.4. Beam, reflected by
the roof mirror has the same angle, but different height (depicted by blue). It
is done to separate the initial signal and the chirped one. Then beam passes
all the way back and leaves the compressor by another periscope.

The light polarization has to be perpendicular to the grating grooves The
compressor is designed in such a way that light polarization (our case hori-
zontal) is perpendicular to the diffraction grating grooves which corresponds
to the maximum efficiency according to the grating’s specifications. Polar-
ization of the light before the compressor is horizontal (due to the PBS cube),
grooves are vertical to the table. Hence, periscopes have to be designed in
the way to not change the light polarization.

Another important experimental aspect is the possibility to have thermal
lensing effect on the diffraction gratings inherent to use of the high power
signals (this is necessary to keep optimal signal-to-noise ratio). Illustration
of this could be found in the A. In order to reduce the effect of thermal lens-
ing, we have installed a rotating chopper, synchronized with the Pockels cell
inside the resonator of pump amplifier (bottom part of the Fig. 2.8). More de-
tailed explanation of the synchronization of laser, camera and chopper will
be done further in this section.

The setup shown in the Fig. 2.11 introduces a different delay for different
frequencies of the signal. The value of the second order phase delay is given
by 6:

φ2 =
−8π2cd0

ω3
0Λ2 cos3(θr0)

≈ −0.23ps2 (2.16)

Here θr0 is the angle angle between reflected beam and normal to the grating
surface (Fig. 2.11) for the central frequency ω0 = 2πc/λ0, where λ0 is the
central wavelength and c is the speed of light. Relation between θr(λ) and θi
can be found using the simple grating equation sin(θi)− sin(θr) = mλ0/Λ.
As it was mentioned before θi = 40◦. d0 is the distance between gratings and
Λ - grooves’ period.

2.2.2.5 Sum frequency generation

Quadratic temporal phase is provided to the signal by noncolinear sum
frequency generation (SFG) in a χ(2) beta barium borate (BBO) crystal. The
BBO crystal has 8 mm length and is cut for noncollinear type-I SFG (θ = 24.2◦,

6The value of φ2 below is given for the configuration of TM presented in the article [190].
Also, I would like to point out that the value of dispersion of the 1550 nm signal is exactly
opposite to one of the 800 nm pump pulse as it is required.
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FIGURE 2.11: Scheme of two different monochromatic beams passing through
the double-path grating compressor. The beams have close wavelengths λ1 and
λ2. Here θi is initial angle 40◦, θr(λ) - angle between reflected beam and normal

to the grating surface.

φ = 90◦, external angle between pump and signal = 12.5◦). The BBO is a neg-
ative crystal [196] and hence the type I phase-matching scheme is ordinary-
ordinary-extraordinary beams’ polarizations (ooe) [197]. The crystal’s main
plain is perpendicular to the optical table, hence the 800 nm and 1550 nm
beams were horizontally polarized, the resulting 528 nm beam is vertically
polarized. The effective interaction distance corresponding to the spatial
walk-off of the 528 nm signal (since the 800 nm pump and 1550 nm sig-
nal are polarized along the ordinary axis the Poynting vector coincides with
wave vector k) is estimated to 0.9 mm, with overlapping length 0.7 mm. The
temperature is maintained at ≈ 23◦C. The crystal was mounted on a ro-
tatable support, which allows to correct a posteriori the possible alignment
mismatch.

2.2.2.6 Single-shot spectrometer

The second "lens" of the TM is formed by the collimating lens (f=20 cm)
after the nonlinear crystal, diffraction grating and sCMOS camera focused at
infinity. This arrangement plays a role of a single shot spectrometer, which
helps to convert frequency into space (time is encoded into the frequency in
the previous step). The camera is a sCMOS Hamamatsu Orca flash 4.0 V2
(C11440-22CU), equipped with a 60 mm lens (Nikkor Micro 60mm f/2.8 AF-
D). Blazed diffraction grating Thorlabs GR50-1850 has 1800 grooves/mm and
operates at the first order. In order to block the 1550 nm and 800 nm beams
iris pinhole and 40-nm bandpass filter around 531 nm (FF01 531/40-25 from
Semrock) were installed right after the crystal.

Unfortunately, in the arrangement presented in the article [190] we didn’t
take into the account that the 528 nm beam is polarized vertically, along with
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the grating’s grooves. This decreases the grating efficiency by 30%. In future
realizations it is going to be improved.

2.2.2.7 Camera specifications, settings and triggering

Digital sCMOS camera we worked with accepts an external triggering.
The trigger (exactly the same as one for the chopper) has the same origin as
one applied to the output Pockels cell inside the amplifier of the pump laser
(see the 2.8). Electrical signals trigging the camera have to satisfy certain con-
ditions: 3.3 V for voltage complementary metal-oxide-semiconductor level,
electrical pulse duration > 1 µs (500 µs is used). In order to fulfil the condi-
tions, trigger was regenerated by Stanford DS345 arbitrary waveform gen-
erator. In order to simplify triggering we have set a generator delay almost
equal to the time between two pulses, hence the emission of a pulse triggers
camera to take a snapshot of the next one.

Camera setting allows one to take shots continuously defining the ex-
posure time by external trigger. This corresponds to so-called synchronous
readout mode of the camera operating. At the shortest exposure time (2 ms)
it reaches the highest possible performance 7. The 528 nm signal was aligned
at the center of the camera for two reasons: to decrease aberrations and to be
able to decrease the vertical image size to 8 pixels (while horizontal is 2024
pixels). In this operating mode camera reads pixels information from cen-
ter to edges and hence camera performance strongly depends on the vertical
image size. Exposure time is 2 ms, which is exactly the time between two
pump pulses, quantum efficiency is 80% at the 528 nm, RMS dark noise is
≈ 2 electrons while the saturation value is 30,000 electrons, leading to a ≈ 40
dB dynamical range. Image output is 16-bit shade of gray depth saved in a
binary format.

All the optical elements are coated for an appropriate wavelength.

2.2.3 Power profile reconstruction and typical window of mea-
surements

Power profile reconstruction is a straightforward procedure in this config-
uration of the TM. However, output profile is multiplied by a Gaussian-like
transfer function and, therefore, must be retrieved. This implies calculation
of the averaged signal envelope for the full profile reconstruction.

Here we would like to demonstrate the power profile reconstruction tak-
ing as a example a signal of amplified spontaneous emission (ASE) source.
The signal of ASE is stochastic and non-periodic, therefore it is appropriate
for demonstration of the single-shot regime. The broad spectrum of ASE
source was shrieked to 0.5 THz Gaussian-like shape using a programmable

7Here performance should be understood as number of shots per second with minimal
exposure time and delay between two shots.
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FIGURE 2.12: Power profile reconstruction of the ASE signal. (a) A typical snap-
shot obtained with a Time Microscope. (b) Line with a maximum overall power
(the 5th line in the picture a). (c) Average TM response envelope of a correspond-
ing set (green) and the maximum overall power line with subtracted background.
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optical filter. 8 We provided filtering in order to keep duration of the power
fluctuations above the resolution of the TM (resolution estimates will be pre-
sented in the section 2.2.4).

The power profile is reconstructed by taking one horizontal line with
maximum average power from each of recorded snapshot. In the case shown
in the Fig. 2.12, it is the 5th horizontal line Fig. 2.12a. The line is plotted in the
Fig. 2.12b. Usually the position of the maximum average power line stays
unchanged within one set of data.

The sCMOS camera has a non-zero background level which has to be sub-
tracted (for example, it is visible on the Fig. 2.12b). In order to do this, we av-
erage the first 200 pixels (of 2048 pixels) of each snapshot over all the set (see
Fig. 2.12). In this area the effect of the signal is negligible and, hence, we can
evaluate the background level. Typically, the background value is 100 counts
(one count corresponds to 0.46 electrons). Next, we compute a mean signal
envelope which corresponds to Time Microscope response, by averaging the
lines over a big set of snapshots, usually around 50,000. The envelope which
corresponds to the chosen set of data is plotted by green in the Fig. 2.12c. It is
visible that camera has a one-pixel defect around 1000th pixel which system-
atically influences the recorded data. This defect will be corrected in further
investigations. The background level has to be subtracted from the response
envelope as well as each line separately (Fig. 2.12b). The real power profile
(Fig. 2.12c) is the result of division of each line by the envelope and multipli-
cation by an experimentally measured power 2.13a,b.

2.2.3.1 The window of measurements

The window of measurements has to be chosen according to an allowable
signal-to-noise ratio in every particular case sine there are many independent
factors affecting it: signal shot noise, noise of the amplifier, mechanical vi-
brations, camera readout noise etc. In our case, the window borders could be
chosen as the full width at the 1/e2 of the maximum of the envelope (this rule
is obtained empirically). In fact, this corresponds to the value ≈ 472 pixels
(34 ps) 9, but the value was rounded to 423 (30 ps) window (see Fig. 2.13a,b).

2.2.4 Optimal resolution and compressor tuning

Overall Time Lens resolution depends on the accuracy of the relative
second-order dispersion of the pump and the signal. Following the time-
space analogy, it is equivalent to the precise object placing in the focal plane
of the objective in order to obtain a sharp image.

Let’s fix, for example, the dispersion of pump to 0.23ps2 (normal disper-
sion). This value leads to a window of measurements & 30 ps for the pump
pulses of 40 f s at 800 nm central wavelength. Then, by changing distance
between the two gratings in the Treacy compressor we adjust the dispersion

8More detailed information about the source and the filtering method can be found in the
section 3.2.1 of the next chapter.

9The procedure of time calibration is explained further in the section 2.2.5.



2.2. Basics of the Time Microscopy 59

0

1

2

3

4

P
/<

P
>

0 500 1000 1500 2000

Camera pixels

0

1

2

3

4

P
/<

P
>

Window of
measurement

a

b

FIGURE 2.13: Window of measurements. (a) Result of division of the signal by the
envelope the Fig. 2.12c. (b) Retrieved signal shrieked to the window of measure-
ment. The window is chosen symmetrically from the maximum of the envelope.



60 Chapter 2. Ultrafast measurements of non-periodic optical waves...

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9

 34  36  38  40  42  44  46
 0

 2

 4

 6

 8

 10

 12

F
W

H
M

 d
ur

at
io

n 
(p

s)

F
W

H
M

 d
ur

at
io

n 
(c

am
er

a 
pi

xe
ls

)

grating position (mm)

FIGURE 2.14: Resolution curve. Dependence of pulse durations measured with
the TM as a functions of distance between grating in the 1560 nm Treacy com-
pressor. Input pulses are produced home-made femtosecond laser presented in
the section 2.2.2.2. Each value has been determined by fitting with a Gaussian-like

function. The minimum value corresponds to 250 f s for FWHM.

added to the signal under investigation (a single 70 f s pulse in this case).
Measuring the pulse width at the center of the frame 10 as a function of the
distance between the gratings we can find the optimum (see Fig. 2.14). In
the configuration presented in [190] the optimal distance between the com-
pressor gratings was 39 mm. We will consider the narrowest pulse width
measured at the optimal distance as the value of resolution.

All further calibrations and measurements are made with this distance
fixed. Later in this chapter we will discuss more precisely how the presence
of aberrations affects the estimates of the Time Microscope resolution.

The narrowest measured pulse at the optimal position will be considered
as the resolution of the Time Microscope. One of the shortest pulses found
in the experimental data is depicted on the Fig. 2.15. We used the home-
made femtosecond fiber laser described in the section 2.2.2.2 as a source. The
full width of this pulse at the half-maximum is approximately 250 f s. This
value is taken as the resolution of the presented configuration of the Time
Microscope.

2.2.5 Time calibration

Before starting any measurements the Time Microscope has to be cali-
brated. In order to complete the intensity profile retrieval, we have to cal-
ibrate the horizontal axis of the snapshots as time in picoseconds. This re-
quires measurements of a signal with well-separated parts and a known time
delay between them.

10It is important to provide pulse width measurements at the center, otherwise higher
order dispersion terms can crucially affect the width.
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FIGURE 2.15: Experimental measurements of ≈ 70 f s pulse with the TM. (a) Raw
image recorded with the TM. (b) Pulse profile obtained making a cross-section of

the image above.

In the experiment, we took a double pulse signal as a measure. We pro-
duced a series of two pulses by injecting a linearly polarized 700 f s pulse
(tunable picosecond laser from Pritel) in a polarization maintaining fiber
with the polarization direction of the pulse at 45 degrees with respect to the
birefringent axes. Separation takes place because of the difference in refrac-
tive indexes of fiber’s axis, and hence the group velocities. This means that
the separation time will linearly increase with the length of a fiber. By plac-
ing a polarizer at the output of the fiber (also at 45 degrees with respect to the
fiber’s axes), we obtain two identically polarized pulses that are separated in
time (see Fig. 2.16a). We measured independently the pulse delay (5.6 ps)
by taking corresponding spectrum Fig. 2.16b and extracting the spectral dis-
tance between oscillations. Inverse of the distance equals to the delay:

|F [S(t) + S(t− t0)]|2 = |S̃(ω) + S̃(ω)e−it0ω|2 = 2S̃2(ω)[1 + cos(ωt0)]

Where F is the Fourier transform, S(t) is a single pulse, S̃(ω) its Fourier
domain representation and t0 - the delay between two pulses.

Distance between 5 central peaks is 0.895 THz (depicted in Fig. 2.16b).
This gives 0.179 THz per oscillation, consequently 5.59 ps of delay between
pulses. Then we easily obtain the correspondence between pixel spacing
and time. In the presented Time Microscope arrangement the scaling was
71 f s/pixel. It is applied to all results presented in the article [190].
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FIGURE 2.16: (a)Time microscope response to a series of two pulses (700 f s long)
with known spacing. This gives the correspondence between pixel spacing and
time: 71 f s/pixel. Note that the lower scale has been defined after this calibration
has been made. (b) Corresponding spectrum. The spectral width between 5 peaks

is 0.89 THz, which gives the spacing 5.6 ps

2.2.5.1 Numerical estimates of time-to-frequency conversion

We can confirm the time calibration result having time-to-frequency con-
version formula. Indeed, knowing the exact configurations of the TM setup
we can estimate distance in camera pixels between couple of pulses shown
above. Analytical approach allows one to estimate the correspondence be-
tween time scale of initial signal and resulting frequency scale after passing
through the first lens of the Time Microscope. This conversion ratio can be
found as follows: let’s consider first the ideal case when there is no 3rd order
dispersion. Hence, the effect of the ideal time microscope on the signal S(t)
we express as follows:

T̂M[S(t), P(t)] = F
[
F−1

[
F [S(t)]eiφ2ω2

]
· F−1

[
F [P(t)]e−iφ2ω2

]]
(2.17)
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Where S(t), P(t) it is the signal and pump amplitudes, F and F−1 are direct
and inverse Fourier transformations. The equation 2.17 can be easily under-
stood following the setup 2.6. The first Fourier transform operation corre-
sponds to the diffraction grating before the camera which provides the angu-
lar FT. Then there is a multiplication of two terms of the formF−1

[
F [X(t)]ei±φ2ω2

]
where X(t) is the signal or the pump function: S(t) or P(t). This is a representa-
tion of the sum frequency generation process with the linearly chirped signal
of pump. The chirp has the same absolute value - φ2, but of different signs.
This is the result of the Treacy compressors tuning.

Applying the convolution theorem we immediately obtain:

T̂M[S(t), P(t)] =
√

2πF [S(t)]eiφ2ω2/2 ∗ F [P(t)]e−iφ2ω2

=
√

2π
∫ ∞

−∞
F [S(t)](ω− τ)eiφ2(ω−τ)2F [P(t)](τ)e−iφ2τ2/2dτ

For simplicity of the calculations, let’s now assume a shifted Dirac delta
function δ(t− t0) as a signal. Hence, the Fourier transform of the signal ac-
cording to the shift theorem is 1√

2π
e−iωt0

After necessary transformations:∫ ∞

−∞
e−i(ω−τ)t0eiφ2(ω−τ)2/2F [P(t)](τ)e−iφ2τ2/2dτ

= eiφ2ω2/2−iωt0

∫ ∞

−∞
F [P(t)](τ)ei(t0+φ2ω)τdτ

As one can notice this exactly corresponds to the inverse Fourier trans-
form of the F [P(t)](τ) with respect to t0 + φ2ω. Hence, the final result
doesn’t depend on the pump profile and just equals to:

T̂M[δ(t− t0), P(t)] = eiφ2ω2/2−iωt0 P(t0 + φ2ω)

Hence, the wanted time to frequency conversion coefficient is just

ν

t0
=

1
2πφ2

≈ 0.7 THz/ps (2.18)

As one can notice, assumption of the delta-like signal leads to the result
which doesn’t require any particular assumption of pump function P, except
maybe its representability by a Fourier integral.

2.2.6 Aberrations analysis

Despite of the wide range of arbitrary signals that could be measured by
presented Time Microscope arrangement, it has its natural limitation. For
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example, the finite width of the pump laser spectrum, as well as SFG band-
width, limits the resolution and window of measuring. The low (typically
1% ) efficiency of the SFG process limits the minimal measurable power 11.

Another significant limitation is the presence of the 3rd order dispersion
in the grating stretchers and compressors. This effect leads to deviation of the
phase profile from an ideal quadratic form. Following the space-time anal-
ogy, this can be considered as aberrations of a Time Lens [173, 175, 176, 198].
Higher order dispersion induces asymmetry to measured pulses and signifi-
cantly stretches them temporally [199], while for the pump it imposes a dis-
tortion similar to the one in classical optics. That is why point spread func-
tion of the TM will start to increase after some optimum, while test pulses
will be shorter and shorter. This makes measurements of pulses shorter than
≈ 150− 200 f s impossible with the presented setup.

Indeed, the effect of the compressor can be expressed [21]:

Aout(t) =
∫ ∞

−∞
F [Ain](ω−ω0)exp

[
i
2

φ2(ω−ω0)
2 +

i
6

φ3(ω−ω0)
3 + iωt

]
dω

(2.19)
Where F corresponds to the Fourier transformation, φ2 is given in the sec-
tion 2.2.2.4 and φ3 is:

φ3 =
24π2cd0[1 + sin(θro) sin(θi)]

ω4
0Λ2 cos5(θro)

(2.20)

Here I use the same notations as in equation 2.16. In the presented configu-
ration of Treacy compressor the value of φ3 is ∼ 5− 7 10−4ps3

It is possible to construct a simplified model of the TM, assuming the
output signal is simply the multiplication of chirped signal and pump. To
verify the effect of the higher order dispersion let’s provide a numerical ex-
periment assuming hyperbolic secant shapes for the amplitudes of the signal
and pump pulses. As an initial condition, we take 7 pulses of 70 f s each
separated by 5 ps (marked by blue in the Fig. 2.17a) and one 30 f s pulse for
the pump (depicted by orange Fig. 2.17a - zoom). Next by adding the cor-
responding chirp both to signal (- 0.23 ps2) and pump (+0.23 ps2) we obtain
in the direct space what is depicted on the Fig. 2.17b (colors are preserved).
The last step is multiplication of pump and signal and providing the Fourier
transformation of this (see Fig. 2.18a,e for the result). The effects shown in
the Fig. 2.18(a-h) could be found also analytically assuming a Gaussian-like
profiles of the pump and signal, it is going to be a subject of further investi-
gations.

The ideal case, is depicted in the Fig. 2.18a,e. Here we used the value of
2nd order dispersion -0.23 ps2 for the signal and +0.23 ps2 for the pump. This
corresponds exactly to the value of dispersion induced by compressor in the
article [190]. Picture Fig. 2.18a reveals the nature of signal’s envelope, which

11One of the perspective directions of the Temporal Microscopy development is the re-
placement of sum frequency generation by difference frequency generation. This will allow
one to provide ultrafast measurements and amplify the signal at the same time.
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FIGURE 2.17: Simulation of the Time Microscope. (a) blue pulses of 70 f s are
taken as initial signal. Orange pulse of 30 f s is the pump. (b) the same signals
experienced dispersion: 0.23 ps2 for the pump and the same but negative for
the signal. Usage of these parameters simulates experiments described in the

articles [190, 200]

TABLE 2.2: Details of numerical simulations for the Fig. 2.18

Picture on
the plot 2.18 φ2 signal, ps2 φ2 pump, ps2 φ3 signal, ps3 φ3 pump, ps3

a -0.23 0.23 0 0
b -0.23 0.23 5.14× 10−4 0
c -0.23 0.23 0 5.14× 10−4

d -0.23 0.23 5.14× 10−4 5.14× 10−4

we extract during the power profile reconstruction. Summary of all values
used in the simulation are presented in the Tab. 2.2.

I would like to stress here, that the horizontal axis of all the plots presented in
Fig 2.18 has the meaning of time, since the time is encoded into the frequency
in the presented TM arrangement.

Then we can understand the role of 3rd order dispersion adding it system-
atically to the signal (Fig. 2.18b,f), pump ( Fig. 2.18c,g) and both ( Fig. 2.18d,h).
The value of the 3rd order dispersion is always the same 5.14× 10−4 ps3.
It is computed with the formula 2.20 using the real experimental parame-
ters. In the case when 3rd order dispersion is added only to the signal we
observe the classical picture of pulse broadening and presence of the oscil-
lating tail, which approximately can be fitted by Airy function in the limit
of large higher-order dispersion [21, 199]. Adding the 3rd order dispersion
to the pump only (Fig. 2.18c,g) we see that it contributes in similar way as
in the previous case. However, the oscillations appear on the other side of
the pulse (while the 3rd dispersion has the same sign and absolute value as
before) and have lower amplitude, also the pulse width is not the same in
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FIGURE 2.18: Simulation of the Time Microscope. Effect of the 3rd order disper-
sion on the signal detection. (a,e) the ideal case, no higher order dispersion therm
is added. (b,f) 3rd order dispersion is added to the initial signal depicted by blue
in the Fig. 2.17. (c,g) Show the effect when higher order dispersion term is added
to the pump onlt. (d,h) depicts the case when 3rd order dispersion is added to
the signal and pump together. The value of the 3rd order dispersion is always the

same 5.14× 10−4 ps3. This value is computed with the formula 2.20.

different positions of the frame. This effect can be interpreted as an inhomo-
geneity in the time scale (time is slower in the edges of the frame than in the
center). As a result, the pulses now are shifted from initial position, also they
are significantly broader than before. In the case when the 3rd order disper-
sion of the same sign and value is added to the signal and pump we observe
no oscillations, but the broadening and shifting (temporal inhomogeneity)
appear even more distinctly (Fig. 2.18d,h)

It is rather not trivial to estimate the effect of the 3rd order dispersion on
the pump pulses, because of the presence of a regenerative amplifier between
stretcher and compressor, but in general we will suppose that the higher
order dispersion is completely compensated when the pulse is fully com-
pressed. Hence, the 3rd order dispersion of the chirped pulse can be esti-
mated knowing the characteristics of the output compressor. Also, according
to the Fig. 2.15 b from the section 2.2.4, where the TM snapshot of a 70 f s
pulse is depicted, there is a direct similarity with the Fig. 2.18h.

The distance in the spectral lines according to the Fig. 2.18a is about 3.46
THz for 5 ps Fig. 2.17a, which gives≈ 0.7 THz/ps for the conversion ratio for
the given Time Microscope configuration. This is consistent with the result
of analytical estimations 2.18.

It is also verified that the role of the 4th order dispersion is negligible.
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2.2.6.1 Influence of aberrations on the resolution estimates
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FIGURE 2.19: (a)Root mean square of the pulses measured with the Time Micro-
scope [200], versus distance between grating planes in the 1560 nm compressor.
Input pulses are produced by a 70 f s Erbium doped fiber-laser. The minimum
value corresponds to ∼250 f s at the full with at the half maximum. Blue dots
show every RMS value taken into the account, (b-d) show the superposition of
several pulses measured at the given grating distance (b-3.4 cm, c-3.85 cm, d-

5.2 cm).

The effect explained above influences directly the resolution of the Time
Microscope. Therefore, the procedure presented in the section 2.2.4 has to
to be verified taking into account the aberrations. Here we will provide nu-
merical simulations similar to those presented before. Formulas 2.16, 2.20
allows to estimate dispersion of 2nd and 3rd orders at any distance between
gratings. Hence, we are able to simulate numerically the compressor tuning
and confirm estimates of the optimal distance between gratings. Results of
this numerical experiment can be compared with real experimental data.

First, let’s look more precisely on the data obtained experimentally. Tak-
ing the fixed area around the center of pulse, we can estimate the root mean
square (RMS) value. It is not correct to fit such complex pulses with the
Gaussian function, therefore our criterion is base on the RMS estimates. We
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TABLE 2.3: Details of numerical simulations depicted in the Fig. 2.20. Parameters
match exactly the configuration of the TM presented in [200].

Picture on
the plot 2.20 φ2 signal, ps2 φ2 pump, ps2 φ3 signal, ps3 φ3 pump, ps3

a -0.176 0.21 3.92× 10−4 5.14× 10−4

b -0.189 0.21 4.2× 10−4 5.14× 10−4

c -0.202 0.21 4.5× 10−4 5.14× 10−4

d -0.215 0.21 4.79× 10−4 5.14× 10−4

e -0.228 0.21 5.08× 10−4 5.14× 10−4

f -0.241 0.21 5.37× 10−4 5.14× 10−4

g -0.254 0.21 5.66× 10−4 5.14× 10−4

h -0.267 0.21 5.95× 10−4 5.14× 10−4

i -0.28 0.21 6.24× 10−4 5.14× 10−4

need to fix the computation window because of presence of the small satel-
lite pulses, which can crucially increase the RMS value. The window was
fixed from -10 to +80 pixels from the position of maximum, because of vis-
ible asymmetry. As one can notice, measured pulse width at the optimal
distance between the compressor gratings (3.85 cm; pulses shapes displayed
in Fig. 2.19b) is much larger than we expect (∼ 130-140 f s instead of 70 f s).
This is exactly the influence of the effects explained in the beginning of this
section. Indeed, we see here that the aberrations play a crucial role being
the first limitation for measurements of the ultra-short pulses with the Time
Microscope.

Blue dots in the Fig. 2.19a represent the RMS of fifty highest amplitude
pulses at a given distance between the compressor grating, red stars show
the averaged value. We would like to point out the spreading of RMS values
of a certain pulses far from the optimal grating distance. In order to under-
stand this effect, we can provide the numerical simulations of the compressor
tuning with the approach explained before. Also, the extracted pulse profiles
are displayed in the Fig. 2.19b,c,d. The discussed effect is visible by eye, es-
pecially for the point far from optimum Fig. 2.19d.

Figure 2.20 shows the simulation of the compressor tuning presented in
the Fig. 2.19a. For the simulations, we took the same signal and pump width
as in the section 2.2.6: 30 f s for the pump and 70 f s for the signal. Signal con-
tains 5 pulses separated by 5 ps. Simulations show how the recorded frames
change with changing distance between gratings. By the dashed green line
ideal case is depicted. The black line shows the same but with the presence
of 3rd order dispersion. Exact values if the 2nd and 3rd order dispersion coef-
ficients are presented in the Tab. 2.3. It is visible that the higher order disper-
sion significantly changes the signal inducing inhomogeneity. Remarkably
the 3rd order dispersion makes it possible to observe a sharper pulse even if
the distance between gratings is not optimal.

The simulations predict that the inhomogeneity in time within the fame
is going to be change with changing compressor distance. In order to verify
this prediction,we also plot the dependence of the fifty highest amplitude
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FIGURE 2.20: Simulation of the compressor tuning. (a-i) show the signal mea-
sured with a simulated Time Microscope with the different distance between
gratings of the signal compressor, while the pump compressors stay untouched.
Green dashed lines represent the ideal case when only the 2nd order dispersion is
added, black lines show the same, but with the presence of the 3rd order disper-
sion. 3rd order dispersion of the pump is fixed, while the dispersion coefficients

of the signal were recomputed according to the formulas 2.16 and 2.20.

pulse RMS as a function of the maximum position within the frame Fig. 2.21.
We, indeed, observe the predicted inhomogeneity and the fact that the 3rd

order dispersion can lead to a sharper picture on the edges of the frame. For
example, it can be well seen for the distance 5.15 cm (dark blue dots) on the
Fig. 2.21.

Finally, provided simulation Fig. 2.20 and the right data representation
Fig. 2.21 confirm that measurements of the resolution must be done at the
center of the frame. Also, it shaded some light on the reason why RMS value
on the Fig. 2.19 becomes spread for the large compressor distances.

2.3 Heterodyne Time Microscope

In this section, we propose a scheme of spatial heterodyning extension of
the Time Microscope for single-shot measurements of the power and phase
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pixel.

profiles. The phase measurement is always challenging task in optics, es-
pecially for the ultrafast signal. Information about the phase opens a wide
range of possibilities for studying light dynamics. It is particularly impor-
tant to measure the phase in single-shot for investigations of optical turbu-
lence. Our spatial arrangement has certain advantages in comparison with
the temporal [201] realisation. This allows to provide the efficient study of
optical turbulence which will be presented in the next chapters.

2.3.1 Extension of the Time Microscope for the heterodyne
phase measurement

Investigation of optical turbulence and for formation of Rogue Waves re-
quires following characteristics of the measurement tool: possibility to mea-
sure the phase and power simultaneously and in single-shot, large window
of measurements (tens of ps), high resolutions (≤ 250 f s), high dynamic of
recording (40 dB), and a broad bandwidth ( f ) On the moment of beginning
of our research, there was no tool (to the best of our knowledge) which could
fulfil these requirements. From other hand the Time Microscope demon-
strated a good potential to become an optimal tool for these needs, apart from
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the fact that it didn’t provide the phase measurements. Also we took into the
account that the only one dimension of the sCMOS camera was used. The
camera was a strong point in the presented TM, so we decided that the phase
has to me encoded into the second dimension of the camera. Therefore the
optimal to way to extend the Time Microscope for the phase measurements
is so called spatial encoding arrangement (SEA) [159].

2.3.1.1 Spatial encoding arrangement

The spatial encoding arrangement is extensively used in ultrafast mea-
surements. Usually this method of encoding is applied to a spectral inter-
ferometry technique and, hence, the frequency is encoded into the horizon-
tal axis. Remarkable realisations of this scheme are SEA-SPIDER [159, 160]
or relatively simple realozation Spatial Encoded Arrangement for Temporal
Analysis by Dispersing a Pair of Light E-fields (SEA TADPOLE) [202]. Typ-
ical snapshot obtained with method is presented in the Fig. 2.22. It is very
common to retrieve information from such kind of frame using a Fourier
transform-based method. Indeed, the vertical axis contains visible fringes,
therefore the Fourier transform will give a picture with one main band and
two side bands. The argument of the side band can be considered as a relative
phase, while the position of the band will give the frequency of the fringes.
The vertical axis can contain information about the phase directly or some in-
formation leading to the its retrieval. Into the horizontal axis can be encoded
time or for example frequency. Also, more advanced holographic methods
such as Spatially and Temporally Resolved Intensity and Phase Evaluation
Device: Full Information from a Single Hologram (STRIPED FISH) can be
used [203].

This is the general view on the spatial encoding arrangement. Our tech-
nique called Heterodyne Time Microscope can be considered as a SEA. Par-
ticularly, in our case the horizontal axis will contain time evolution while
vertical will show directly the signal’s phase. The possibility of direct obser-
vation of the signal is one of strong sides of our tool.

Time, frequency
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FIGURE 2.22: Typical snapshot obtained with a spatial encoding arrangement
setup. Picture is generated numerically.



72 Chapter 2. Ultrafast measurements of non-periodic optical waves...

2.3.1.2 Setup

The setup described in preveause section 2.2 can be extended in order to
provide simultaneous single-shot intensity and phase measurements with-
out trade-off on the resolution and the size of the window of recording [200].
The general approach is to combine the demonstrated temporal microscopy
technique and heterodyne measurements of the signal. In order to achieve
this, the beams geometry is turned to be elliptical with the long axis∼ 0.5 mm
(perpendicular to the table) and short axis ∼ 25 µm for the waist inside the
BBO crystal. Heterodyning requires a stable monochromatic reference, that is
why we added the third optical path (as it is depicted in the Fig. 2.23a) with a
tunable single-mode laser operating in the range of wavelengths around the
central wavelength of the signal. Reference beam is shaped to have similar el-
liptic geometry. The reference and the signal under investigation are focused
together in the nonlinear crystal with a small vertical angle (see Fig. 2.23b).
Resulting interference fringes move vertically in time depending on the rela-
tive phase difference between the signal and the reference beams. The phase
of the reference considered as a constant within a duration of the window of
measurements. This was tested experimentally by using the CW source as
a signal (this will be shown later in Fig. 2.26). Resulting image contains the
phase information on the vertical axis and the intensity information on the
horizontal (plot in the Fig. 2.23b).

The basis of the HTM presented in the article [200] is the Time Microscope
of the previous section 2.2.2 under some modifications. Signal generation part
remains the same, as well as the pump. However, now much more signifi-
cant part of the provided power will be used due to the diagrammatically
increased vertical beam’s size. The pump pulse energy raised from 100 nJ
to 20 µJ. We also changed the gratings in the Treacy compressor to increase
the thermal stability: 600 lines/mm Spectrogon PC 0600 NIR gratings, oper-
ated at an angle of incidence of 49 degrees, and separation distance 38.5 mm.
This corresponds to the value of φ2 ≈ −0.21 ps2. The optimal separation dis-
tance between the grating surfaces was found by using the same technique
as one explained in the previous section 2.2.4, but the home-made laser is re-
placed by its more stable commercial analogue: femtosecond Erbium Laser
(ELMO, from Menlo Systems GmbH). The femtosecond laser spectral width
is now ∼ 15 THz, the pulse duration is < 80 f s. Time axis calibration proce-
dure didn’t change (see section 2.2.5), new conversion ratio is 78.7 f s/pixel.
The BBO crystal is changed from 2 mm instead of 4, it is cut with the same an-
gle. Camera performance is significantly improved by using the Camera Link
data transfer system together with a fast computer hard drive. This allows
us to increase the pump pulse repetition to 1 kHz, without any problem of
triggering or synchronization, thus decrease twice the recording time.

2.3.1.3 Beam geometry

The signal beam has the same optical path in the beginning: it is colli-
mated at the output of the fiber by f= 11 mm aspherical lens and then mag-
nified by the factor 4 using the telescope made of a plano-concave f=-25 mm
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FIGURE 2.23: Experimental setup of Heterodyne Time Microscope arrangement
for amplitude and phase measurement of arbitrary signals. (a) Complete setup.

(b) Detailed 3-D view of the setup.

and a plano-convex f=100 mm lenses, so the beam’s diameter is 10.5 mm.
To obtain the required elliptical profile we shape the beam along the verti-
cal and horizontal axis separately. For the vertical axis, another telescope
of two plano-convex cylindrical lenses with focal distances 400 and 50 mm
is constructed. After passing the telescope beam keeps the same horizontal
size but its vertical diameter is decreased by a factor of 8. Now beam size
is 1.313 by 10.5 mm in diameter. Horizontal axis is sufficiently small for the
efficient sum frequency generation and at the same time sufficiently large to
provide a necessary number of resolvable interference patterns necessary for
the phase measurements. Vertically beam has the same size as in the TM
arrangement presented before, so we focus it inside the BBO crystal with a
f=200 mm plano-convex lens. Finally, the beam diameters at the waist are
1.313 mm and 36 µm.

The pump beam is shaped in a similar way. As in the previous case, the
beam diameter at the output of the regenerative amplifier is ∼ 9 mm. For
the reshaping to elliptical form, we used a telescope made of two cylindrical
lenses with 400 mm and -100 mm focal distances. Resulting vertical beam
side decreased to 2.25 mm while the horizontal was the same. We focused
the pump beam horizontally inside the BBO crystal with a 20 mm cylindrical
lens, consequently the resulting beam diameters are 2.25 mm and 23 µm.

The reference generated by the monochromatic laser and amplified is
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transferred to the Time Microscope by a PM single-mode optical fiber con-
nected directly to the amplifier. In order to make sufficiently large initial
diameter we used a long focus collimator (ThorLabs F810APC-1550, NA =
0.24, f = 37.13 mm). The elliptical beam profile is achieved as always with a
cylindrical lenses telescope employing two lenses of 250 and -50 mm, so the
vertical and horizontal beam diameters were 1.4 and 0.03 mm. It is added to
the optical path of the signal with a non-polarizing beam splitter cube before
the last focusing f=20 cm cylindrical lens (in the Fig. 2.23a) approximately 2-
3 mm above the signal beam. The distance to the minimal horizontal waist
inside the BBO crystal is ∼25 cm, which gives the angle between the beams
α ≈ 10 mrad. This angle with the given vertical beam diameter will lead to
n = sin(α)d

λ ≈ 9 visible patterns. Here λ is the wavelength, d - vertical diam-
eter of the beam inside the crystal. Taking into the account the size of one
camera pixel (6.5 µm) we can estimate that each pattern after a collimation
with a 20 cm lens will occupy ≈ 15 pixels which is enough to be resolved if
the interference patterns are delivered sharp to the camera pixels. 12

TABLE 2.4: Summary of the estimated vertical and horizontal diameter of the
pump, signal and reference beams inside the optical crystal.

Pump Signal Reference
λ, nm 800 1561 1561

Vertical beam diameter, mm 2.25 1.313 1.418
Horizontal beam diameter, mm 0.023 0.036 0.029

2.3.1.4 CW source

The source of the monochromatic signal used in the experiment is APEX
AP3350A. The spectral width is estimated to be 300 kHz, hence the coherence
time scale of the source is∼ 3 µs. Since the time window in the HTM is much
less (40 ps), the phase of the reference can be considered as a constant over
the observation window. In order to achieve sufficient power (typically sev-
eral watts), the reference is amplified using an Erbium-doped fiber amplifier
(Keopsys). In order to achieve a minimum noise level we used maximum
possible 13 value of the power of the CW source as well as amplifier’s diode
current. Wavelength tuning accuracy is 6 pm according to the manual.

12The distortion of the interference patterns in the vertical direction could be caused by
several factors the most important are: vertical mismatch between the signal and reference
beams and non-zero spatial walk-off angle of the 528 nm signal inside the BBO crystal. All
this leads to the loose of pattern visibility and hence higher phase retrieval mistake. How-
ever, experiments show that with appropriate alignment the phase is sufficiently accurate
(See section 2.3.4 for the verification).

13The upper limit for the injected power to the amplifier is 0 dBm. We used -2 dBm for the
sake of safety even if the CW source could supply more.
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2.3.2 Heterodyne Time Microscope tuning

2.3.2.1 What is the same in tuning

The window of measurements in the presented HTM arrangement is ex-
tended in comparison with the one in [190]. Now we consider a window
of ∼ 40 ps as a region of trust. Indeed, further investigations described in
the chapter 3 show that despite the increased level of noise at the edge of the
power profile, numerical nonlinear holography allows one to reconstruct a
picture of spatiotemporal dynamics.

All the conclusions about aberrations described earlier are valid for the
horizontal axis of a 2-D snapshot. The presence of the 3rd order dispersion in
the stretcher and compressor for the pump and signal will always lead to dis-
tortion of a real signal. A possibility to significantly decrease the aberrations
is presented further in the section 2.4.

The procedure of the Treacy compressor adjustment didn’t change. How-
ever, with the more stable fs-laser, we can observe directly the role of the
aberration while tuning the compressor. Indeed, the resulting aberrations
are the interplay between the 3rd order dispersion of pump and signal. Since
the 2nd and 3rd order dispersions are proportional to the distance between
compressor’s grating (see formulas 2.16, 2.20), changing the distance we can
induce the controllable change to the dispersion of the signal while keeping
the same dispersion of the pump. This can significantly extend our under-
standing of the aberrations in the Time Microscope.

Moreover, this can give an incontrovertible evidence of the crucial role of
the higher order dispersion terms of the pump. Indeed, for the distance be-
tween the gratings fixed far from optimum we distinctly see that the asym-
metry of recorded single pulses strictly depends on its horizontal position
within the window.
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FIGURE 2.25: Snapshots recorded at the zero order of the diffraction grating with
the time microscope. (a) Line corresponding to the signal alone, (b) reference
alone, (c) signal and reference together. The optimal tuning corresponds to sym-

metric line of the width close to 1 pixel.

Method of the horizontal axis calibration to time units remained the exactly
the same as explained before.

2.3.2.2 Tuning at the 0th order of diffraction grating

Due to the specific beam geometry, the final right ellipticity check has to
be provided. This can be done using the zero order of the diffraction grating
placed right before the sCMOS camera. In the case of blazed gratings, the re-
flection at the 0th order is analogous to a specular reflection from a flat surface
and hence such configuration can be considered simply as a recording with a
diffusive mirror. The resulting 2-D snapshot obtained at the 0th order have to
contain a single 1-pixel-width vertical line in the case of separate recording
of signal and reference and a vertical line with sinusoid-like oscillations of
the same width in the case when signal and reference are recorded together.
See the picture in the Fig. 2.25. Observation of asymmetry or significant line
broadening is a signature of possible misalignment.

2.3.2.3 Phase calibration. Importance of the right frequency choice

Phase retrieval algorithm, which will be presented later, requires the ac-
cordance between the frequencies of the signal and reference. In other words,
snapshot of a signal with a constant phase, which central wavelength equals
to the one of reference, has to contain only horizontal lines like in the Fig. 2.26c.
This is directly related to the fact that interference patterns don’t move inside
the crystal within the time equal to the temporal width of the pump.

In order to provide this calibration, we plugged the second output of the
CW laser source to the signal input of the time microscope. Keeping the
central wavelength of the reference we changed the wavelength of the signal
from 1555.37 to 1567.37 nm. It is natural to guess that the phase evolution,
in this case, is going to be linear with a leading coefficient proportional to
the difference between the central frequencies of the signal and reference.
Indeed, this conjecture is well proved by the presented experimental results
in the Fig. 2.26a-e. Our setup provides a relatively wide range of possible
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FIGURE 2.26: Monochromatic wave phase measurements. Raw images (top)
and retrieved phase evolutions (middle) obtained when the signal comes from
a monochromatic laser source with various wavelengths, from left to right: λS
= 1555.37 nm, λS = 1559.37 nm, λS = 1561.37 nm, λS = 1563.37 nm and λS =
1567.37 nm .In all cases the wavelength of the reference is fixed to λR = 1561.37
nm. Bottom layer shows the recovered intensity profile. The noise related to the
interference of the spontaneous emission of amplifier and monochromatic signal.

Corresponding spectra are depicted in the Fig. 2.24.

measurements with detuned frequencies (we retrieved to phase of the signal
detuned by ± 6 nm or ± 0.75 THz) 14.

Besides the CW reference, the amplifier also produces some spontaneous
emission noise (see Fig. 2.24 bottom picture in log scale). In many cases,
the interference between the noise and reference can be neglected 15, but the
experiments with the Heterodyne Time Microscope (especially ones where
the reference was recorded separately) show that detuning from the central
wavelength of the spontaneous emission noise leads to appearance of noise
on the retrieved power profile. It can be well seen in Fig. 2.26 where the third
row represents the intensity profile.

From another side, the limiting factor is that central wavelengths of the
signal and reference should coincide, otherwise the interference fringes will
always move with the time (for example see the Fig. 2.26) and, hence, cor-
rections have to be added to the phase retrieval algorithm. The choice of the
signal’s central wavelength depends on availability of tunable experimental
equipment.

For retrieved signal the sign of the phase has to be also determined. In-
deed, it is possible to use both: reconstructed complex field envelope and its
conjugated. Here we take an agreement that the positive slope of the phase

14In further investigations this degree of freedom will allow us to observe the effect of
Raman scattering [21] directly. This effect is followed by transfer of energy from the center
of a spectrum to the lower energy part (Stokes component). The effect was observed due
to a characteristic sharp phase inclination, which is the evidence of the change of frequency.
This will be shown in the next chapter 3.2

15For example, if ε is the small power of the noise at a frequency ωi, the visibility of
interferences with the single frequency wave at ω0 (P0) is 4

√
ε/P0
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FIGURE 2.27: Intensity reconstruction. (a) 2-D snapshot obtained with the HTM.
(b) Power profile before division by the envelope (red) and envelope (green). (c)

Reconstructed power profile after division by envelope.

corresponds to the sign plus. This implies that the time axis is directed from
left to right. This fact will be proved later in Sec. 2.4.2.

2.3.3 2-D snapshot processing for phase and power recon-
struction

2-D snapshots (see for example Fig. 2.27a or 2.28a - a non-periodic signal
that will be under investigation in the next chapter) recorded with the HTM
contain full information about phase and intensity of a signal under investi-
gation. However, if the phase evolution is connected to relative positions of
interference patterns maxima and visible directly, in order to extract the real
value of intensity additional information about reference (CW) is required.
To fulfil this gap we also recorded snapshots of the reference alone for each
set of snapshots for signal and reference together.

Intensity along one vertical line is given by interference between signal
and reference which creates oscillating vertical patterns on the frame (see
Fig. 2.28a,b). Position of maxima depends on the relative phase between the
signal and reference ∆φ0(x). We suppose that that the reference intensity (Ir)
is a constant in the time of the frame. Therefore, the intensity distribution
over the whole frame recorded with the sCMOS camera could be presented
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in the form:

I(x, y) =Ir ∗ Er(x, y) + Is(x) ∗ Es(x, y)+

2
√

Ir ∗ Er(x, y) ∗ Is(x) ∗ Es(x, y)V cos(kyy + cy2 + ∆φ0(x))
(2.21)

Where Ir and Is(x) are the reference and signal intensities, Er(x, y) and Es(x, y)
are their envelopes, ky = 2π/d where d is the spacing between interfer-
ence patterns, c is a possible chirp, V is the fringes viability which depends
mainly on system alignment, the relative phase between signal and reference
is ∆φ0(x). In the presented analysis we neglect the chirp c. Horizontal enve-
lope in given by spectral width of the 531 nm signal which means it depends
on both spectral widths of signal and pump as well as phase-matching band-
width. Vertical size of envelope is the minimal (between signal and pump)
vertical diameter of the beam inside the crystal, multiplied by the magnifica-
tion factor of the imaging system after the crystal.

Our goal is to retrieve the signal’s intensity profile Is(x) and the phase
∆φ0(x).

2.3.3.1 Intensity reconstruction

Intensity of the signal in a given point xi of a frame is the difference
between averaged data along the corresponding vertical line (for example
green line in the Fig. 2.28a) and the value of the 1-D envelope of the reference∫

IrEr(xi, y)dy. We provide vertical averaging of the signal in order to get rid
of cosine part of the Eq. 2.21 16

ymax∫
0

2
√

Ir ∗ Er(xi, y) ∗ Is(xi) ∗ Es(xi, y)V cos(kyy + ∆φ0(xi)dy w 0

The expression above is valid only if the number of interference fringes is
sufficiently large. We estimated the number of visible fringes as n = sin(α)d

λ .
Therefore, it is always possible to increase this value if it is needed. However,
there is a limit at witch fringes loose the viability, so the optical value of has
to be found.

The last step is to divide the signal by its 1-D envelope
∫

Es(x, y)dy (see
Fig. 2.27b - green line). The 2-D envelope Es(x, y) is found by averaging over
all the frames, as it was done for the reference. All negative values of the
signal under investigation (if such exist) are set to zero 17. In order to get
rid of edge effects and provide the normalization to the average power, each
profile is divided by the envelope of the signal as it is depicted in Fig. 2.27c.

The real power profile can be reconstructed by measuring the average
power with a powermeter. First, we can plot P(x)/ < P >. Here, the < P >

16The approach of taking only one line with the maximum of intensity (as it is done for the
simple TM 2.2.3) is not valid any more because of presence of vertical interference fringes.

17Setting to zero the negative intensity points bias the statistical analysis of the recorded
signal. However, this is can be done in the case when the signal-to-noise ratio is sufficiently
good and the bias is very small.
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FIGURE 2.28: Phase reconstruction. (a) A 2D snapshot of a non-periodic signal.
(b) Intensity profile along the green vertical line depicted above. (c) Correspond-
ing Fourier spectra of the intensity profile. By the red dot highlighted the Fourier

mode, argument of which is extracted.

can be considered as a maximum value of the envelope. Then multiplying by
the real averaged power measured experimentally, we can plot the required
profile Pexp × P(x)/ < P >.

2.3.3.2 Phase reconstruction

Typical spectrum of a function like ( 2.21) contains one main band and two
symmetrical side bands. The phase reconstruction is provided by extracting
the argument of the second maximum (side band) in Fourier spectrum of
each vertical line (red dot in Fig. 2.28c). Argument of the side band gives
the relative phase ∆φ0 in the cos term. Position of the sought peak in the
spectrum is fixed from one vertical line to another. It is determined from
averaged spectrum over all the spectra corresponding to each vertical line in
the frame. We suppose that the phase of the reference is a constant in the
considered period of time (40 ps) hence the term ∆φ0 represents the phase of
the signal under investigation.
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2.3.4 Verification of the retrieval algorithm by reproducing
the mean optical spectrum

The reported resolution of simultaneous power and phase measurement
allows us to provide versatile tests of the recording quality and repeatability.
One of the most illustrative tests is the retrieval of the mean optical spectrum.
Indeed, having access to the complex envelope of the signal’s electric field
we are able to reconstruct the mean optical spectrum. This test is especially
relevant because direct measurement of the optical spectrum is the everyday
routine of many optical experiments including our.

The procedure of the spectra reconstruction is trivial: we take the square
root of the retrieved power profile P(t) and multiply it by a super-Gaussian
function (to avoid the Fourier transform artefacts making the signal fully pe-
riodic) with the power factor n=15. Further, we take the exponent of the
complex one and the retrieved phase profile ψ(t). After multiplication of all
the elements, we finally take a Fourier transform (see Eq. 2.22). Choice of the
positive phase sign (because there is an ambiguity) will be fully justified later
in the subsection 2.4.2.

S(ω) = F
[√

P(t)e−[(t/2t0)
2]n eiψ(t)

]
(2.22)

In order to obtain a realistic spectrum, this operation has to be repeated
over at least 10,000 different snapshots of a single recorded with the same
experimental conditions. Since optical spectrum analysers (OSA) provide the
information about the power spectral density 18, we take modulus square of
each of 10,000 spectra and average them < |S(ω)|2 >. In order to compare
two spectra we shift them in the ’center of mass’ and normalize by maxima.
The center of mass is defined as:

ωcm =
∫

< |S(ω)|2 > ×ωdω/
∫

< |S(ω)|2 > dω

As a test signal, we used an amplified spontaneous emission source, due
to the complexity of its output signal. We were able to control the spectral
width of ASE by using a programmable optical filter. Finally, the averaged
power of the signal was increased with an erbium amplifier. This set of tools
exactly repeats the one presented before in the Sec. 2.2.3. The result of the
comparison of OSA recorded spectrum and reconstructed is depicted in the
Fig. 2.29. In the plots a,c,e typical signal of 0.1 THz (FWHM) is displayed.
Pictures c and e show its phase and power respectively. The reconstructed
spectrum is depicted in Fig. 2.29g. The spectrum is symmetric and well fitted
with the HTM recorded data. When we increase the spectral width of the
ASE signal we immediately observe more fluctuations in the given window
of measurements (Fg. 2.29 b,d,f). The width of the structures decreases from
∼ 10ps to ∼ 1.5ps. Increasing the spectral width we can observe deviation

18The spectral analyser used in the experiment is Yokogawa AQ6370B. We used it in the
high sensitivity mode with resolution 0.02 nm.
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FIGURE 2.29: Phase, amplitude and spectrum of partially coherent waves (ASE).
a–f, The width ∆ν of the (average) optical spectrum of the partially coherent light
waves emitted by an ASE source is adjusted by using a programmable filter. Re-
sults correspond to ∆ν = 0.1 THz (a,c,e,g) and ∆ν= 0.7 THz (b,d,f,h). a,b, Typical
raw images recorded by the sCMOS camera of the HTM for ASE light with a
spectral width ∆ν = 0.1 THz (a) and ∆ν = 0.7 THz (b). c,d, Phase retrieved from
the interference pattern. e,f, Optical power normalized to the average power. In
contrast to the raw signal in a and b, the signal in e and f is divided by the av-
erage power(P(t)/ < P >). g,h, Optical spectra corresponding to ∆ν = 0.1 THz
and ∆ν = 0.7 THz, respectively. Red stars represent the spectrum computed from
the averaged Fourier transform of the envelope of the electric field recorded with
the HTM. The spectrum recorded by the OSA is plotted with black lines for com-

parison.

of the spectrum from the Gaussian. It is the consequence of the inhomogene-
ity of the initial ASE spectrum. Remarkably, we are able to match not only
the correct spectral width, but also the details of asymmetry of the spectrum
recorded by using the OSA.

This test does not provide the proof that the focus of the HTM is cor-
rectly tuned, because < |S(ω)|2 > is not sensitive to the additional phase
adjustment. However, it demonstrates that the combination of the phase and
amplitude measurements is acceptable for further investigations.

2.4 Removing aberrations. Spatial Encoding Ar-
rangement with Hologram Observation for Record-
ing in Single-shot the Electric field (SEAHORSE).

The Heterodyne Time Microscope arrangement suffers from the presence
of the aberrations. Here we propose a completely new setup which doesn’t
require the compressor for the signal. Recording the full complex amplitude
of the signal, opens a possibility to add the dispersion numerically during
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the ex post analysis. Therefore, we remove completely the one of two major
aberration sources.

2.4.1 Setup

As it is mentioned above (Sec. 2.2.6) the main source of the aberrations is
the third order dispersion effects. However, since we measure the amplitude
and the phase simultaneously, it is possible to skip the Treacy compressor
and reconstruct the sharp image numerically, with a technique similar to the
so-called digital holography in spatial imaging [204–206]. The corresponding
scheme can be found in Fig. 2.30a.

Holography was invented by D. Gabor in 1948 [207] even before the ap-
pearance of the lasers. After, it was significantly improved by introducing
the off-axis reference [208]. The digital reconstruction of the holographic im-
ages was first shown by J. Goodman and R. Lawrence in 1967 [209]. With
appearance of sensitive detectors such as Charged Coupled Devices (CCD)
or Complementary Metal-Oxide Semiconductor (CMOS), digital holography
overcame possibilities of conventional holography. For example, possibil-
ity to provide Digital Holographic Microscopy [210] which allows to change
numerically the position of the focus and reconstruct a sharp image differ-
ent layers of a material under investigation. More detailed overview of the
digital holography reader can find in [206]. From this point of view, our ul-
trafast measurement technique can be considered as a temporal analogue of
the off-axis digital holography.

The exact value of the second order dispersion to be added can be found
precisely from the compressor parameters or estimated numerically by grad-
ually increasing the applied dispersion to the blurred image of a pulse until
we obtain maximum sharpness ((Fig. 2.30e)). More explicitly, we combine
reconstructed 19 power and phase into the complex field envelope. Then,
employing the fast Fourier transform algorithm, we pass to the spectral do-
main. Next, spectral density of the signal is multiplied by the exponent with
corresponding second order dispersion term. Finally, we use the inverse fast
Fourier transform algorithm to return in the temporal domain. In terms of
variables introduced before it can be written as follows:

S(t) = F−1
[
F
[√

P(t)eiψ(t)
]

ei φ2ω2

2

]
where S(t) is the reconstructed signal, P(t) and ψ(t) are the power and the
phase retrieved from the 2-D hologram, φ2 - second order dispersion coeffi-
cient.

Further, we will demonstrate the benefits of numerical reconstruction show-
ing a double-plus signal measurement. This powerful technique is applica-
ble not only to the pulse-like signals (Fig. 2.30a), but also for the study of
partially-coherent wave dynamics. However, the role of the higher order
dispersion effects on the pump are also presented.

19The procedure of the initial power and phase reconstruction from the hologram is ex-
actly the same as for the HTM.
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2.4.2 Phase sign and direction of time axis

Provided Heterodyne Time Microscope measurements contain an ambi-
guity in a sign of the phase. In other words it possible to consider both the
complex field envelope and its conjugated. In order to restrict it let’s consider
the monochromatic reference and signal (see Fig. 2.26). In this case, the slope
of the phase depends on the difference between the signal and reference fre-
quencies (δω = ωs−ωr, where ωr - frequency of the reference and ωs - of the
signal). We settled the definition in the way that positive slope should corre-
spond to the positive phase. The sine of the slope depends on the direction
of the time axes (horizontal axes of the frame).

In order to determine this direction, we employ an experimental approach.
In the Fig. 2.30 the reconstruction of the double pulse signal recorded with
digital holography time microscope is depicted. One can notice that in our
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configuration of the Michelson interferometer the pulse which has longer op-
tical path cross a beam splitter twice while the other one doesn’t traverse it.
Since the beam splitter is made of fused silica, it induces anomalous disper-
sion for the considered range of wavelengths. Hence, the pulse which arrives
first to the camera needs more dispersion during the reconstruction. Indeed,
in the Fig. 2.30e the maximum compression point for the pulse depicted by
green is ∼ 0.001ps2 after the one depicted by red. Hence, we can conclude
that the time axis is oriented from left to right.

Taking into the account all of the above we conclude that for the case
when δω > 0 the phase is positive.

2.4.3 Comparison between HTM and SEAHORSE

In order to provide the comparison between the SEAHORSE and HTM,
we recorded a single 70 f s pulse using both instruments. The result of mea-
surements is depicted in Fig. 2.31. Striking difference in the wide spectrum
pulse measurement is observed. The role of the higher order dispersion is
now unquestionable. However, even the SEAHORSE shows some deviation
from the real pulse duration. A possible reasons for the presence of 3rd order
dispersion in the pump pulse. Another explanation is that the width of the
pulse is actually shorter than the time corresponding to the distance between
two points in time. This is significant and fundamental limitation of all Time
Microscope measurements.

The pulse measured with the HTM method has width≥ 250 f s, while one
measured with the SEAHORSE has ∼80 f s 20, which is almost exactly the
time which corresponds to the time between two points of discretization (79
f s for the arrangement presented in [200]). Indeed, the main part of the pulse
recovered with the SEAHORSE consists of 1 point (black line in Fig. 2.31).

There is a visible possibility to increase discretization by adding zeros to
the high frequency part of the spectrum of the signal before reconstruction.
This method of interpolation is the most relevant because we don’t add any
additional information about the complex field envelope. The result of such
interpolation is depicted in Fig. 2.32. The black line in the Fig. 2.32 is exactly
the one plotted in Fig. 2.31. Blue dots represent the case when there are 1024
zeros added to the Fourier spectrum (spectral zero padding). One can see
that we obtain 5 points inside the pulse instead of one. We immediately ob-
serve that signal became narrower, but we obtain some additional oscillation
on the lift side of the pulse. If we add more zeros, like in depicted by green
dots in the Fig. 2.32, we simply better resolve the the main part of the pulse
as well as oscillation tail.

How it was mentioned before, another source of errors is the power pro-
file noise induced by the phase measurements noise. However, it is barely
visible, because for the case of the one pulse almost all the power concen-
trated in one pixel.

20For the pulse reconstruction process reader can proceed to the section of supplimentary
video of the article [200].
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While for the broad spectral width the difference is visible immediately,
for the width < 1 THz almost no difference is observed. This will be demon-
strated in the next chapter on the example of a stochastic signal.
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Chapter 3

Peregrine soliton as a prototype of
rogue waves in the integrable
turbulence

Recently, a rigorous mathematical result was obtained by A. Tovbis and
M. Bertola for the semi-classical limit of NLS equation [124]. This result
shows that the Peregrine soliton (exact solution of NLS) appears locally as
a regularization of a gradient catastrophe1 during a focusing dynamics in the
case of zero boundary conditions. This process is universal and takes place
even in the case of completely solitonless initial conditions.

The theorem of Tovbis and Bertola allows looking at the problem of rogue
wave formation from completely another angle. Indeed, Peregrine soliton
was widely considered as a prototype of RW, but this solution has a pure
asymptotic behaviour and requires careful choice of initial conditions in or-
der to be observed in the real experiment. However, it is localized version
has all the chances to be registered.

In this chapter, we will discuss the semi-classical limit of NLS. Also, we
will show empirical evidence of the theorem validity in optical experiments
with both deterministic and random initial conditions. And finally, we will
demonstrate the crucial role of the localized Peregrine soliton in the process
of formation of high amplitude events in the integrable turbulence employ-
ing local and statistical approaches.

3.1 Gradient catastrophe in the focusing NLS and
its regularisation. Tovbis-Bertola theorem.

In this section, we will discuss the semi-classical limit of focusing NLS
and the mechanism of regularization of the gradient catastrophe in this case.
Also, we will demonstrate some important properties that could be extracted
from the semi-classical theory. Finally, we will provide the experimental evi-
dence of the fact that a structure similar to Peregrine soliton 2 can be observed

1The term gradient catastrophe in the case of focusing NLS has to be distinguished from
the one adopted to explain the wave breaking in defocusing NLS.

2More precisely we can say that all family of structures which appears as a regularisation
of gradient catastrophe caused by self-focusing dynamics has the same genus as the Pere-
grine soliton. The definition of the term genus will be given later in this chapter.
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even in the regime far from semi-classical approximation.

3.1.1 Semi-classical limit of the focusing NLS

Theory of the weakly nonlinear limit of NLS can be resolved exactly with
a standard for this case tool called weak (or wave) turbulence in the context
of random wave [36]. This approach gives an exact kinetic equation for the
NLS equation. However, this theory doesn’t provide the full explanation of
the complex phenomena behind the NLS equation. When the nonlinearity
becomes dominant in the evolution, some other approach should be devel-
oped. This brings us to the widely used approximation of the semi-classical
limit which approaches this problem from the other side. In this approx-
imation, the dispersion term has a smaller impact in comparison with the
term corresponding to the cubic nonlinearity. However, setting the disper-
sion term directly to zero in the NLS equation leads to some trivial results
in which the intensity profile doesn’t evolve with the time [122]. Therefore,
some other approach with expanded dispersion term has to be used. The
appropriate form of the equation could be obtained with so-called Madelung
transformation [110].

Let us start with a classical form of focusing NLS widely used in fiber
optics community:

i
∂A
∂z

+
|β2|

2
∂2A
∂t2 + γ|A|2A = 0 (3.1)

Where β2 and γ are the standard designations in fiber optics for second order
dispersion and nonlinear coefficient respectively.

In the semi-classical limit nonlinearity dominates dispersion, so the dis-
persion length LD = T2

0 /β2 is much larger than the nonlinear length LNL =
1/γP0 and actually tends to infinity. It is natural to introduce the small pa-
rameter ε for this system. In our case it can be a ratio: ε =

√
LNL/LD =√

|β2|/γP0T2
0 . With the change of variables to dimensionless ξ/ = z

√
LNLLD,

ψ = A/
√

P0 and τ = t/T0 (T0 here is the typical time scale of initial condi-
tions) classical focusing NLS 3.1 can be transformed into3:

iε
∂ψ

∂ξ
+

ε2

2
∂2ψ

∂τ2 + |ψ|2ψ = 0 (3.2)

Madelung transformation was invented at the birth time of quantum me-
chanics when the attempts to rewrite the Schrödinger equation in terms of
hydrodynamical variables were made [211]. However, this approach is ap-
plicable to the NLS system as well. It can be expressed as follows:

ψ (ξ, τ) =
√

ρm (ξ, τ)eiφ(ξ,τ), u (ξ, τ) = φτ (ξ, τ) (3.3)

3For the overview of the used change of variable in this chapter see appendix C.
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where
√

ρ is the wave amplitude and u - the instantaneous frequency. NLS
can be expressed as system of equations by separation of real and imaginary
parts:

ρξ + (ρu)τ = 0 (3.4)

uξ + uuτ − ρτ +
ε2

4

[
ρ2

τ

2ρ2 −
ρττ

ρ

]
τ

= 0 (3.5)

In this form, the meaning of the Madelung transformation can be easily
understood. Indeed, the first equation is simply continuity equation, with ρ
- fluid density and u - flow velocity field. The second is analogue of Euler
equation for dispersive hydrodynamics but with a negative pressure p =
−ρ2/2.

Lets now consider the simplified system where the term proportional to
ε2 (by analogy called quantum pressure) is neglected. After taking the dis-
persionless limit (neglecting the term with ε2), Eq. 3.4 and 3.5 take a form of
focusing nonlinear geometrical optics equations:

ρξ + (ρu)τ = 0 (3.6)
uξ + uuτ − ρτ = 0 (3.7)

Dynamics of the system before appearance of any singularity can be de-
scribed by Eq. 3.6 and 3.6 [110, 212].

Let us take a smooth bell-like shaped function as an initial condition,
for example ρ(0, τ) = ρ0(τ) = sech2(τ) with no chirp u(0, τ) = 0 4. Ten-
dencies of behaviour of such function can be clearly seen by considering a
short distance evolution ξ � 1. In this case ρ and u can be represented as
a Taylor expansion by ξ. Let’s consider only first two terms in expansion
ρ(ξ, τ) = ρ0 + ρ′0ξ . Hence, the equation 3.6 leas directly to u ' ρ′0ξ. Substi-
tuting to the equation 3.7 we get the system [213]

u ' ρ′0ξ

ρ ' ρ0 −
ξ2

4

[
ρ2

0

]′′
The short distance limit reveals the tendency of dynamics. According

to the formula above, the intensity is going to change (at least at the very
beginning of propagation) proportionality to the term

[
ρ2

0
]′′. This means that

in the area where this term has a negative sign, the solution tends towards
higher amplitude. As reader can see in Fig. 3.1 the second derivative of the
sech2 function is negative almost everywhere. At the point τ = 0 it has its
minimum, which implies that the function is going to grow fast around the
center and hence further propagation will lead to the self compression.

4More strictly, the function taken as initial condition should be from the Schwartz space,
i.e. that function is rapidly decreasing with all its derivatives, this condition is important for
the inverse scattering theory in the case of zero boundary conditions.
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FIGURE 3.1: Second derivative of the sech2 function.

Numerical study of the dynamics 5 of the full system of equations 3.6
and 3.7 shows that the initial shape of the function, indeed, is going to focus
around the point of maximum (See Fig. 3.2). At the same time, the instan-
taneous frequency u(ξ, τ) grows from one side and decreases from another,
passing by zero at the maximum point.

At a certain critical value of ξ (ξ = 0.5 in Fig. 3.2) derivative of ρ and
u tends to infinity. This point is called the point of gradient catastrophe. In
general, this effect occurs even if the derivative of ρ or u tends to infinity
independently from each other. For the given example the position of the
point can be found explicitly [214, 215].
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FIGURE 3.2: Dynamics of the bell-like shaped initial condition in the NLS system
under the dispersionless limit. ρ and u profiles are displayed for ξ = 0, 0.35 and

0.5. Original figure can be found in [216].

5The system 3.6- 3.7 can be reduced to a linear form by a hodograph transformation and
solved explicitly [212].
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Remarkably, a similar analysis was provided by S. A. Akhmanov, A. P.
Sukhorukov, and R. V. Khokhlov in 1966 for a two-dimensional laser beam
propagating in nonlinear media [214]. Authors predicted self-focusing up to
a singularity point (point of the gradient catastrophe). Authors figured out
that the approach employing the nonlinear geometrical optics approximation
fail at the point of singularity and further investigations are not possible.

Indeed, subsequent steps of analysis around the gradient catastrophe point
require knowledge of theorems that are topics ongoing development of mod-
ern mathematics [123, 217]. Here we will make an attempt to describe the
general approach and make an overview of main results without immersing
into technical details.

Emerged singularity has to be regularized which is not possible in the
reduced model (Eq. 3.6 and 3.7). Hence, consideration of the full system of
equations 3.4 and 3.5 is needed to resolve the problem. In [124] A. Tovbis
and M. Bertola rigorously proved that the behaviour of the system around
the point of gradient catastrophe has a universal character. Indeed, error cor-
rection approach employed by authors enables to find shape and amplitude
at the maximum compression point of a structure which appears as regular-
isation of this singularity up to some order of precision. Surprisingly, up to
O(ε1/5) 6 corrected solution locally (in the neighbourhood of the position of
the maximum compression) fits the exact rational solution of the 1-D focusing
NLS called Peregrine soliton. The Peregrine soliton can be seen as a breather-
like solution on the finite background localised in space and time [61, 94, 218].
The Peregrine soliton is depicted in Fig. 3.3. It has the finite background ev-
erywhere besides the area around the zero point (Fig 3.3a). For the back-
ground equals to 1 amplitude of the breather at the maximum compression
point is 3 (see Fig. 3.3b). Remarkable feature of the Peregrine soliton is the
typical π-phase jump depicted in Fig. 3.3c, which is a signature of the fact
that the amplitude reaches zero value (at ξ = 0).

More explicitly, error corrections discussed above give at the leading or-
der:

For the position ξm = ξc +O(ε4/5)

Shape |ψ(τ, ξm)| = a0

(
1− 4

1 + 4a2
0(τ/ε)2

)
[1 + O(ε1/5)]

Amplitude a0 =
√

ρ(0, ξc) +O(ε1/5)

where ξm is the position of maximum temporal localization (explicit formula
of which will be given in Sec. 3.2.2), ξc is the catastrophe point.

Above, term a0 plays the role of the (finite) background level at the lead-
ing order. Hence, according to the formula, maximum amplitude is∼ 3a0 up
the rate of precision. Theory predicts that for the maximum amplitude will
converge to the value 3

√
2 with ε→ 0.

6Symbol O (Landau’s symbol) is used to show the asymptotic behaviour of functions (er-
rors in our case). For example we can write ex = 1 + x + x2/2 +O(x3).
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FIGURE 3.3: Analytical formula of the Peregrine soliton. (a) Spatio-temporal di-
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Here it is important to stress that the mechanism of formation of the Pere-
grine soliton as regularisation of the gradient catastrophe is completely differ-
ent from one connected to modulation instability [76, 90]. Indeed, as it was
mentioned before the case of gradient catastrophe is universal, therefore it is
present for the all variety of initial conditions that satisfy the requirements of
the theorem, whereas emergence of the Peregrine-line breather from modu-
lation instability requires very well defined initial conditions [218, 219]. Also,
the regularisation has a local nature, so the above corrections to the shape of
the singularity are valid only around the compression point.

Now, let’s provide simulations of the full NLS equation in order to verify
the results presented above. We start with the initial condition defined by√

ρ = sech(τ) with no chirp u = 0; φ = 0. The numerical solver is based on
the step-adaptive finite-difference method including Runge-Kutta approach
to solving a system of ordinary differential equations (for discussion of differ-
ent integration methods see [21, 220, 221]). For the simulations, the form 3.2
of NLS equation with coefficient ε = 1/20 was used. It is not possible to solve
numerically cases with very low values of ε, due to the amplification of the
numerical noise by modulational instability. Grid parameters are 2000 points
from -4 to 4 for τ and 1500 points from 0 to 2 for ξ. Absolute tolerance of the
ordinary equation solver is 10−10. In Fig. 3.4a reader can find the resulting
spatio-temporal diagram. For small values of ε (1/20 here) or high solitonic
content 7 one can observe a cone of coherent structures (see Fig. 3.4a) af-
ter the gradient catastrophe point (for which the theory above is developed).
Number of coherent structures is increasing with time. The whole dynamics
can be separated into stages, at each stage number of coherent structures in
increasing by one. The number of observed stages is directly proportional to

7For the considered initial conditions integer part of 1/ε is equal to the exact number
of solitons, while the fractional part describes the dispersive radiation content.[ASK ref!!
michke]
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the value of 1/ε. All further breather-like singularities inside the cone shown
in the Fig. 3.4a are of the same genus 8 as the first one. After some point (not
depicted on the picture) the order of the solutions is increasing. In literature
it is known as bifurcation point [110]. In Fig. 3.4b-c the cross-section of the
spatio-temporal plane showing the amplitude and phase close to the point
of gradient catastrophe is depicted. Figure 3.4b demonstrates the amplitude
(
√

ρ) profile at the beginning of simulations (ξ = 0) and the first maximum
compression point. One can immediately find similarities with the Fig. 3.3b.
The characteristic π-phase jump is also present in Fig. 3.4b, but due to the 2π
periodicity it is turned upside-down.

It was mentioned before that the appearance of the PS is a local event

8The genus (or simply order) of solution connected to the Riemann theta-functions will
be discussed later in the chapter dedicated to the inverse scattering transform 3.3.



96 Chapter 3. Peregrine soliton as a prototype of rogue waves...

and in general doesn’t depend on solitonic content of initial conditions [217]
(presence of the discrete values in the Zakharov-Sabbat spectrum). Here, I
would like to illustrate this statement by taking exactly the same initial con-
ditions and integration parameters as before, with the only one change: a
special chirp u = −µ tanh(τ) or for the phase φ = −µ log(cosh(τ)), where
µ ≥ 2 is added to the initial sech profile. The initial conditions are depicted
in Fig. 3.4e-f with green line. This particular chirp makes the initial condition
completely solitonless 9. This means that taking this special chirped Nsech
profile we will obtain only dispersive radiation at the stationary state. In
Fig. 3.4d the spatio-temporal diagram for the solitonless initial conditions is
shown. The difference in dynamics is visible immediately. First of all, the
gradient catastrophe happens much earlier ξc ≈ 0.29 instead of 0.6. Second,
the boundary of the cone is close to being straight. The angle of the cone is
much wider. Third, the dynamics is scaled. Indeed, the width of the Pere-
grine soliton is narrower and the distance between different peaks is shorter
in the case of the solitonless potential. Nevertheless, all the features of the
gradient catastrophe are preserved: local Peregrine soliton shape, as well as
π-phase jumps, are presented in Fig. 3.4e-f at the point of the gradient catas-
trophe.

3.1.2 Experimental evidence of the local Peregrine soliton emer-
gence from deterministic initial conditions

In this section, we will demonstrate two results showing the applicability
of the Tovbis-Bertola theorem to real experimental conditions. Both of them
are made with simple Gaussian-like initial conditions. One of the experi-
ments is done with the frequency-resolved optical gating technique (FROG),
described in the section 2.1 of the previous chapter. Since a periodically
pulsed signal can be used, the phase and power profiles are measured si-
multaneously, while the cut-back technique has been used to partially recon-
struct spatial (ξ coordinate) dynamics. The second experiment employs an
optical sampling (OS) oscilloscope. It was necessary to investigate all range
of parameters, in order to verify the Tovbis-Bertola theorem at the limits of
its applicability. OS technique demonstrated a good flexibility in terms of
measurable power. Thus, it was employed even despite its inability to re-
trieve the phase information. The two experiments were realized in different
laboratories. Here we will focus on the last one (using OS oscilloscope) that
I have made in laboratory PhLAM, Lille, presenting only the most signifi-
cant results obtained by our colleges. This investigation is published in the
article [222].

The principal scheme of the experiment is depicted in Fig. 3.5. Laser pulse
emitted by a Titanium Sapphire laser (equipped with an optical parametric
oscillator) is spectrally filtered in order to achieve the desired values of ε.
Then, the filtered pulse is injected into 400m-long single-mode polarisation

9Corresponding Zakharov-Sabbat spectrum will be shown at the end of the chapter
(Sec. 3.3.
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FIGURE 3.5: Principal scheme of the experiment implying optical sampling oscil-
loscope.

maintaining fiber, which is used as a nonlinear dispersive medium. Resulting
intensity profile is studied with a homemade OS oscilloscope.

The detailed scheme of OS oscilloscope is shown in the picture 3.6. The
OS oscilloscope is based on the mode-locked Ti:Sapphire laser (Coherent )
emitting with 80 MHz repetition rate∼140 f s-pulses at a central wavelength
λp = 807 nm. A part of the pulse is used to pump optical parametric oscil-
lator (OPO) (Coherent Chameleon Ultra II). Orientation of nonlinear crystal
inside the OPO is chosen to obtain the output wavelength changed to 1525
nm, the wavelength suitable for experiments with telecommunication fibers.
The choice of the fiber is reasoned by the wish to be fully described by the
1-D NLS. Indeed, nonlinear rotation of polarization [21] or interaction be-
tween different modes requires more complex models like vector NLS [223]
or 2-D Gross-Pitaevskii equation [224, 225]. The first beam at 807nm is used
as a pump for the OS, while the second one was a signal under investiga-
tion injected into the fiber. These two pulses are synchronized, which means
that using a long (of the order of distance between two neighbour pulses)
delay line it is possible to superimpose them inside a second-order nonlinear
crystal.

However, it is not possible to provide optical sampling measurements of a
narrow pulse using a wider one. Indeed, the Peregrine soliton which appears
during the nonlinear propagation inside the fiber is much narrower than the
initial pulse (see Fig. 3.4 ). Since the duration of 1525 nm and 807 nm pulses is
approximately the same, we have to broaden the signal pulse at 1550 nm by
applying a spectral filter. Also, it is important to keep the balance between
the achievable power, spectral width and available fiber length, because the
gradient catastrophe occurs at the certain point which is a function of the
listed parameters. We estimated the necessary spectral width as 0.1 THz.
Trying many techniques we have selected spatial filtering using a diffraction
grating (GR50-0616 Thorlabs) and injection stage, as it is depicted in Fig. 3.6.
The input beam diffracted by the grating has angular distribution of frequen-
cies, therefore the injection losses naturally filter side frequencies. It has to be
taken into the account that presented technique can induce a chirp of the sig-
nal, but during the experiment, significant effect wasn’t observed. In Fig 3.7
experimentally measured spectra are depicted. The blue line corresponds to
initial spectra at the output of OPO, the green line shows the filtered spec-
trum and the red line- spectrum after nonlinear propagation in 400m fiber, at
the gradient catastrophe point. Using the filtering technique we shrank the
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FIGURE 3.7: Spectral filtering and propagated pulse spectrum.

spectral width from 2.8 to 0.1 THz.
In Fig. 3.5 (bottom) the optical sampling process is depicted. After filter-

ing and nonlinear propagation inside the optical fiber signal is directed to the
χ(2) crystal. After passing the delay line, the pump beam also enters the crys-
tal (see Fig. 3.5 (top)). Typical duration of a coherent structure (conceivably a
Peregrine soliton) is of the order of 1 ps, while the pump pulse has a 140 f s
width at the half maximum. Period of the pump pulses (denoted as τ on the
bottom picture) is the same as signal pulses, therefore moving the delay line
it is possible to superimpose a pump pulse with a particular part of the sig-
nal in a periodic manner inside the BBO crystal. Here we use the same sum
frequency generation process as explained in the section 2.2.2: type I phase-
matching in BBO crystal. Phase-matching angle is 12.5o. The efficiency of this
process is relatively low, so the power of the pump pulses was set to ∼ 20kW
to enable detection of the 13 W (peak value) signal pulses. The output sig-
nal at 528 nm is detected with a highly sensitive photodiode (MenloSystem
FPD310-FV) having a gain of 104 and a rise time of 0.7 ns. Parasite light is
filtered out with a short band-pass filter (FF01-770/SP-25 Semrock). It is im-
portant to point out that experimental results will change if the photodiode
bandwidth is not appropriate. This point is widely discussed in the supple-
mentary materials of the article [53]. The residual pump is registered with
a simple p-i-n photodiode as a reference for automatic data treatment. Both
signals are acquired with a fast oscilloscope (Lecroy WaveRunner 104MXi-A,
bandwidth 1 GHz, 10 GS/s).

We have designed a special software which allows automatizing all the
process of signal’s intensity profile measurements. Here we provide exact
steps of data acquisition process, including the treatment algorithm.

First of all, we align manually the delay line in order to see maximum vis-
ible SFG signal. The delay line is equipped with a high precision motorised
1-D translation stage similar to the one used in the compressor of the Time
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Microscope. Using the delay line we choose the beginning of the measure-
ment window (position where the signal is no longer visible on the oscillo-
scope). Further, the software requires input data: initial motor position (mm),
size of the window (mm), step (mm), the temporal window of the oscilloscope
(sec) and a number of averaging. The accuracy of the motor is of µm for the
distances of the order of mm. For example, the data presented in Fig. 3.8
(green) is recorded with parameters: 7.6 mm position, 2 mm window, 40 µm
step, 1 µsec of oscilloscope recording and 2 times averaging. Initial motor
position depends on manual tuning. Here the signal is averaged only two
times, because of the presence of jitter and power fluctuations, so the record-
ing time has to be as short as possible. However, recording of the initial
pulse is much less sensitive to the power fluctuations, so data was averaged
5 times, with the step 0.01 mm. During the experiment several configurations
of parameters were tried, parameters presented above are chosen as optimal.

Then the acquisitions were provided according to the following algo-
rithm: (i) delay between signal and pump has to be found before recording.
In order to increase the precision, the motor position which corresponds to
the maximum of the signal must be chosen. The program searches for the
maxima of the pump and the signal and then automatically determines the
delay. A shift is present because of the optical path and cable length differ-
ences. We assume that this shift doesn’t change during experiments. (ii) The
program begins recording from the starting point set before. It reads data
from oscilloscope over the window set before as well (1 µs typically). This
corresponds to 80 recorded signal pulses. At the next step script averages all
the 80 values. The resulting value is taken as the signal power of at the given
delay length. (iii) Program repeats the same measurements over the whole
window. This gives 50 points for propagated signal and 160 for initial. (iv) all
the recording procedure is repeated 10 times in order to check stability and
provide additional averaging. At this step, additional corrections are made
to get rid of slow temperature fluctuation effects. More explicitly, we shifted
the data in time to superimpose maxima, because temperature fluctuations
lead to a change of the fiber length.

Before recording, we have provided detailed estimation of the resolution
of our homemade device. For this purpose, we recorded a cross-correlation
trace. It is easy to do in the presented configuration just by overcoming the
filtering part.The FWHM of the cross-correlation function is around 440 f s.
We suppose that emitted pulse has a hyperbolic secant shape with a width of
200 f s (datasheet). We also assume the Gaussian impulse response of filtering
tool h(t) = e−(t/τ)2

, therefore the appropriate value of τ is 125 f s. Hence, the
temporal resolution of our OS oscilloscope is 250 f s.

Results of recording are shown in Fig. 3.8. Green stars represent exper-
imentally recorded propagated pulse, blue circles - initial pulse. The delay
distance was recalculated to the picoseconds using a double-pulse reference
with a known separation time as it was done in the previous chapter. Power
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FIGURE 3.8: Results of experimental measurement of a pulse profile at the point
of the gradient catastrophe with the optical sampling oscilloscope. Blue circles
and green stars show the measured data before propagation in the fiber and at
the gradient catastrophe point, the black line is analytical Peregrine soliton for-
mula applied without a fit, red line corresponds to numerical simulations of the
experimental data taken as initial conditions while assuming a constant phase.

scale was retrieved by measuring average power of the signal under investi-
gation and applying the formula:

P(t) =
Pm(t) ∗ Pavg

νr
∫ te

tb
Pm(t)dt

where Pm is voltage measured with the oscilloscope, tb and te it is the be-
ginning and the end of the window of measurements, νr is the repetition
rate. Red line represents numerical simulation of the NLS equation in the
form iAz +

|β2|
2 Att + γ|A|2A = 0. As initial conditions for the NLS solver

we used Gaussian fit of the pulse recorded before propagation in the fiber
(blue circles). In this case we employed the symmetrized split-step Fourier
method [226] of integration of NLS described for example in [21]. Following
parameters were used: integration distance is 396 m with a step 10−4 m, real
fiber parameters β2 = -16 ps2/km and γ = 2.4 W−1km−1. Black line is the
analytical formula of the Peregrine soliton in experimental variables:

APS(z, t) =
√

P0

[
1− 4(1 + 2iz/LNL)

1 + 4(z/LNL)2 + 4(ωmodt)2

]
eiz/LNL (3.8)

where P0 is the power at the gradient catastrophe point, LNL = 1/γP0 and
ωmod =

√
γP0/|β2|. P0 is taken at the maximum of initial pulse. For this ar-

rangement value of ε is equal to 0.45 which is far from the limit considered in
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FIGURE 3.9: Measurements of a single pulse power and phase profiles in an
optical fiber with the frequency-resolved optical gating technique. (top) FROG
traces measured at different propagation distances using the cut-back technique.
(middle and bottom) corresponding power and phase profiles. Measurements
are provided in Institut FEMTO-ST, CNRS Université Bourgogne-Franche-Comté,

Besançon, France.

the Tovbis-Bertola theorem. Remarkably, this effect with close experimental
parameters including the value of ε was observed in 1-D watertank [227] but
was not considered in the framework of the theorem of Tovbis and Bertola.
Applicability of the word Peregrine soliton to the detected structure will be
discussed later in this chapter.

Experimental results obtained with the FROG (made in institute FEMTO
ST, Besançon) setup are depicted in Fig. 3.9. In this case, Ge-doped highly
nonlinear fiber is used. Fiber parameters are β2 = -5.23 ps2/km and γ =
18.4 W−1km−1. In Fig. 3.9 (middle) power profiles of a pulse having (initially)
1.1 ps duration at different propagation lengths are shown. At the maximum
compression point recorded coherent structure is fitted with the analytical
formula of Peregrine soliton (dashed line). Phase profile experiences the π-
phase jump. This dynamics is, indeed, very similar to one explained in the
previous section. Initial pulse has the value of ε ∼ 0.17, which corresponds
to approximately to 6 solitons in the initial hump.

Concluding, I would like to point out that this behaviour of the NLS
system (shown in Fig. 3.9) is known in fiber optics community since many
years [131, 228, 229], but was never considered form this perspective. Re-
markably, it is included in the classical books on nonlinear fiber optics and
known as ’high-order soliton pulse compression’. Many attempts were made
to get rid of the ’pedestal’ of the coherent structure [230]. Tovbis-Bertola the-
orem reveals fundamental nature of this phenomenon and provides new in-
sights.
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Figs. 3.8 and 3.9 clearly show the reported universality of the regular-
ization of the gradient catastrophe is observed during the experiments de-
scribed well by 1-D NLS equation. Coherent structure well fitted by the
Peregrine soliton appears over a wide range of experimentally available ini-
tial conditions. The result described by the Tovbis-Bertola theorem is robust
and works even far from the semi-classical limit.

3.2 Role of Tovbis-Bertola scenario in dynamics of
the partially-coherent waves

Focusing NLS model demonstrates a wide range of applicability in dif-
ferent physical systems. Remarkably, it plays a role of a connection point be-
tween such distant areas as hydrodynamics and nonlinear optics [59]. Unidi-
rectional deep-water gravity waves could be described at the leading order
by the focusing NLS. Hence, this connection could be employed in order
to provide fully-controlled table-top optical experiments for investigation of
the rogue wave phenomena observed in 1-D waves propagation in the water
tank.

Integrable turbulence framework requires stochastic initial conditions. Since
the signal is non-periodic, more advanced techniques of single-shot ultrafast
optical measurements are needed, for example HTM or SEAHORSE.

In this section, results of the experimental investigation for partially-coherent
light dynamics in an optical fiber are presented. We provide extensive nu-
merical simulations of this dynamics using real experimental parameters.
Employing numerically obtained as well as experimental data we show the
crucial contribution of the Tovbis-Bertola mechanism to the formation of the
Rogue Waves in the context of integrable turbulence.

3.2.1 Nonlinear propagation of the partially-coherent waves
in optical fibre: ultrafast measurements with the HTM
and SEAHORSE

In order to understand the role of the Tovbis-Bertola scenario in the rogue
waves (RW) formation process, we performed extensive experimental inves-
tigation using the HTM and SEAHORSE. Recording the phase and power
profiles of the random signal simultaneously we were able to instigate the
RW formation mechanisms by comparison with numerical simulations of the
1-D NLS equation.

High precision and the wide window of phase and power profiles mea-
surements allow us to prove the nonlinear holography: recorded complex
envelope of the signal at the output of an optical fiber can be backpropa-
gated numerically to the initial state. Therefore, we can reconstruct the full
spatio-temporal diagram of the experimentally recorded stochastic signal.
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3.2.1.1 Numerical simulation of 1-D NLS with partially-coherent waves

It was shown [53] that statistical properties of partially-coherent light are
changing after nonlinear propagation in a single mode optical fiber. Indeed,
as it was explained in the Introduction 1.1.3.3, starting probability density
distribution is exponential for the |ψ|2. After the propagation of the light
in focusing nonlinear dispersive media probability density function becomes
’heavy-tailed’, i.e. probability of the high amplitude event to appear is in-
creasing. This fact becomes intuitively clear from the spatio-temporal dia-
gram depicted in Fig. 3.10a.

The diagram shows the partially-coherent wave having the average power
P0 = 2.6 W and the spectral width ∆ν = 0.1 THz which propagates in a single-
mode fiber with parameters β2 = -20 ps2/km and γ = 2.4 W−1km−1. We take
the 1-D NLS equation in the form widely used experimental optics (Eq. 3.1).
As one can see, high amplitude coherent structures (such as one depicted
in Fig. 3.10b,c by orange) appear from completely smooth initial condition
(green in the same figures) after ∼ 200 m of nonlinear propagation. Presence
of these high amplitude structures have a crucial contribution to the statisti-
cal distribution, leading to the ’heavy-tailness’. We underline that this high
amplitude coherent structure (Fig. 3.10b,c) locally matches with the Peregrine
soliton formula. In order to plot the red line in Fig. 3.10b,c we simply substi-
tute the fiber parameters and initial conditions (green line) peak amplitude
to the Peregrine soliton formula.

The numerical model of the initial random field with Gaussian statistics
is constructed by a classical random phase scheme [36, 53, 231] we produce
a Gaussian spectrum and add a uniformly distributed [-π, π ] random phase
to each Fourier component. In this way, we obtain a complex function which
is similar to a signal produced by the ASE source. The step-adaptive NLS
equation solver is similar to one explained in the previous section.

Numerical simulation is a very important preliminary step before the
start of an experiment. It allows one to carefully choose the investigated
range of parameter and anticipate some important results. All the numerical
simulations of partially-coherent light dynamics presented in this chapter are
provided in the way described above.

3.2.1.2 Adaptation of the HTM and SEAHORSE to the partially-coherent
light measurements

Partially-coherent light source. Experiments with the TM were provided
in order to investigate the dynamics of partially-coherent waves in an op-
tical fiber. Experimentally, partially-coherent initial conditions are obtained
with an amplified spontaneous emission (ASE) source from Highwave Op-
tical Technologies operating around the central wavelength 1550 nm and at
output power ≈ 7 dBm and corresponding diode current 1.5 mA. During
the experiment, we were able to control the spectral width of the partially-
coherent wave. It has a paramount importance since the spectral width de-
fines the temporal coherence and contributes to the characteristic dispersion
length (LD = 1

β2∆ω2 ). The tool we used is a fully programmable optical filter
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FIGURE 3.10: Simulations of the random wave propagation in the focusing NLS
system. Simulation parameters are close to the experimental: β2 = -20 ps2/km and
γ = 2.4 W−1km−1, average power P0 = 2.6 W and spectral width ∆ν = 0.1 THz.
(a) Spatio-temporal diagram. Green and orange lines correspond to 0 and 160 m
respectively. Orange line shows the distance at which the first localised structure
is appearing (-23 ps). (b) Power profile around the maximum of the first localised
structure and initial conditions at the same time. Colours are conserved. An
application of the Peregrine soliton formula is depicted with red lines. (c) The

same (as b) for the phase profile.

based on high resolution Liquid Crystal on Silicon technology (Waveshaper
1000S, Finisar) operating in the range 1527.4 nm to 1567.5 nm with 8 pm reso-
lution (central wavelength was set to be 1562 nm - which corresponds to one
of the maxima of the ASE spectrum). The output signal is amplified by an
Erbium-doped fibre amplifier (Keopsys) the photo-diode current was set to
3.462 A which gives the output power 39.2 dBm (8.3 W). Power which con-
tributes to the nonlinear length (LNL = 1

γP0
) is controlled before the injection

into the optical fiber with a λ/2 plate and a polarization beam splitter cube
(PBS). The ratio LD/LNL defines the dynamics of the partially-coherent light
in the nonlinear media in the 1-D NLS model. All the elements constituting
the light source are fiber connected. ASE and programmable optical filter are
connected directly with single mode PM fiber with FC/APC connector, filter
and amplifier with two similar optical fibers (amplifier’s input and output
are pigtailed) through APC-APC connector.

Injection and optical fiber. The output of the amplifier is pigtailed by a sin-
gle mode polarization maintaining fiber (PMF) with FC/APC connector (in
order to prevent any back-reflection). Injection into the long fiber was pro-
vided with two 3-axis micro-precision translation stages equipped with the
f=4.5 mm aspherical lenses. As it was explained before, λ/2 plate, PBS cube
and another λ/2 plate are installed between the translation stages to control
the injected signal’s power and it is polarisation. The polarization control is
important because the fiber we used as a nonlinear medium is also PM, hence
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the light must be injected along one of the fiber’s birefringent axes. Other-
wise, the experiment is no longer governed by 1-D NLS, but rather coupled
pair of NLS equations [21]. The fiber used as the nonlinear medium is 500 m-
long PMF Fibercore HB-1550T with dispersion parameter β2 ≈ −22 ps2km−1

(experimentally measured see the Fig. B.3 in Appendix B), the nonlinearity
coefficient estimated as γ = 2.4 W−1km−1 (measured relatively and proved
by numerical simulations. See Appendix B), numerical aperture 0.14 - 0.18
and Mode Field Diameter 7.0 - 9.2 µm. Light power and polarization trans-
mitted to the TM were regulated by another λ/2 plate and PBS cube. It is
collimated with another high precision translation stage equipped with a f =
11 mm aspherical lens.

In order to be able to increase the spectral width of the signal to 1 THz,
we have to move the center of the signal’s spectrum to 1561 nm. This value
doesn’t correspond exactly to the maximum of amplified spontaneous emis-
sion of the erbium amplifier, but close enough to minimize the noise. The CW
source is tunable with a good accuracy ± 6 pm and the central wavelength of
the continuous wave source was fixed 1561.37 nm (see the Fig. 2.26c).

3.2.1.3 Partially-coherent light measurements with the HTM

After passing all the calibration and tuning procedures described in de-
tails in Ch. 2, we are able to record the signal corresponding to the partially-
coherent wave dynamics with resolution ∼ 250 f s using the HTM and ∼
80 f s with the SEAHORSE. The window of measurements was chosen to be
40 ps. Some results shown in this section are published in [200].

Initial conditions. We start with the recording of the initial conditions: light
emitted by the ASE source, filtered and amplified. We already presented
some typical snapshots of the initial conditions used for the numerical spec-
trum reconstruction (see Fig. 2.29e-f). Figure 3.11a,b shows the power spec-
tral density plot of the random light at the input of the HTM and original ASE
spectrum (blue line). The Gaussian spectrum shaped with the programmable
optical filter had the widths 0.05, 0.1, 0.5, 0.7 THz. For the broad spec-
trum (0.7 THz) we can observe a sharp jump in power density around the
191.2 THz (see the log-scale plot Fig. 3.11b). This is the signature that we are
out of operating frequency range of the programmable filter. It was always
possible to shift the central frequency to some higher value, but I would like
to recall about the presence of interplay between operating range of the filter,
tunable CW source and spontaneous emission in the amplifier. Our criterion
was the lowest possible noise on the recorded signal. Since the interference
of the signal with the noise of the amplifier contributes the most, we kept the
central frequency of the signal at the value which is the closest possible to the
maximum power of the noise. However, this minor detail doesn’t affect the
accuracy of the experiment.

The snapshots of the ASE emitted signal recorded with HTM are depicted
in Fig. 3.12. As one can see the ASE signal contains random power oscilla-
tions. The characteristic duration of the structures is proportional to 1/∆ν,
where ∆ν is the spectral width of the ASE light. Indeed, the signal of smallest
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FIGURE 3.11: Experimentally measured spectra. (a) Original spectrum of ASE
light source (blue) and power spectral density of signals after filtering and ampli-
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�
�

-1π

0π

P
ha

se
(r

ad
)

-20 0 20
Time (ps)

0

2.5

P
/�<

P
>�

-1π

0π

-20 0 20
Time (ps)

0

2.5

0π

5π

-20 0 20
Time (ps)

0

5

-5π

0π

-20 0 20
Time (ps)

0

5

0.05 THz 0.1 THz 0.5 THz 0.7 THza b c d

FIGURE 3.12: Recording of ASE emitted signal with the HTM. (a-d) Demonstrate
the typical snapshots of the ASE signal and corresponding phase and power pro-
files. The spectral widths of the recorded signal were 0.05, 0.1, 0.5, 0.7 THz (de-

picted from left to right).



108 Chapter 3. Peregrine soliton as a prototype of rogue waves...

measured spectral width (0.05 THz) contains only one structure, 0.1 THz sig-
nal contains three, 0.5 THz - around nine, 0.7 THz - more than twelve. The
phase profiles contain several π-phase jumps in the moments when power
tends to zero. It is also important to underline that very often the phase is
quasilinear inside a given structure (see Fig. 3.12 a and b (the structure in the
middle of the frame)).

Nonlinear dynamics of partially-coherent 10 can be determined by the ra-
tio of the typical initial condition duration and the duration of the funda-
mental soliton

√
β2/γP0. Therefore, we have to investigate a wide range of

parameters in order to observe all variety of possible scenarios. Indeed, in
order to choose the most illustrative range of parameters we recorded all the
combination of signals at the output of 400 m PM fibers with spectral width
0.05, 0.1, 0.5, 0.7 THz and average powers 0.5, 1, 2.6, 4 W. Here we will
present only some of them.

Role of the average power. Let’s fix the spectral width to the value 0.1 THz
and change only the average power. Experimentally the power was con-
trolled by combination of λ/2 plate and PBS cube. Figure 3.13 shows how
the spectral width changes at the output of the PM fiber. We observe a sig-
nificant spectral broadening that increases with the power. Observed spectra
are the result of the interplay between two effects: non-resonant four-wave
mixing and group velocity dispersion [125, 233]. This effect in the zero dis-
persion limit 11 was described by J. Manassah [122]. Also, due to the initial
asymmetry and Raman effect, the spectrum evolves in slightly asymmetric
was. This is remarkably visible in the log-scale plot (Fig. 3.13b).

Tovbis-Bertola scenario. In order to observe the scenario of regularisation of
the gradient catastrophe discussed in the beginning of this chapter, we have
to choose the range of parameters in the way that the first step of formation
of the local Peregrine soliton will be likely at the output of the fiber. For
the 400 m fiber we set the spectral width to 0.05 THz and average power to
0.5 W. Looking at the initial stage of the nonlinear dynamics we are able
to distinguish the evolution of each coherent structure separately, before the
moment when they start to interact.

Another criterion is that the typical size of the initial structures has to
be larger than the size of fundamental soliton

√
|β2|/γP0. This will move

us closer to the semi-classical limit considered by A. Tovbis and M. Bertola.

Indeed, the coefficient ε =
√

LNL/LD =
√
|β2|/γP0T2

0 has to be as small
as possible (in the theorem it tends to zero). T0 is proportional to 1/∆ν (the
spectral width). ε decreases with power as 1/

√
P0 and with spectral width

as ∆ν. Therefore, it is much more efficient to decrease the spectral width.

10Due to the spontaneous emission, phases of distinct Fourier components are uncorre-
lated, therefore according to the Central limit theorem this leads to the Gaussian statistics of
the real and imaginary part of the signal [232].

11Here, it is important to distinguish dispersionless and zero dispersion limits. The first
limit was used in the beginning of the chapter when we neglected the quantum pressure
term in the expanded system of equations 3.4 and 3.5, while the second simply implies that
the dispersion term in the NLS equation is set to zero.
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FIGURE 3.13: Experimentally measured spectra of the partially-coherent signal
having the initial width 0.1 THz after propagation in the 400 m PM fiber. (a)
Spectra of the output signal with different average powers (0.5, 1, 2.6 and 4 W)

(b) same as in a, in log-scale.

Thus, we have chosen initial parameters of the partially-coherent light as
follows: 0.05 THz - spectral width and 0.5 W of average power. Snapshots
recorded at the output of the 400 m PM fiber are depicted in Fig. 3.14. Here
we can clearly observe the process of regularisation of the gradient catastro-
phe. Snapshot are ordered from left to right according to the stages observed
previously in Fig. 3.9.

I would like to stress that here we did not reconstruct the dynamics of
certain initial hump 12 like it is done in Fig. 3.9. Here, we are able to observe
such pictures because of the presence of similar initial humps with slightly
different peak powers, so the gradient catastrophe happens at different posi-
tions.

3.2.1.4 Comparison with the numerical simulations

An important step of recording is the comparison with the numerical sim-
ulations. In one of the following sections (Sec. 3.2.1.7) we will provide a sta-
tistical analysis of the experimentally recorded incoherent light and compare
it with numerics. Here, I would like to demonstrate similarities in the local
dynamics and shapes of coherent structures which emerge during the non-
linear propagation. In order to provide the comparison we have chosen the

12We will provide the full dynamics reconstruction using the Nonlinear Digital Hologra-
phy in one of the next sections (Sec. 3.2.1.6)
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FIGURE 3.14: Observation of the different stages of formation of the localized
Peregrine soliton with HTM. Initial partially-coherent light has 0.05 THz spectral
width and 0.5 W average power. Snapshots are recorded at the output of the

400 m PM fiber.

most illustrative initial parameters of the signal: 0.1 THz of spectra width
and 2.6 W average power. Looking through thousands of recorded snap-
shots, we extracted four of the most interesting.

Chosen snapshots depicted in Fig. 3.15b-e. The reconstructed phase and
power profiles are plotted below with blue and red lines respectively. Snap-
shots b and c were chosen because of the complex structures that contain
multiple (3 in b and 4 in c) connected peaks. They resemble stages of mul-
tisoliton initial conditions evolution. Also, snapshots b and c are interest-
ing because of the opposite phase profile curvature. The snapshot d has the
maximum peak power among all snapshots from the analysed set. The peak
power is ∼40 times greater than the average power of the injected light, i.e.
more than 100 W. I would like to attract the attention of reader to the phase
of this high amplitude coherent structure. The phase is linear with a visi-
ble inclination. According to the phase calibration curve (see Fig. 2.26) this
means that there is a frequency downshift. It is known that for high am-
plitude pulses propagating in optical fiber the intrapulse stimulated Raman
scattering effect can lead to the frequency downshift [21, 234]. Finally, the
snapshot e shows a Peregrine soliton-like structure similar to one obtained
from deterministic initial conditions (Sec. 3.1.2). It has all the signatures of
the Peregrine soliton which emerges as a regularization of the gradient catas-
trophe, including the π-phase jump.

The numerical simulations of the partially-coherent light propagation in
the optical fiber are provided in the way described at the beginning of the sec-
tion (Sec. 3.2.1.1). We used the NLS equation in the form 3.1 with experimen-
tally estimated fiber parameters (Sec. 3.2.1.2, Appendix B): β2 = -22 ps2/km
and γ = 2.4 W−1km−1. Phase and power profiles found in numerical sim-
ulations are depicted in Fig. 3.15f-i. As reader can see we managed to find
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FIGURE 3.15: Nonlinear random waves measured with the HTM setup. (a)
Scheme of experiment. Partially-coherent light filtered and amplified is injected
into the PM fiber and detected with the HTM. (b-e) Snapshots of the random
waves recorded with the HTM, recovered phase (blue) and amplitude (red) pro-
files. (f-i) Corresponding numerical simulations demonstrating the same power

and phase profiles.

the exact analogue of coherent structures measured with HTM including the
temporal width and particular phase behaviour. However, the absence of
the Raman scattering term in the propagation equitation doesn’t allow us to
find the analogue of Fig. 3.15d in numerical simulations. Nevertheless, we
present the numerical simulation where potentially similar structures can be
observed. The same initial conditions as in Fig. 3.15h numerically propa-
gated with Raman scattering term can be found in Appendix D.

3.2.1.5 Partially-coherent light measurements with the SEAHORSE

In the previous section, we demonstrated that HTM is the appropriate
tool for the measurements of nonlinear dispersive waves in optical fibers.
Temporal resolution of the HTM (250 f s) is smaller than the typical width of
the measured structures. This means that it is also possible to provide the
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same kind of measurements using the SEAHORSE setup, which provides
even higher resolution (80 f s) and is free of the signal’s aberrations.

Figure 3.16 shows the partially random wave recorded with the SEA-
HORSE. In order to provide the comparison we used exactly the same experi-
mental parameters: 400 m PM fiber with β2 = -22 ps2/km and γ = 2.4 W−1km−1,
ASE emitted light with 0.1 THz spectral width and 2.6 W average power.
The first row in Fig. 3.16 shows the ’temporal holograms’ of random waves
recorded with the SEAHORSE setup. The second and third rows show the
extracted phase and amplitude profiles. However, on this stage, it is just a
’blurred’ replica of the signal. Further, we numerically adjust the ’focus’ of
the Time Microscope and obtain the real image of the random waves (de-
picted in the fourth and fifth rows of the Fig. 3.16). We used the value of
the second-order dispersion that corresponds to the one found numerically
reconstructing a single pulse as well as estimations with the compressor pa-
rameters (see formula 2.16). This value was -0.21 ps2. Division by the aver-
aged envelope was provided after the tuning of the digital ’focus’. Thus, the
third row is shown without division by the envelope, while the fifth with.

I would like to highlight the fact that we managed to find again exactly
the same set of structures as ones shown in Fig. 3.15. Indeed, pictures a and
b in the Fig. 3.16 contain the similar multipeak structures as ones depicted
in Fig. 3.15b,c,f,g with remarkable resemblance in the phase and power pro-
files. Fig. 3.16c shows the high-amplitude structure affected by the stimu-
lated Raman scattering (similar to Fig. 3.15d). The peak power is again 40
times greater than average. As in the previous case the structure like one de-
picted in the Fig. 3.16c (or 3.15d) is one over the whole set of 50,000 frames,
so the experiment is still very well described by pure 1-D NLS equation. The
last ’temporal hologram’ show the structure similar to the local Peregrine
soliton.

The change of the profiles before and after the adjustment of the digital
’focus’ seems to be not significant. The reason for this is the narrow spectral
width. However, I would like to point out that after the adjustment some
very important properties are taking their place. First of all, we immediately
see the linear inclined phase for the high-amplitude structure Fig. 3.16c and
the right asymmetry in the power profile. Indeed, the intrapulse stimulated
Raman scattering affected pulses has a well-defined asymmetry [235]. Sec-
ond, it is the Peregrine soliton signature. The π-phase jump became sharp
with the well-recognized shape. The ’wings’ part the coherent structure pro-
file touch zero level in the power profile.

Thereby the SEAHORSE technique can be fully used for the ultrafast par-
tially coherent light recording.

3.2.1.6 Nonlinear Digital Holography

Precise measurements of the power and phase give a unique possibility to
reconstruct the light dynamics in the optical fiber. Indeed, we can integrate
directly the 1-D NLS equation knowing all necessary parameters (dispersion
coefficient β2, nonlinear coefficient γ). We will call this approach ’Nonlinear
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FIGURE 3.16: Partially-coherent light measurement with the SEAHORSE tech-
nique. The partially-coherent light after propagation in 400 m PM fiber having
the same initial conditions as one depicted in the Fig. 3.15. The first row: ’tem-
poral holograms’ of random waves, recorded using the SEAHORSE. The second
and third rows: extracted phase and intensity profiles without postprocessing.
The power unit is here the number of electrons detected by sCMOS sensor. The
fourth and fifth rows: numerically retrieved phase and intensity profiles by using

the digital holography algorithm.
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Digital Holography’. First, this technique was shown for the reconstruction
of an optical path for a short chirped pulse propagated in optical fiber [236]
and later for 2-D laser beam evolution in photorefractive crystals in defo-
cusing and focusing cases [237, 238]. These experiments were provided for
deterministic signals and, therefore, the phase and intensity can be recon-
structed by simple FROG setup 13 (for the single pulse) or a homodyne de-
tection scheme (for the 2-D paten reconstruction). As it was mentioned by
authors in [236]:

"It must be stressed that the reverse propagation method is not
limited to near-soliton conditions but can be applied to any fiber
in both dispersion regimes."

Indeed, using this approach we can reconstruct the full spatio-temporal dy-
namics of partially-coherent light during its nonlinear propagation in the op-
tical fiber. In order to do this, we have to use some more advanced measure-
ment techniques like HTM or SEAHORSE.

Reconstruction of the spatio-temporal focusing dynamics in optical fiber
requires a wide window of measurements. The needed size of the window
increase with the considered propagation distance. It is directly related to
the presence of interactions between neighbour humps in the random signal.
We would like to provide the Nonlinear Digital Holography for stage where
it is possible to separate the dynamics of neighbour structures one from an-
other. Another important factor for the reconstruction of the initial condition
from measured signal at the output of a fiber is that estimated initial hump
has to be much smaller than the window of measurement. In order to sat-
isfy all these criteria, we made a decision to provide the Nonlinear Digital
Holography for the 0.1 THz spectral width and 2.6 W of average power sig-
nal measured at the output of 100 m PM fiber.

Results are presented in Fig. 3.17. First of all, we provide the reconstruc-
tion of the light dynamics (pictures a-b) measured at the output of the 100 m
fiber (pictures c-d). We will numerically propagate measured light back to-
wards the input (pictures e-f) and forth to the double of real distance (200 m).
As reader can notice we have chosen the structure similar to the local Pere-
grine soliton for the Nonlinear Digital Holography. Indeed, for the taken
initial conditions the majority of the recorded frames contain the similar im-
ages. As an evidence, we provide here the comparison with the analytical
formula of the Peregrine soliton without any parameter adjustment (black
dashed line in Fig. 3.17c,d in the way similar to the one used for the Fig. 3.10.
The spatio-temporal diagram shows the typical evolution of a single initial
hump before the interaction with neighbours, the picture is similar to the
one depicted in Fig. 3.10. We observe the hump self-compression which in-
evitably leads to the gradient catastrophe and hence to its regularisation ac-
companying emergence of the Peregrine soliton. At the next step we clearly
see the double-peak coherent structure which can be seen as the first step of
development of the cone (like one depicted in Fig. 3.4a). However, the value
of ε approximately 0.2. So we can see only the first steps of this dynamics.

13For the discussion of the FROG technique see Sec. 2.1.
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FIGURE 3.17: Nonlinear Digital Holography. Spatio-temporal diagram recon-
struction using the experimentally recorded data with the HTM at the output of

the 100 m PM fiber (a-f) and at the input (g-l).
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At the next step, we provide the Nonlinear Digital Holography starting
from the recorded initial conditions (Fig. 3.17g-l). We have chosen the frame
which contains a hump (pictures k-l) similar to the numerically reconstructed
one (e-f). The Nonlinear Digital Holography provides spatio-temporal dia-
gram similar the one plotted above. Indeed, one can recognise all the stages
of the formation of the local Peregrine soliton towards to the double-peak
structure.

3.2.1.7 Comparison of statistical parameters

One of the rigorous ways to justify our measurements is to provide a sta-
tistical analysis of the recorded data and compare results with the numerical
simulations. A close verification was shown before in Sec. 2.3.4, where we
reconstructed the power spectral density. However, the phase adjustment
for the for the SEAHORSE recorded ’temporal holograms’ doesn’t affect the
shape of the power spectral density. It is also important to show that our
experiment is governed by 1-D NLS equation.

How it was mentioned in the introduction 1.3.1 a remarkable characteris-
tic of the partially-coherent light propagated in the optical fiber is the ’heavy’
tailed probability density function (PDF) [53]. We can employ this fact and
compute the PDF of the data recorded with the HTM, SEAHORSE and com-
puted numerically for the same initial parameters. The PDF is a unique sig-
nature which will reveal possible mistakes in data reconstruction and param-
eters estimation.

We’ve chosen one set of parameters for the initial conditions: ASE emitted
light with 0.1 THz spectral width and 2.6 W average power propagated in
400 m PM fiber with β2 = -22 ps2/km and γ = 2.4 W−1km−1.

The result of the comparison is plotted in Fig. 3.18. PDF computed using
the HTM recorded data shown by green, with the SEAHORSE by red and
with numerical simulations by blue. PDFs are indeed ’heavy’ tail in compar-
ison with an exponent (black line). As reader can see, all three lines coincide
with remarkable accuracy. Thereby, presented above results can be consid-
ered as reliable.

3.2.2 Connection between local dynamics and statistics in fo-
cusing NLS

The Peregrine soliton-like structures very often can be found at the first
steps of nonlinear dispersive propagation of the partially-coherent light in
the optical fiber. It is related to the fact that partially-coherent initial con-
ditions can be often considered as a set of independent humps governed
by focusing dynamics 14 at the beginning of nonlinear propagation. Focus-
ing dynamics of a hump inevitably leads to the gradient catastrophe and its

14In the defocusing case, this approach is not valid because the interaction between the
humps happens shortly after the beginning of propagation. In the next chapter, it will be
shown that this interaction is a one of the main driving mechanism of the defocusing inte-
grable turbulence.
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FIGURE 3.18: Comparison of the probability density function computed for the
partially-coherent light of 0.1 THz spectral width and 2.6 W average power.

regularisation. There are statistically more probable parameters like peak
power and duration of the hump (and therefore value ε) that can be found in
the initial conditions. Indeed, the peak power distribution for the partially-
coherent initial conditions follows the Rayleigh function, hence there is a
well defined most probable peak power P0. Also, as reader could see in
the Fig. 3.12 there is a typical duration T0 proportional to 1/∆ν (the spec-
tral width). Therefore, probability density function of finding certain value

of ε =
√

LNL/LD =
√
|β2|/γP0T2

0 has a well defined maximum.
The theory developed by Dubrovin, Grava and Klein [123] and later by

Tovbis and Bertola [124] predicts that the position of the gradient catastrophe
depends on the value of ε. More explicitly, it gives the estimate:

ξPS = ξc + Cε4/5 (3.9)

where ξPS is the point of Peregrine soliton formation, ξc = 1/2 position of
the gradient catastrophe, C = 0.955262458... is a universal constant.

Hence, the statistical distribution of the positions of the emergence of the
Peregrine soliton-like structure from different hump of the partially-coherent
initial conditions can be predicted knowing the distribution of ε. The rigorous
mathematical theory is developed for the semi-classical limit of NLS, how-
ever, as it was shown in the Sec. 3.1.2 we observe the described dynamics for
the values of ε ∼ 0.5. Thereby, we can make the following statement:

Presence of the gradient catastrophe regularisation as a dominating mech-
anism in the system evolution implies the existence the statistically most
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probable position of the emergence of the local Peregrine soliton-like struc-
tures.

This conjecture can shed some light to the famous problem of the Rogue
Wave description in the NLS framework. Indeed, the conjecture that the
Peregrine soliton is a suitable candidate to the role of the Rogue wave is
widely discussed in the community [56, 61, 100, 239, 240]. Indeed, the Pere-
grine soliton perfectly fits the famous description of the Rogue Waves: ’waves
that appear from nowhere and disappear without a trace’ [239]. However, be-
fore the Tovbis-Bertola theorem, Peregrine soliton was observed at the non-
linear stage of a noise-driven modulation instability of the continuous wave
(or condensate). While in the case of partially-coherent initial conditions, gra-
dient catastrophe dominates the modulation instability for the wide range of
parameters. Here, we will not consider the competition between these two
mechanisms, taking into account only the cases when gradient catastrophe
dominates.

We start the demonstration of the stated conjecture by highlighting a re-
markable fact. Kurtosis evolution of the partially-coherent wave propagated
in the media governed by focusing 1-D NLS has a local maxima, which is not
present in defocusing case [125, 241]. Kurtosis is the fourth order moment of
the probability density function defined as follows:

K4[X] = E

[(
X− µ

σ

)4
]
=

µ4

σ4 =
E[(X− µ)4]

(E[(X− µ)2])2

Where µ4 is the fourth central moment and σ is the standard deviation, E[...]
is the expected value.

However, in experimental science it very common to use its modified ver-
sion [59]:

M4[X] =
E[(X)4]

(E[(X)2])2

This redefinition is related to the problems of reconstruction of the complex
envelope for calculation of the expected value µ, but it well suitable for the
description of the PDF. Further, we will refer to the M4 as kurtosis.

Kurtosis is widely used as a measure of how ’heavy-tailed’ is the PDF.
Indeed, for the partially-coherent initial conditions having Gaussian distri-
bution the kurtosis of |Ψ| the equals to 2. Then after the nonlinear propa-
gation, the PDF becomes ’heavy-tailed’ and the value of kurtosis increases.
It reaches a local maximum and then decreases until a certain value which
corresponds to the stationary state. Saying in other words: there is a certain
propagation distance at which the probability density function is the most ’heavy-
tailed’ and, therefore, the probability to find a high-amplitude structure is the high-
est. Thus, understanding of the origin of the kurtosis local maxima can give a
clue about the origin of the Rouge Waves in the integrable turbulence in the
framework of the focusing 1-D NLS equation.

The fact of the presence of the position with the highest probability of
emergence of the high-amplitude wave is in a good agreement with the stated
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conjecture. In order to verify possible relation between these two facts, we
will provide two numerical experiments.

3.2.2.1 Numerical estimation of ε distribution

In order to estimate the distribution of ε (hence the distribution of the
local Peregrine soliton-like structure appearance position) we create a set of
partially-coherent initial conditions using the random phase approach (see
Sec. 3.2.1.1). We create in the Fourier domain the Gaussian spectrum of cer-
tain FWHM and add the uniformly distributed [-π, π ] random phase to each
component. In the real domain, we obtain a periodical signal similar to one
depicted in Fig 3.19(blue line). For the study, we created three sets of 100
realisations each. The sets correspond to the real experimental parameters:
0.05, 0.1 and 0.2 THz spectral widths with 2.6 W of average power. In order
to pass from the Eq. 3.2 for which all the analytical results are obtained to the
Eq. 3.1 the appropriate change of variables is required. Particularly for the

distance: z = ξ
√

LDLNL = ξ
√

T2
0 /(P0γβ2)

In order to compute the ε distribution, first of all, an algorithm searches
for all local maxima in the power profile by detecting the change of sign of
the derivative. Next, it selects the peaks of the amplitude above a threshold
(green line in Fig. 3.19). Parameters of the threshold are chosen empirically.
For the threshold, we took the value 2.5 times the average power. This cor-
responds to the value of ε less than 0.3 for all considered parameters. It is
done to separate the contribution of the high-amplitude peaks from small-
amplitude peaks. Also, it is important to find the multi-peak structures, be-
cause their contribution (at the first stages) will be similar to the single-peak
ones. In order to distinguish them, we have chosen a minimum duration be-
tween peaks in the way that all peaks within this interval are considered as
one having the maximum amplitude found among them. In the presented
case the threshold was 10 ps. For example, the chosen the peaks are depicted
in Fig. 3.19 by magenta dots 15. Then, the algorithm computes the FWHM
for each of the chosen structures. The left and right sides of each chosen
structure at the level of FWHM are shown by red and green dots in Fig. 3.19.

Finally, algorithm estimates the ε and computes the position at which the
Peregrine soliton-like structure will appear as a regularisation of the gradient
catastrophe (see Eq. 3.9) for each structure separately.

3.2.2.2 Calculation of the fourth moment of the PDF

Computation of the fourth order moment of a probability density func-
tion is rather straightforward. First, we take the initial conditions produced
for the calculation of the ε distribution and run Monte Carlo simulations (see
Sec. 3.2.1.1). We numerically propagate the partially-coherent initial condi-
tions to the 1 km distance. The parameters of the fiber are taken as usual:

15In order to avoid the application of the artificial thresholds, criteria related to the am-
plitude at the maximum compression point has to be found. This will be made in further
investigations.
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FIGURE 3.19: Example of the initial conditions processing. 500 ps -long window
of 0.05 THz spectral width and 2.6 W power. (Blue line) is the power profile
of the partially-coherent wave. (Magenta dots) are detected maxima above the
threshold (green dashed line). (Red and green stars) show the left and ring side

of the structure at the level of FWHM.

β2 = -22 ps2/km and γ = 2.4 W−1km−1. The dynamics is resolved with 100
points in z and 5,000 points in t. For each of 101 outputs we compute the M4
and average over the whole set of 100 initial conditions. As it was mentioned
above, we provided the numerical experiment for the three different initial
conditions 0.05, 0.1 and 0.2 THz having 2.6 W average power.

3.2.2.3 Results of comparison

Here we investigate correlations between the maximum compression point
of the Peregrine soliton-like structures and the kurtosis at the different prop-
agation distances. We provided the comparison for the different sets of data:
0.05 THz (Fig. 3.20), 0.1 THz (Fig. 3.21) and 0.2 THz (Fig. 3.22). The average
power of the initial conditions was the same 2.6 W. We use the twin-axes
for the most spectacular illustration. First (blue) axis represent the depen-
dence of the kurtosis M4 of |Ψ| on the propagation distance in km. The sec-
ond (red) axis shows the dependence of the Peregrine soliton-like structures
maximum compression point probability density on the same propagation
distance. Axes are scaled in order to superimpose the two data.

As reader can see, in all the three cases (Fig. 3.20, 3.21, 3.22) the maximum
of the kurtosis coincides with the maximum of the compression point proba-
bility density with a good accuracy. Moreover, the width of the maximum of
the compression distribution coincides with the width of the ’overshoot’ of
the kurtosis as well. This tendency becomes more pronounced with increas-
ing spectral width. This can be connected to the increasing number of taken
into the account peaks inside the window of the fixed width (500 ps).

Therefore, we can conclude that the mechanism of the gradient catastro-
phe regularisation through the formation of the Peregrine soliton-like struc-
tures can play a crucial role in the formation of the high-amplitude structures
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FIGURE 3.20: Comparison of the Peregrine-soliton-like structure maximum com-
pression point distribution and the M4 moment at different propagation dis-

tances. Partially-coherent initial conditions 0.05 THz and 2.6 W.

in the integrable turbulence of the focusing 1-D NLS equation. This mecha-
nism leads to the statistically probable appearance of the Peregrine soliton-
like structure at a certain distance of propagation. This process can be con-
sidered as a possible explanation of the Rogue Wave formation problem, of
course only at the leading order. For example, the Tovbis-Bertola scenario
could be well-recognised on the spatio-temporal diagrams recorded in a wa-
ter tank (see [242], even for artificially created initial conditions). However,
applicability of this approach to the non-integrable system has to be thought-
fully analysed which is far beyond the scope of this manuscript.

3.3 IST analysis of the experimentally measured
PS emerged from the integrable turbulence

In this section, we will explicitly define the term Peregrine soliton-like
structure employing the inverse scattering transform (IST) approach 16. More
precisely, we characterise the coherent structures by its Zakharov-Shabat (ZS)
spectrum on the so-called λ plane obtained in the framework of the finite
gap theory. Also, we will show the difference between global and local ap-
proaches to reconstruction of the IST spectra. Finally, we will provide the
identification of the structures recorded experimentally with the HTM.

16Technically, we will use only the direct scattering part of the IST procedure, however we
will refer to the obtained portraits as IST or Zakharov-Shabat spectra.
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FIGURE 3.21: Comparison of the Peregrine-soliton-like structure maximum com-
pression point distribution and the M4 moment at different propagation dis-

tances. Partially-coherent initial conditions 0.1 THz and 2.6 W.
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FIGURE 3.22: Comparison of the Peregrine-soliton-like structure maximum com-
pression point distribution and the M4 moment at different propagation dis-

tances. Partially-coherent initial conditions 0.2 THz and 2.6 W.
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3.3.1 Fourier collocation method

The introduction to IST and integrability of the 1-D NLS equation is given
in Sec. 1.2.4. As it is known for certain initial condition the ZS spectrum can
be obtained analytically. For example, Satsuma and Yajima explicitly solved
the ZS problem for solitonic initial conditions [243]. However, ZS spectrum
can be found explicitly just for some of the deterministic initial condition. For
other cases, numerical methods can be employed.

Here we will consider the focusing NLS equation in the form widely used
in applied mathematics community:

i
∂u
∂t

+
∂2u
∂x2 + 2|u|2u = 0 (3.10)

It can be obtained from the Eq. 3.1 by the following change of variables:

u = A/
√

P0; t = z/2LNL = zP0γ/2; x = t/T0 = t/
√

β2/γP0

where P0 is a typical power.
We can define a so-called Lax pair for the fNLS found by Zakharov and

Shabat [18]. We repeat here result presented in the introduction 1.2.4.

Yx =

[−iξ u
−u∗ iξ

]
Y (3.11)

Yt =

[−i2ξ2 + i|u|2 iux + 2ξu
iu∗x − 2ξu∗ i2ξ2 − i|u|2

]
Y (3.12)

where ξ is the spectral parameter and Y is a vector or matrix function. The
equation 3.10 is a compatibility condition for the equations 3.12 and 3.11
(guaranties the equality of Ytx and Yxt).

Equation 3.11 can be inverted to show the spectral problem in more ex-
plicit way: [−∂x u

u∗ ∂x

]
Y = iξY (3.13)

The approach we employ for the computation of the ZS spectrum is called
Fourier collocation method [244]. The idea of this method is to turn the ZS
problem Eq. 3.13 into the matrix eigenvalue problem by expanding the eigen-
function Y and potential function (field complex envelope) u into the Fourier
series:

Y =

[
y1(x)
y2(x)

]
=

[
∑N

x=−N a1,neink0x

∑N
x=−N a2,neink0x

]
u(o, x) =

N

∑
x=−N

cneink0x

where k0 is 2π/Ł, L is the length of the considered interval x ∈ [L/2, L/2].
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Hence, the term ∂x can be expressed in the Fourier space asB1 = ik0diag(−N,−N +
1, ..., N) and multiplication by u(x,0) is replaced by the convolution matrix:

B2 =



c0 c−1 · · · c−N

c1 c0 c−1
. . . . . .

... c1 c0
. . . . . . . . .

cN
... . . . . . . . . . . . . c−N

cN
. . . . . . . . . . . . ...
. . . . . . . . . . . . c−1

cN · · · c1 c0


Thereby, we can we can rewrite the equation 3.13 in the Fourier domain

form:

M
[

A1
A2

]
=

[−B1 B2
B†

2 B1

] [
A1
A2

]
= iξ

[
A1
A2

]
(3.14)

here Ai = (ai,−N, ai,−N+1, .., ai,N)
T

The last step is to solve the eigenvalue problem for the matrix −iM. We
used a standard routine integrated into the SciPy package of Python.

There are different methods of computation of the ZS spectrum [19, 245],
but they will be not considered in this manuscript.

3.3.2 Global and local approaches to the IST

Recently, a study of the RW phenomena was provided employing the
global IST (ZS) spectra computation [120, 121] over a large size box. Starting
with a perturbed plane wave (condensate), authors, by increasing the am-
plitude of perturbation, ended up with random wave close to the partially-
coherent one. Thereby, they managed to shed some light to the problem of
visible change of dynamics passing from one type of initial condition to an-
other. One of the major conclusions of these works is that the solitons which
form the initial conditions have much less velocity in the case of condensate.
However, no information about local features can be extracted from the global
IST spectra.

However, the IST approach is widely considered as a tool for identifi-
cation and classifiaction of the RW [19]. It is shown in [119] that local IST
analysis can be successfully used in order to identify coherent structures that
emerge at the transient stage of the nonlinear dispersive waves propagation.
The local approach requires treatment of the IST data in the framework of
the finite-gap theory (periodic IST) [19]. The local IST analysis has a poten-
tial to reveal the nature of the RW. It is possible to estimate the proximity of
RW under investigation to a certain exact solution of NLS by its local the ZS
spectrum [219]. Therefore, it can help to better understanding the underlying
mechanism of formation of the RW.

https://docs.scipy.org/doc/scipy/reference/generated/scipy.linalg.eigvals.html#scipy.linalg.eigvals
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3.3.2.1 Global IST with zero boundary conditions

Here we will demonstrate the global IST pictures of the purely solitonic
and purely solitonless initial condition. For the integration of the focusing
NLS equation we use the approach explained in Sec. 3.1.1 to obtain similar
spatio-temporal diagrams and Fourier collocation method to compute IST
spectra.

We start with a simple two-soliton solution of NLS u = Nsech(x) with
N = 2 and its purely solitonless counterpart u = Nsech(x)exp(−iNµ log(cosh(x)))
with N = 2 and µ ≥ 2. Corresponding spatio-temporal diagram is depicted
in the in Fig. 3.23(solitonics - top, solitonless - bottom, simulations are done
using the normalization of Eq. 3.2). As reader can see both of the consid-
ered initial conditions pass through the stage when the high-amplitude wave
emerges. Let’s now look at the IST portrait of these two potentials (Fig. 3.24).
We see the expected two discrete points if the case of two-soliton potential
(green) and no discrete points in the case of solitonless (red). I would like
to point out that the global IST spectrum does not change during the propaga-
tion. Therefore, in the case of solitonless potential there is no signature in the
global IST spectrum that the high-amplitude structure will appear.

It is even more visible in the case of ten solitons. We prepare the similar
purely solitonic and solitonless potential, but close to the conditions Tovbis-
Bertola theorem. The corresponding spatio-temporal diagram is shown in
Fig. 3.25. We see that in the case of solitonless initial conditions the coherent
structure which emerges is 20 times larger that the initial hump (Fig. 3.25(bottom-
right)). However the IST portrait doesn’t represent the fact that there is a well
seen gradient catastrophe in the system which is regularised by the Peregrine
soliton-like structure.

3.3.2.2 Interpretation of the Finite-gap spectrum

In the previous section we demonstrated that global IST spectral portraits
do not reveal the transient local dynamic including the appearance of the
high-amplitude structures. Indeed, the fact that the completely solitonless
initial condition (which does not have any discrete point in the ZS spectrum)
experiences the gradient catastrophe and, therefore, its regularisation with
a Peregrine soliton-like structure, is the direct demonstration that another
strategy has to be chosen for the nonlinear spectral analysis.

It was recently shown, that the local IST analysis in a window around the
structure under investigation can be used for its identification [119]. How-
ever, the local analysis implies that the function will be truncated, thus zero
boundary approach is no longer valid. At this point we enter the domain
which called finite-gap theory. This theory works with periodical of quasi-
periodical solutions of the NLS. The structure under consideration has to be
truncated at the certain position and periodized. Peroidization populates
bands of a finite width in the IST spectrum. More detailed explanation of the
effect of periodization can be found in Sec. 3.3.2.4. The complex solutions are
represented by several bands (like shown in Fig. 3.27 ). Number of bands,
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FIGURE 3.23: Spatio-temporal diagram of two-soliton u = 2sech(x) (top) and
solitonless u = 2sech(x)exp(−i2µ log(cosh(x))) with µ = 2 solutions of NLS.
(Right) The cross-section of the spatio-temporal diagram for the power and phase.
(green) initial conditions, (orange) maximum compression point. Simulations are

presented using the normalization of Eq. 3.2.



3.3. IST analysis of the experimentally measured PS emerged from the
integrable turbulence 127

−4 −2 0 2 4

−1.00

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00
Number of Solitons: 2

FIGURE 3.24: ZS spectra of the two-soliton (green) and corresponding solitonless
(red) potentials. The vertical axis corresponds to the imaginary part of ξ, while

horizontal to its real part.

its position and size are important parameters for the structures identifica-
tion. In the framework of the finite-gap theory number of bands is connected
with the genus of Riemann Theta functions. The genus of the certain solution
can be found as g = N − 1, where N is the number of bands. Therefore, of
the plane wave the genus is 0 , for soliton is 1 , for the Akhmediev breather,
Kuzntsov-Ma and Peregrine solitons the genus is 2. Thereby, we can classify
the coherent structures according to their genus.

Physical interpretation of the periodic IST spectrum according to A. Os-
born [19] can be summarised as follows:

• Single band consists of two points connected by a spine.

• If the band crosses the real axis it is considered as stable stokes modes.
For example, in the case of almost linear initial condition, IST portrait
will contain only stable bands. Each band will simply represent the
conventional Fourier mode. Similar picture of stable bands is shown in
the Fig. 3.27 (left). By the blue line we depicted the band correspond-
ing to the central Fourier mode, therefore, carrying wave (or finite-
background).

• According to A. Osborne, the band which doesn’t cross the real axis
considered as unstable (see Fig. 3.27 (left)). Unstable bands often can be
a signature of the presents of the high-amplitude event in the transient
regime. For example, IST spectrum of the Peregrine soliton turns to
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FIGURE 3.26: ZS spectra of the two-soliton (green) and corresponding solitonless
(red) potentials. The vertical axis corresponds to the imaginary part of ξ, while

horizontal to its real part.

the three bands shown in Fig. 3.27 (right). The is consistent with our
statement about the genus of the solution.

• The position of the band along the imaginary axis represents the max-
imum amplitude which can be found eventually during the nonlinear
propagation. Thus, maximum possible amplitude of the KM soliton in
general is higher than PS which is in its turn higher than amplitude of
AB with the same background level.

• The position of the band along the real axis corresponds to the velocity
of the nonlinear structure in the x-t plane. Therefore, the coherent struc-
ture behind the spectrum depicted in Fig. 3.27 (left) will have non-zero
velocity, in contrast to the Peregrine soliton which has bands along the
imaginary axis.

3.3.2.3 Role of the window size

There are several parameters crucial for the correct numerical computa-
tion of the IST spectrum [219]. First of all we have to choose the correct
window. The choice of the window is rather an empirical procedure. The
correct window has to capture the structure under investigation itself as well
as its close neighbourhood. This is illustrated in Fig. 3.28. The figure shows
IST portraits of the Peregrine soliton truncated at the different positions ([-
2,2]-blue dots, [-5,5]-green stars, [-10,10]-red crosses). As one can see, in the
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FIGURE 3.27: Artificially created IST spectra of the a complex solution of NLS
(left) and the Peregrine soliton (right).

case of the Peregrine soliton, the choice of optimal window is straightfor-
ward. The considered solution of the NLS has a finite background which
is well represented in the IST spectrum by the stable band crossing the real
(horizontal) axis at the zero point. The background level is 1, so the band
is disposed from −i to i Therefore, the chosen window has to cut the soli-
ton at the point where it has amplitude value close to the background level.
Therefore, when the window doesn’t contain the correct information about
background level, the IST portrait becomes significantly distorted. Indeed,
as one can see, the unstable band which corresponds to the window [-2,2]
has a visible curvature and crosses the real axis lower than others. Reader
could also noticed that larger windows lead to smaller bands.

It is also known that change of the sampling rate doesn’t change the IST
spectrum until certain point. In this sense, it is similar to the Fourier spec-
trum and conditions of Kotelnikov-Shannon theorem.

3.3.2.4 Role periodization in the local IST

The number of periodizations of the truncated function is one of the key
parameters of the numerical IST spectra computing in the framework of the
finite-gap theory with the Fourier collocation method [119]. Here we demon-
strate the role of this parameter on the example of the Peregrine soliton. We
have chosen an optimal window (as it is explained in the previous section)
and computed the ZS spectrum changing the number periodizations. Fig-
ure 3.28 shows the corresponding spectra. The blue dots represent the IST
spectrum without any preiodization, green stars correspond to 5 periodiza-
tions and red crosses to 10. Reader can immediately see that in the case when
truncated signal is not periodized, we do not see the band crossing the imag-
inary axis. However, even after five periodizations we can observe a contour
of the band. Increasing the periodization number we can see the band more
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FIGURE 3.28: Effect of the window size on the IST spectra. (left)The Peregrine
soliton truncated to the windows [-2,2] blue, [-5,5] green, [-10,10] red. (right)
Corresponding IST spectra, the colour is preserved. The chosen window was
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while horizontal to its real part.

and more distinctly. Usually, in order to completely populate the band, it is
needed approximately fifty periodizations.

3.3.3 IST Analysis of Tovbis-Bertola scenario

The local IST approach presented above is a powerful tool for identifica-
tion of the complex structures emerged in the integrable optical turbulence.
In this section we will employ this method in order to answer the following
question: what kind of structures do we observe as a regularisation of the
gradient catastrophe being far from the considered limit of the Tovbis-Bertola
theorem? We can characterize them by the genus of the solution and close-
ness to the Peregrine soliton (position of the band crossing the imaginary
axis). Comparison of the numerically generated structures from determinis-
tic initial conditions and ones measured using HTM of SEAHORSE from the
partially-coherent initial conditions can add an additional argument for the
validity of the conjecture presented in the Sec. 3.2.2.

First of all, we would like to emphasise that the word ’local’ doesn’t mean
only that the function has to be truncated, but also implies the careful choice
of the value of the evolution variable. Indeed, Fig. 3.30 shows the change of
the local IST portrait for the ψ(0, τ) = sech(τ)and ε = 0.02 with the evolution
coordinate 17. Window and periodization are fixed. We can see that only

17It is always important to remember that the solutions of the NLS equation in the
forms 3.1 and 3.2 must be renormalized to the dimensionless form 3.10. However, we present
the data itself in the most appropriate form, while IST spectra are always computed for the
dimensionless one.
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soliton truncated to the window [-10,10]. (right) IST spectra of the signal. (blue
dots) without periodization, (green stars) periodized 5 times and (red crosses) 10
times. The vertical axis corresponds to the imaginary part of ξ, while horizontal
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one band is visible before the regularisation of the gradient catastrophe (ξ =
0.42) . Closer to the maximum compression point (ξ = 0.53) all three bands
become visible, thus the genus of the solution becomes 2 instead of 0. Finally,
the whole band can be seen exactly at the point of maximum compression
(ξ = 0.543).

Also, we would like to show the the conservation of global IST spectrum.
Fig. 3.31 shows the spatio-temporal diagram (left), intensity profiles of the
initial condition (green) and the function at the maximum compression point
(orange) depicted in the right-top and corresponding IST portrait (colours are
preserved). We can see that global spectrum (right-bottom) of initial condi-
itons (green dots) repeats with a good accuracy the spectrum at the maximum
compression point (orange crosses). However, if we will choose a window
around the Peregrine-like structure at the compression point, we immedi-
ately see all the signatures of the genus 2 solution: central band crossing the
real axis (background) and the unstable band crossing the imaginary axis at
the position. The solution is truncated at the positions shown in the intensity
plot by red.

Finally, we will provide systematic calculations of the IST spectra of the
local high-amplitude structure which emerges as a regularisation of the gra-
dient catastrophe. We will take the ψ(0, τ) = sech(τ) initial conditions and
vary ε. In terms of the number of solitons N = 1/ε, we will provide studies
for N = 3,5,7...,17. We will propagate the initial functions with a numerical
solver until the maximum compression point, truncate them at the maximum
of the pedestal (see Fig. 3.31 right-top) and compute the IST spectrum. The
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FIGURE 3.30: Change of the IST spectrum with the evolution coordinate. (left)
Initial amplitude profile ψ(0, τ) = sech(τ) with ε = 0.02-blue, amplitude profiles
at different propagation points ξ = 0.42, 0.53, 0.54, 0.543-red and corresponding
phase profile -blue. (left) IST analysis with at different positions with fixed win-
dow size and periodization number. Similar figure is presented in the book [216].

result of this study is shown in Fig. 3.32. The left plot shows the whole IST
spectrum of the solutions with the number of solitons from 3 to 17 depicted
by colours from blue to red respectively. The IST spectra are normalized by
the maximum of the imaginary part in order to provide the comparison. The
left part shows a zoom of the area around the unstable bands.

According to the plot we can explicitly define the term Peregrine soliton-
like structure. All the solutions have one central band which represents the
background and two unstable bands crossing the imaginary axis. Increas-
ing the number of solitons, therefore, getting closer to the conditions of the
Tovbis-Bertola theorem, we immediately see that the unstable band moves
towards the direction of the maximum of the central band (in the lower part
of the complex plane the situations is symmetrically inverse). Also, the cur-
vature of the unstable band visibly decreases. Hence, we can conclude that
being far the limit ε → 0 we are able to exactly fit the emerged structure
by the Peregrine soliton only in the limited region. This affects the local IST
portrait, making it similar to the exact Peregrine soliton spectrum with inap-
propriately truncated window (see the blue dots on the Fig. 3.28). However,
the local solution asymptomatically converges to the local Peregrine soliton,
while decreasing ε value and, therefore, increasing the area of exact overlap-
ping.

Even taking into the account the above statement, the Peregrine soliton
stays the best fit for the locally emerged structures due to the focusing dy-
namics. I would like to recall here that for the fitting, no free variable was
used. We simply substituted the parameters of the experiment (simulation)
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FIGURE 3.32: Local IST spectra of the local high-amplitude structure which
emerges as a regularisation of the gradient catastrophe with different solitonic
content (from 3 to 17 solitons). (left) the full IST spectra, (right) zoomed around
the unstable band. The vertical axis corresponds to the imaginary part of ξ, while

horizontal to its real part.

and the value of amplitude at the point of the gradient catastrophe as the
value of background. The fit with Peregrine perfectly represents the main
part of the local structure even with the very high value of ε (see for example
Fig. 3.8).

3.3.4 IST of the experimental data

Now, having the criteria for the identification of the local structures, we
are able to make a connection between the data obtained with determinis-
tic initial conditions and measured experimentally in the framework of in-
tegrable turbulence. For the analysis, we will use already presented experi-
mental data.

We will start from the local Peregrine-like structure used for the nonlin-
ear holography (see Fig. 3.17)c,d. The result is shown in Fig. 3.33. On the
left side normalized power profile is depicted. The window for the IST spec-
trum computation is chosen around the local maxima of the pedestal (shown
by red). The corresponding IST portrait is plotted on the right side. We ob-
serve all the signatures of the local Peregrine-like structure, but with the vis-
ible band deformation. Nevertheless, the portrait can be compared with the
one obtained numerically for the deterministic initial conditions. Figure 3.34
shows this comparison. By red the same spectrum as in the Fig. 3.33 is de-
picted (colour is preserved), by blue crosses we replot the spectrum from
Fig. 3.32 for N =5. The spectrum depicted by blue is scaled in horizontal di-
rection in order to provide the comparison. As reader can see this two spectra
are almost identical except the band deformation. We can suppose that the
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FIGURE 3.33: IST of the experimental data. For the investigation the data from
the Fig. 3.17c,d is taken. (left) normalized power profile (black) and the window
for IST analysis (red). (right) corresponding IST spectrum. The vertical axis cor-

responds to the imaginary part of ξ, while horizontal to its real part.

structures have the similar nature. Therefore, the Tovbis-Bertola scenario can
be observed experimentally in the integrable turbulence governed by focus-
ing 1-D NLS equation. This is also confirmed by the nonlinear holography
approach.

However, due to the nonsmoothness of the partially-coherent initial con-
ditions and interaction with neighbours, the bands can be even more de-
formed. For example the coherent structure which was shown before in
Fig. 3.15e. Corresponding IST portrait is depicted in Fig. 3.35. We can see
that the bands are completely separated. At the same time, the curvature of
the spines noticeably increased.

We can experct observations of more complex higher genus solutions, for
example at the point of collision of two breathers [119], but this will be the
topic of further investigations.
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Chapter 4

Integrable turbulence in the
defocusing NLS model

In this chapter, we will study the dynamics of partially-coherent light in
nonlinear media with normal dispersion. The model of such media is the de-
focusing Nonlinear Schrodinger equation. Despite the visual similarity (de-
focusing NLS differs from the focusing simply by a sign before the dispersion
term) properties of these systems are very different. The most important dif-
ference is the absence of the modulation instability in the defocusing case
and, hence, the rich dynamics related to that.

However, the defocusing system also supports (dark) solitons [64, 246,
247] and cnoidal waves (periodic stationary solutions). There is also a pro-
cess of regularisation of the gradient catastrophes by emerging of so-called
Dispersive Shock Waves (DSW), also called undular bores [110]. All these
phenomena are expected to be observed in the integrable turbulence behind
the 1-D defocusing NLS model.

As a guideline, we will follow the same question as in the previous chap-
ters: what is the link between the global statistics and the local dynamics?
As stated in the first chapter, our goal is to fill the gap between the un-
derstanding of the emergence of coherent structures and the emergence of
non-Gaussian statistics. In the defocusing regime of 1-D NLS, the coherent
structures are for instance the DSWs or the dark and grey solitons.

We will provide extended numerical simulations of the defocusing inte-
grable turbulence in order to identify all possible mechanisms. Further, we
will study each of them separately with deterministic models. This will al-
low us to recognize and distinguish all possible scenarios, which could be
observed in experimental data obtained with the Heterodyne Time Micro-
scope. As in the previous chapter, we will provide the IST analysis of the
experimental data as well as the fitting with the exact solutions of the 1-D
defocusing NLS.

4.1 Numerical study of the 1-D defocusing NLS
integrable turbulence

This section is dedicated to numerical studies of the integrable turbulence
behind the defocusing NLS model. Using the step-adaptive numerical solver
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we will provide first the simulations of the partially-coherent light propa-
gation with parameters close to experimental ones. Then, we will identify
origins of the observed phenomena using simplified deterministic models.
The process of formation of the Dispersive Shock Waves will be studied on
the example of a simple double pulse signal. Also, we will consider the pos-
sibilities of the dark solitons formation in the integrable turbulence. Finally,
we will examine the evolution of statistical variables.

4.1.1 Simulations of the partially-coherent light propagation
in 1-D defocusing NLS system

The partially-coherent light propagation in media governed by the 1-D
defocusing NLS model differs from the corresponding focusing dynamics. It
was shown in [128–130] that the DSW generation takes place as a regularisa-
tion of the gradient catastrophe caused by collision of two neighbour pulses1.
Indeed, the defocusing dynamics leads to the pulse broadening and, hence,
the gradient catastrophe happens not in the center (for the pulses without
chirp) as it is in the focusing regime. Depending on the proximity of a neigh-
bour humps we can expect to observe either the nonlinear interference be-
tween humps or the wave braking of a single hump. However, we will see
later that in the case of partially-coherent waves the two pulse collision oc-
curs earlier. Also, we will demonstrate that the defocusing dynamics leads
to the inevitable spectrum broadening. Finally, it will be shown that kurtosis
of the power probability density function decreases simultaneously with the
increasing spectral width2.

Here, we will provide systematic numerical simulations and see how
change of the nonlinearity affects the dynamics. The way we provide the
numerical simulations is very similar to the one explained in Sec. 3.2.1.1. We
will employ the step-adaptive method by decomposing the NLS equation
into a system of linear equations. As before, we start from partially-coherent
waves with Gaussian statistics for real and imaginary parts. In order to
produce, the partially-coherent initial conditions we will add uniformly dis-
tributed from -π to π random phases in Fourier space. This will guarantee
us the periodic boundary conditions.

The defocusing NLS can be written in the form:

i
∂A
∂z
− β2

2
∂2A
∂t2 + γ|A|2A = 0 (4.1)

where as usual the β2 > 0 is the second-order dispersion and γ is the nonlin-
earity. As we can see, the equation 4.1 is written in the form used in nonlinear
fiber optics, indeed, differs from the focusing one 3.1 only by the sign before
the dispersion term.

1Here it is important to point out that pulse collision is not the only one mechanism of
the DSW generation. More about DSW in 1-D NLS system (and not only) can be found in
the review [110].

2The exact relation between RMS spectral width and the fourth order moment of |A| can
be found in [241].
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FIGURE 4.1: Simulations of the partially-coherent wave propagation in the defo-
cusing NLS system. Simulation parameters are close to the experimental ones: β2
= 22 ps2/km and γ = 3 W−1km−1, average power P0 = 4.5 W and spectral width
∆ν = 0.05 THz. (a) Spatio-temporal diagram. Green,orange and red lines corre-
spond to 0, 0.5 and 1 km respectively. Orange line shows the distance at which
the double shock happens. (b) Power profile is zoomed around the double shock

area. Colours are preserved. (c) The same for the phase profile.

These simulations are intended for a clear interpretation of the experi-
mentally measured data. In the experiments, we studied three main zones
of parameters: the case of weak nonlinearity when the spectral with of the
partially-coherent wave was 0.5 THz, intermediate case 0.1 THz and strongly
nonlinear 0.05 THz. The power was the same for all the three cases: 4.5 W.
Parameters of the single-mode fiber were: β2=22 ps2/km, γ = 3 (Wkm)−1 and
the length 900 m. The fiber parameters are measured as in the previous exper-
iments with the focusing fiber (see Appendix B). The numerical simulations
will be provided using the exactly same parameters.

Figure 4.1 shows the simulations of the partially-coherent light propa-
gation having an initial spectral width at the half maximum 0.05 THz and
average power 4.5 W. The spatio-temporal diagram depicted in Fig. 4.1a
shows a typical example of such propagation. In the initial conditions made
of the linear superposition of interdependent Fourier components, several
humps are randomly distributed in position and amplitude. The two small
amplitude humps on the left (from -50 to -25 ps) create a narrow deepening
between each other while propagating. This structure (which is similar to a
dark soliton [24, 103] as we will show later) preserves its shape for the long
distance, even after collisions with other dark structures. Another important
event occurs on the right side of the diagram. Two higher amplitude humps
collide at the distance z = 0.52 km. As it was mentioned above the defocusing
dynamics leads to the gradient catastrophe at the point of collision and its
regularisation with the Dispersive Shock Waves [129, 130]. We made three
cross-sections of the spatio-temporal diagram: at the initial step, at the point
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FIGURE 4.2: Simulations of the partially-coherent wave propagation in the defo-
cusing NLS system. Simulation parameters are close to the experimental ones: β2
= 22 ps2/km and γ = 3 W−1km−1, average power P0 = 4.5 W and spectral width
∆ν = 0.1 THz. (a) Spatio-temporal diagram. Green,orange and red lines corre-
spond to 0, 0.52 and 1 km respectively. Orange line shows the distance at which
the double shock happens. (b) Power profile is zoomed around the double shock

area. Colours are preserved. (c) The same for the phase profile.

of collision (z=0.52 km) and at the end of the diagram (z=1 km). Correspond-
ing power and phase profiles around the point of collision are depicted in
Fig. 4.1b,c. As one can notice at the collision point (orange) the phase as well
as power experience an abrupt change of the derivative sign, this is the signa-
ture of the catastrophe and ensuing regularisation. By the red, the DSWs are
depicted. In some literature, this process is also called nonlinear interference
of the dispersive waves [127, 128]. Power profile demonstrates the structure
of the DSW. It consists of the main ’plateau’ and oscillating wings. The mini-
mum of the power of the first localised structure on right side of the plateau
is zero, in the terminology adopted in the field of DSW this point called the
vacuum point [113, 212]. The phase profile shows that the plateau has non-
zero speed (the corresponding phase has a well-seen angle). This is consis-
tent with the spatio-temporal diagram which shows that plateau moves to
the right. Also, the oscillating parts of the DSW have non-zero velocities.
Indeed, the oscillations diverge in different directions from the plateau. De-
tailed study of the gradient catastrophe (infused by two humps collision) will
be presented in the Sec. 4.1.2.3.

On the Fig. 4.2 similar diagram for a less nonlinear regime is depicted.
For this simulation we used the partially-coherent wave with 0.1 THz spec-
tral width and 4.5 W average power. In this case similar events can be ob-
served: collisions of the neighbour humps due to the defocusing dynamics
which leads to the generation of the trains of localised structures as well as
generation of separate dark structures due to fulfilment of specific criteria at
the initial stage.

The process of creation of the localised dark structures (solitons) will be
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FIGURE 4.3: Simulations of the partially-coherent wave propagation in the defo-
cusing NLS system. Simulation parameters are close to the experimental ones: β2
= 22 ps2/km and γ = 3 W−1km−1, average power P0 = 4.5 W and spectral width
∆ν = 0.5 THz. (a) Spatio-temporal diagram. Green and red lines correspond to 0
and 1 km respectively. (b) Power profile is zoomed around the double shock area.

Colours are preserved. (c) The same for the phase profile.

considered in details in Sec. 4.1.2.1. Less nonlinear initial conditions prop-
agated over the same distance give more information about the stationary
stage of the defocusing integrable turbulence. Indeed, in this case, collisions
occur in a shorter propagation distance and the system has more ’time’ to
achieve equilibrium. This fact can be immediately seen by following the kur-
tosis evolutions with the propagation distance3. Reader can notice that the
process of generation of the trains of the coherent structures at the collision
points leads to the state similar to so-called soliton gas [248] made, in this
case, from randomly distributed interacting dark solitons [247]. An interest-
ing event which can be observed in this diagram occurs between 0 and 25
ps. Here we can see three humps: one of the high power (15 W) and two of
lower (8-10 W). It is very common in the partially coherent initial conditions
to have a π phase jump between neighbour humps, the reason for this is the
areas between humps where power falls down to zero. Plots on the right side
of the Fig. 4.2b,c show the power and phase profiles at different positions:
z=0 km (green), z=0.52 km (orange) and z=1 km (red). One can notice that
the initial phase profile contains the π phase jump symmetrically from both
sides of the central hump. The spatio-temporal diagram shows that these
initial conditions lead to the generation of two dark co-propagating localised
structures. It also can be seen on the power profiles plot. Indeed, the orange
line (z= 0.52 km) has deepnesses (dark solitons) around the points (t=5 and
25 ps) of zeros of the initial function (green). The shape and positions of the
coherent structures are preserved during the propagation even after several
collisions with other structures and decreasing background level [247] (red
line).

3Corresponding plot will be demonstrated in Sec. 4.1.3.
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Finally, we consider the regime of weaker nonlinearity. Corresponding
numerically computed spatio-temporal diagram is shown in Fig. 4.3a. In this
case, we don’t see distinctly the process generation of the DSWs. Initially,
humps have a smaller size (proportional to one over the spectral width) and
intervals between each other comparable with a typical size of the dark soli-
ton for these conditions. This leads to the immediate generation of coherent
structures. These structures start to mix and interact with each other and
with the dispersive waves creating a state similar to a dense dark soliton gas.
Further decreasing of the nonlinearity will lead to a state where only disper-
sive waves are presented. In this way, the system goes very rapidly to the
stationary state. The power and phase profiles (see Fig. 4.3b,c) at the station-
ary state (z=1 km) almost indistinguishable from the ones at the beginning of
propagation. However, the statistical studies will show the rapid but minor
decreasing of the value of kurtosis (see Sec. 4.1.3).

4.1.2 DSW and dark solitons as fundamental bricks of the 1-
D defocusing NLS integrable turbulence

As we have seen from the numerical studies, the spatio-temporal dynam-
ics of the partially-coherent waves in the defocusing NLS can be decomposed
into the four principal building blocs: quasi-linear dynamics of the disper-
sive waves, generation of a single dark soliton, appearance of the modulated
nonlinear wave trains (DSW) due to the gradient catastrophe at the point of
collision of two humps and interaction of all components mentioned above.
If the first mechanism can be considered as trivial4, the DSW and single soli-
ton generation have to be studied carefully. That is why in this section we
propose to consider deterministic models which could shed some light on
these processes.

4.1.2.1 Black, grey and high order solitons

Let’s first discuss the structure of the solitonic solutions in the defocusing
NLS. As it was mentioned before, the 1-D defocusing NLS governed sys-
tems don’t support the pulse-like stationary solutions called bright solitons.
Instead, they have solutions which can be seen as a dip on the finite back-
ground in the intensity profile. These solutions are called black (if the dip
goes down to zero intensity) and grey solitons. Also, like the focusing coun-
terpart, defocusing NLS supports multisoliton solutions.

As we showed in Ch. 1, for the 1-D defocusing NLS written in the dimen-
sionless form:

i
∂u
∂t
− 1

2
∂2u
∂x2 + |u|2u = 0 (4.2)

4Here we have to mention that the defocusing dynamics of a single bell-like hump leads
to the formation of the dispersive shock waves due to the wave breaking process [249–251].
However, in the partially-coherent case, the collision happens earlier than the waves break-
ing.
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FIGURE 4.4: Simulations of the mulisoliton propagation in the defocusing NLS
system, u(0, x) = Ntanh(x) with N = 4 in this case. Simulations provided for
the dimensionless 1-D NLS 4.2. (a) Spatio-temporal diagram. Green, orange and
red lines correspond to 0, and 6 nonlinear lengths respectively. (b) Power profile
around zoomed around the double shock area. Colours are preserved. (c) The

same for the phase profile.

The general formula for the dark soliton is following:

u(0, x) = η[Btanh(ξ)− i
√

1− B2] (4.3)

where ξ = ηB(x− x0), parameter B is the deepness of the dip (B=1 gives the
black soliton, B=0 - continuous wave), η defines the background amplitude,
x0 is the initial shift.

Also, the 1-D defocusing NLS has multisoliton solutions. In the simplest
case, it is similar to the focusing. If the fundamental black soliton can be
expressed as follows: u(0, x) = tanh(x). The multisoliton solution is sim-
ply: u(0, x) = Ntanh(x), where 2N − 1 will give the number of generated
solitons. The Fig. 4.4 shows numerically computed dynamics of the multi-
soliton with N=4. Spatio-temporal diagram Fig. 4.4a shows the evolution of
the initial dip (u(0, x) = 4tanh(x)) on the background of amplitude 4 (in nor-
malised units). As we can see, three pairs of gray solitons separate from the
central black soliton while propagating. In Fig. 4.4b,c the power (|u|2) and
phase profiles at three different propagation dispenses are depicted. The ini-
tial dip (green) is wider than the general black soliton solution for this level
of background. It has the sharp phase jump of π as the fundamental soliton.
The phase of the grey solitons propagating to the right has the same shape
but different signs than ones propagating to the left.



146 Chapter 4. Integrable turbulence in the defocusing NLS model

4.1.2.2 IST approach to the characterisation of the dark solitons

The most illustrative way to describe the full dark soliton family in the
1-D defocusing NLS is the IST representation. The approach for solving
Zakharov-Shabat problem in the defocusing case is similar to the focusing
one. In order to find the IST spectrum, we will employ the Fourier collocation
method described in Sec. 3.3. The ZS problem itself is changed as follows:[

i∂x u
u∗ −i∂x

]
Y = ξY (4.4)

As we can see, the change of sign in the equation leads to qualitatively dif-
ferent scattering problem. Indeed, the matrix in the equation 4.4 has a very
remarkable property: it is Hermitian. Therefore, the eigenvalues are real.

As we mentioned in the prevention section the defocusing NLS has a mul-
tisoliton solution in the form u(0, x) = Ntanh(x). In order to illustrate the
inverse scattering approach, we calculated the IST spectra of the multisoliton
solution with N from 0 to 10 with a step 0.5. Corresponding data is plotted
in the Fig. 4.5.

The spectrum of the plane wave is continuous. It is situated from minus
infinity to infinity with a gap in the center 5. A width of the gap is given
by the wave amplitude. For example, a plane wave with amplitude 1 will
be represented by a continuous IST spectrum with the gap from -1 to 1. A
discrete eigenvalue (as in the focusing case) represents the soliton. Discrete
eigenvalues are situated inside the gap. Its position inside the gap represents
the depth of the gray soliton. If the discrete eigenvalue situated at zero (in
the center of the gap) it represents a back soliton.

As we can see in Fig. 4.5, when N = 1 (green) we observe a gap of
the width 2 (from -1 to 1) and one discrete point in the center which cor-
responds to the black soliton. Increasing N, we observe that the number of
discrete eigenvalues in the IST spectrum also increase. New eigenvalues ap-
pear closer to the gap edge and therefore represents gray solitons of different
depth. The example of N = 4 (yellow), considered before (see Fig. 4.4), is
represented by the gap of the width 8 (from -4 to 4) and 7 discrete points
(the central point is double). This corresponds exactly to the situation we
observed in the spatio-temporal diagram: one black soliton and 6 grays. The
gray soliton has 3 different widths and symmetrically move away from the
center.

4.1.2.3 Dispersive Shock Wave formation via two pulse collision

As we have seen before, in the case of the partially-coherent wave prop-
agation in the media governed by 1-D defocusing NLS, the process of two
humps collision plays a crucial role. Indeed, due to the defocusing dynamics
initially separated humps increase their temporal width until the moment of
collision, which leads to the double shock [129, 130]. The more rigorously, the

5In the case when the wave will have a group velocity mismatch the gap will be shifted
from the center. The direction of the shift depends on the sign of mismatch.
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double shock is the gradient catastrophe in intensity or phase which happens
at the point of collision. In the defocusing NLS, the gradient catastrophe is
regularised by generation of the Dispersive Shock Waves. The DSW can be
considered as a modulated train of dark solitons. The modulated parameters
can be the amplitude, frequency or the mean value. It can be characterised
with at least two speeds of propagation: one of the leading edge and one of
the trailing [110].

The one simplest deterministic model for studying the double shock gen-
erated DWS is the two bell-like pulses with variable separation. This model
was widely studied in optics as a way of generating a train of the dark soli-
tons in 1-D defocusing NLS [126, 252] and related systems [253, 254].

Detailed consideration of this mechanism was provided after its obser-
vation in the Bose-Einstein condensate [255]. In the cold atom domain, the
phenomenon is known as nonlinear interference. The theoretical studies pro-
vided in [127] using IST and later in [128] using Whitham averaging the-
ory6 show that in the case when two identical, quasi one-dimensional Bose-
Einstein condensates: (1) the process of generation of the train of dark soli-
tons happens symmetrically (2) the speed and modulation of the wave train
depends on the initial separation of the two packets. These conclusions can
be adopted for the study of two interacting pulses in the 1-D defocusing NLS
governed media.

In order to illustrate these statements we provided numerical simulation
of the 1-D defocusing NLS. We took two identical Gaussian pulses and sim-
ulated their evolution in changing only the initial separation distances. We

6Whitham averaging theory is one of the main tools for studying the DSW dynamics.
However, this theory will not consider in this manuscript. For the detailed description see
the following articles [110, 111].
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FIGURE 4.6: Simulations of the double pulse signal propagation in the defocusing
NLS system. Simulation parameters are close to the experimental ones: β2 = 22
ps2/km and γ = 3 W−1km−1, peak power P0 = 5 W and separation 30 ps. (a)
Spatio-temporal diagram. Green, orange and red lines correspond to 0, 0.44 and
2 km respectively. (b) Power profile is zoomed around the double shock area.

Colours are preserved. (c) The same for the phase profile

used the 1-D defocusing NLS adopted in optics (see Eq. 4.1) with the pa-
rameters of the real experiments: β2=22 ps2/km, γ = 3 (Wkm)−1. Pulses were
given by the formula A(0, t) = a(exp[−(t−∆)2/2σ2] + exp[−(t+∆)2/2σ2]),
where a2 = 5 W, σ2 = 75 ps2 and ∆ = 15, 25 and 50 ps - half of the separation.

Results of the simulations are presented in Fig. 4.6, 4.7 and 4.8. First, let’s
consider the case when the separation is small: 30 ps between the pulses’
maxima. The spatio-temporal diagram is depicted in Fig. 4.6a. The power
and phase profiles are plotted in Fig. 4.6b,c respectively. As one can see from
the initial power profile, the pulses are not completely separated and the cen-
tral point power is approximately 1 W. By orange, we depicted the profiles in
the point of beginning of the shock formation. The power profiles, as well as
the phase profile, consist of two symmetrical humps. The sign of the phase
gradient shows that at the moment of shock the system tends to push the
two humps together7. After the moment of shock, we observe the formation
of the plateau in the center and DSW on its sides (see the red lines). The
phase profile and well as spatio-temporal diagram show that all the DSW
have non-zero speed and the plateau is increasing its size while propagation.

The next figure 4.7 shows the same pulses, but more separated initially in
time. Precisely, the separation distance is 50 ps. At this distance, the double
pulse signal already has an area where the power goes down to zero. As we

7Indeed, NLE equation includes the group velocity dispersion, therefore the linear dis-
persion relation is k = ω2β2/2. Therefore, group velocity is 1/vg = dk/dω = ωβ2. So the
phase gradient dφ/dt which is instantaneous frequency. Finally, different signs of the phase
gradient correspond to the opposite group velocities.
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FIGURE 4.7: Simulations of the double pulse signal propagation in the defocusing
NLS system. Simulation parameters are close to the experimental ones: β2 = 22
ps2/km and γ = 3 W−1km−1, peak power P0 = 5 W and separation 50 ps. (a)
Spatio-temporal diagram. Green, orange and red lines correspond to 0, 0.75 and
2 km respectively. (b) Power profile is zoomed around the double shock area.

Colours are preserved. (c) The same for the phase profile.

can see the spatio-temporal diagram (Fig. 4.7a) shows that dynamics signifi-
cantly changed. Indeed, here we do not observe the formation of the central
plateau, while the frequency of coherent dark structures is visibly increased.
Also, remarkable change is the constant phase around the central point (t=0
ps) which means that there is no repulsive dynamics in this area. At the same
time, the change of the sign of the phase derivative close to the point of dou-
ble shock (see the orange line) becomes faster.

Finally, we will consider the case of the large initial separation: 100 ps.
Results of the simulation are presented in Fig. 4.8. Here we observe the dy-
namics similar to the previous separation distance, but showing even more
distinctly the mentioned properties. The central peak became indistinguish-
able from its neighbours. The duration of all dark coherent structures visibly
decreased with increasing separation time. This point will be crucial for under-
standing of the presence of different scales in the experimental data recorded
with the same statistical parameters. Also, remarkable is the number of vac-
uum points. If in the first case we didn’t observe any of them during the
given propagation distance, in the second case we have seen two vacuum
points around the central point, the last case demonstrates approximately
ten of them. As in the previous case, velocity of the dark structures in the
central part of the wavetrain is close to zero.
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FIGURE 4.8: Simulations of the double pulse signal propagation in the defocusing
NLS system. Simulation parameters are close to the experimental ones: β2 = 22
ps2/km and γ = 3 W−1km−1, peak power P0 = 5 W and separation 100 ps. (a)
Spatio-temporal diagram. Green, orange and red lines correspond to 0, 1.4 and
4 km respectively. (b) Power profile is zoomed around the double shock area.

Colours are preserved. (c) The same for the phase profile.

4.1.2.4 Generation of the dark solitons

Presented simulations of the partially-coherent light dynamics in 1-D de-
focusing NLS system revealed the possibility of the single dark soliton gen-
eration (for example see Fig. 4.2). From the first look, this process does not
seem to be probable, because the dark soliton is a very particular exact so-
lution of the 1-D defocusing NLS equation. However, this phenomenon can
be observed in the numerical simulations more often than one would expect
(Fig. 4.1, 4.2). In this section, we present a deterministic model which shows
one of the possible scenarios of the coherent solitary structures generation.

As one could notice, in Fig. 3.12, where the experimentally recorded partially-
coherent initial conditions are depicted, it is very likely to find areas where
the phase experiences the π phase jump. For example, in Fig. 3.12b we see
three separate humps and two phase jumps in the area where power goes to
zero. Standard random linear superposition of waves with Gaussian statis-
tics (partially-coherent initial conditions) creates favourable conditions for
generation of the dark (and even black) solitons.

Figure 4.9 shows one of the possible scenarios of generation of the dark
soliton. As an initial condition, we created two humps with sharp phase
jump between them (Fig. 4.9b,c - green lines). For simulations we used real
experimental parameters: β2=22 ps2/km, γ = 3 (Wkm)−1. The spatio-temporal
diagram (Fig. 4.9a) demonstrates the evolution of such initial conditions. As
we can see, defusing dynamics leads to the gradient catastrophe (around
point z=0.25 km). It is similar to the cases shown in the previous section,
however, the phase jump between humps destroys the symmetry of DSW
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FIGURE 4.9: Typical scenario of generation of the dark soliton in the defocusing
integrable turbulence.

generation. The phase was particularly chosen in order to shift one of the
dark solitons to the center, as it was expected the needed phase equals to π.
Resulting dynamics is very similar to one of the multisoliton solution (two
solitons in this case) on the finite width background [247]. Indeed, as we can
see from the diagram, there are two satellite gray solitons of the low deep-
ness generated. Remarkably, this effect is present even if the pulses have
equal amplitudes8. Further increasing of the power of the pulses will lead to
the generation of new satellite gray solitons.

4.1.3 Statistical approach to the 1-D defocusing NLS integrable
turbulence

We start as in the previous chapters (see in particular section 3.2) with the
signal having Gaussian statistics for the real and imaginary part of the field,
i.e. exponential distribution for the intensity. It is well established that the
defocusing dynamics leads to the low-tail probability density function [125].
In other words, the probability of observation of the high-amplitude struc-
tures is lower than initially.

As in the focusing case, information about the fourth order moments
of the probability density function can be used to make some assumptions
about the light behaviour. Figure 4.10 shows the fourth order moment de-
fined as in Sec. 3.2.2 as a function of propagation distance. Taking the Gaus-
sian shape of the spectrum we varied its width ∆ν, keeping the average
power constant. We studied three experimental parameters considered be-
fore: ∆ν = 0.05 (blue line), 0.1 (orange) and 0.5 (green) THz, all with average

8Exactly these initial conditions were used for the experimental observation of the dark
solitons in [126].
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FIGURE 4.10: The fourth order moments (M4[X] = E[(X)4]/(E[(X)2])2) of the
partially-coherent initial condition as a function of the propagation distance. The
average power is 4.5 W, spectral widths 0.05 (blue line), 0.1 (orange) and 0.5

(green) THz.

power 4.5 W. We provided averaging over 100 realisations of the partially-
coherent initial conditions for each parameter. The simulation box was 300
ps with the discretization step 0.1 ps.

From the Fig. 4.10 we can make several straightforward conclusions: (i)
the transient regime of the statistics is shorter in the case of the weakest non-
linearity , (ii) the value of the kurtosis at the stationary state is smaller for the
more nonlinear regime. This behaviour of the system can be understood tak-
ing into the account the fact that there is a typical distance associated with the
neighbour humps collision. Indeed, as we have seen in Fig. 4.1, 4.2 and 4.3, all
dynamics globally can be divided on the before and collision parts. However,
we do not observe any signature of this event in the evolution of kurtosis.
Fig. 4.10 demonstrates monotonous decay of the kurtosis for all considered
parameters. Therefore, evolution of another quantity has to be studied.

Here we would like to state a conjecture which is in a good agreement
with our observations: the typical distance at which the double shock occurs is
directly correlated with the point where the FWHM of the spectrum has its max-
imum. The comparison of the kurtosis and FWHM of the spectrum evo-
lution is presented in Fig. 4.11. The orange line shows the kurtosis of the
partially-coherent wave with spectral widths 0.1 THz and average power
4.5 W. The maximum of the FWHM of the spectrum is shown by the black
dashed line. The FWHM of the spectrum for the given propagation distance
was computed by averaging the power spectra of 100 realisations and fitting
it with the Gaussian function. We extracted the standard deviation σ and
transformed it to the FWHM by computing 2σ

√
2log(2). As we can see the

FWHM of the spectrum curve has a well-seen maximum. The distance which
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FIGURE 4.11: Comparison of he fourth order moment (orange) and the FWHM of
the spectrum (blue) plotted as a function of the propagation distance. The average
power of the partially-coherent initial conditions is 4.5 W, spectral widths - 0.1
THz. Black line shows the position of the maximum of the blue curve (z = 0.23

km).

corresponds to this maximum represents with a good agreement the typical
collision point observed in the numerical. This can be seen, for example, in
Fig. 4.2. Also, Fig. 4.7 and 4.8 show that the phase gradient is the highest at
the collision point, which signifies about increased spectral width. Remark-
ably, the evolution of the standard deviation of the spectrum itself (not the
Gaussian fit) is directly proportional to the kurtosis (see [241]) and, hence,
does not have overshot. The corresponding spectra and Gaussian fits can be
found in Appendix E.

Finally, I would like to recall that the stated observation is a conjecture,
which has to be rigorously proved. However, it goes beyond the framework
of this manuscript and will be the subject of further investigations.

4.2 Experimental investigation the defoctusing NLS
integrable turbulence by using Heterodyne Time
Microscope

In this section, we will provide the experimental evidence of the phenom-
ena discussed above. Using the Heterodyne Time Microscope, we recorded
the partially-coherent light of different spectral widths at the output of the
900 m-long fiber with normal dispersion (β2 > 0). We will demonstrate typ-
ical recorded data and provide a comparison with the results of numerical
simulations presented in the previous section in order to understand the un-
derlying mechanisms. Also, we will compare experimental data with the
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exact solutions of the 1-D defocusing NLS and demonstrate the applicability
of the local IST analysis for identification of the recorded structures.

4.2.1 Zoology in the defocusing regime of NLS integrable
turbulence

In order to confirm observations and conjectures obtained from numerical
simulations, we present in this section snapshots of experimentally recorded
partially-coherent light propagating in the defocusing media. The record-
ing was provided with the HTM. However, we have shown in the previous
chapter that it could be successfully done using the SEAHORSE. We demon-
strate here phase and amplitude profiles of three different sets of the recorded
frames. Each set corresponds to one of initial conditions: ∆ν = 0.05, 0.1 and
0.5 THz. Average power was set to be the same in all the experiments: 4.5
W. We recorded the snapshots by sets of 50,000 frames each. In this sec-
tion, we demonstrate only the most illustrative or typical snapshots selected
manually.

The procedures of generation of the initial signal, the setup calibration
and tuning were the same as in the previous chapter. The fiber parameters
were measured in separate experiments and compared with the numerical
simulations (see Appendix B). We remind that the typical shape of the ran-
dom phase and amplitude of the initial conditions recorded in the experi-
ments is similar to ones presented in Fig 3.12 in the previous chapter.

The numerical simulations of the partially-coherent wave propagation(for
example Fig. 4.1), demonstrated the important role of the double shock in the
nonlinear dynamics. The double shock leads to the generation of the Disper-
sive Shock Waves: the train of modulated in depth and separation solitary
dark waves. As we have seen in the Sec. 4.1.2.3, the initial separation of the
humps can lead to the formation of different time scales, changing the mod-
ulation parameters of the DSW. Finally, in Sec. 4.1.2.4 we demonstrated how
phase shift between neighbour humps can lead to the generation of the iso-
lated dark solitons.

We start with the most nonlinear case. Figures 4.12 and 4.13 show the ex-
perimentally recorded snapshots of the random wave having 0.05 THz spec-
tral width and average power 4.5 W, propagated in 900 m fiber. These exper-
imental parameters correspond to parameters of the numerical simulations
presented the in the section 4.1.1 (see Fig. 4.1). In the first row, the output
snapshots of the Heterodyne Time Microscope are depicted. The second one
shows the reconstructed phase and the third one - the power profile. The pro-
cedure of the phase and power reconstruction from the recorded snapshots
can be found in Sec. 2.3.3.

Figure 4.12 demonstrates different variations of the process of the DSW
formation on the sides of a plateau (see the Fig.4.1b,c). One can recognize the
plateau that appears as a result of the nonlinear collision of two close humps
discussed in section 4.1.2.3. The size of the plateau can depend on many fac-
tors: separation and amplitude of the initial humps, chirp, interaction with
other neighbour humps. In the case of the partially coherent wave, we can
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FIGURE 4.12: Experimentally recorded with HTM partially-coherent waves prop-
agated in 900 m fiber with normal dispersion. The initial spectral with is 0.05 THz,
average power 4.5 W. (first row) snapshots recorded directly with the HTM. (sec-

ond and third rows) reconstructed phase and power profiles.

have a big variety of the initial conditions, therefore we observe the plateaus
of different sizes surrounded by many non-periodical DSW. In Fig. 4.12a,b
typical snapshots containing the plateau are depicted. One can see the good
resemblance to the profiles obtained numerically. Fig. 4.12c confirms that
non-perturbed DWS can be observed even in the developed stage of the in-
tegrable turbulence. In the last figure 4.12d a long plateau of 19 ps is shown.

Also, experimental data show that we can observe completely different
time scales with the same type of random wave. As we demonstrated using
the deterministic model (see Sec. 4.1.2.3), large separation between the initial
humps leads to the generation of the very dense train of periodical nonlinear
waves. Indeed, besides the data shown in Fig. 4.12 we can find fast oscil-
lating profiles. Figure 4.13 demonstrates the recorded data containing such
dense wave trains. As we can see from the power and amplitude profiles,
each oscillation, indeed, has the characteristic phase jump, so it can be con-
sidered as a dark soliton locally. The value of the phase jump depends on
the deepness of the grey soliton as it is predicted by the Eq. 4.3. Remarkably,
in Fig. 4.13c we observe the case when the modulated nonlinear wave train
contains many vacuum points. This can be signatures of large separation
between the initial hump created this nonlinear wave.

However, the nonlinear holography technique (see Sec. 3.2.1.6) is not ap-
plicable to the developed stage of the defocusing integrable turbulence. In
the recorded window we will always find wave trains, presented just par-
tially. Hence, the full information will be always missing. Therefore, the
initial conditions cannot be reconstructed in this way.

Increasing the spectral width we obtain more complex profiles for the
same propagation distance. Experimental data which corresponds to initial
FWHM 0.1 THz is depicted in Fig. 4.14. We observe less ordered pictures due
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FIGURE 4.13: Experimentally recorded with HTM partially-coherent waves prop-
agated in 900 m fiber with normal dispersion. Exactly the same experimental
parameters as in Fig. 4.12 are used, however in this figure we present data that

contains fast oscillating wavetrains.

to the fact that the two pulse collision happens (in average) earlier than in the
previous case. So the system has more propagation distance to the recording
point and, hence, DSW produced by different humps collision have a chance
to mix and interfere. However, we still can recognise the dark solitons with
all corresponding features.

The experimentally recorded data for the random wave having widest ini-
tial spectrum is presented in Fig. 4.15. We can see that presented profiles are
very similar to the data recorded without any nonlinear propagation. This
signifies that we are close to the weakly nonlinear regime (however, pres-
ence of the coherent structures signifies that the weakly nonlinear regime
is not achieved), which is also can be seen from the statistical analysis (see
Fig. 4.10). However, the presence of the dark solitons in the range of param-
eters has to be investigated.

4.2.2 Experimental data analysis

In this section, we will provide a comparison between the recorded ex-
perimental data and analytical solutions of the defocusing NLS. For this pur-
pose, we have chosen among all the recorded data the frames containing well
distinguishable dark solitons. As we have seen in the previous section, it is
more likely to observe well separated dark solitons using the initial condi-
tions having the narrowest spectral width: 0.05 THz. In order to prove that
the experimental data can be well fitted by the solution Eq. 4.3, we have cho-
sen frames which contain black and gray solitons.

The result of analysis is depicted in Fig. 4.16. The part of the figure
marked by (a) corresponds to the analysis of the black soliton, (b) - a gray
one. As before, the first row contains the snapshots recorded with HTM, the
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FIGURE 4.14: Experimentally recorded with HTM partially-coherent waves prop-
agated in 900 m fiber with normal dispersion. Spectral width is 0.1 THz, average
power is 4.5 W. (first row) snapshots recorded directly with the HTM. (second

and third rows) reconstructed phase and power profiles.
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FIGURE 4.15: Experimentally recorded with HTM partially-coherent waves prop-
agated in 900 m fiber with normal dispersion. Spectral width is 0.5 THz, average
power is 4.5 W. (first row) snapshots recorded directly with the HTM. (second

and third rows) reconstructed phase and power profiles.



158 Chapter 4. Integrable turbulence in the defocusing NLS model

-2 π

-1 π

0 π

1 π

P
ha

se
(r

ad
)

-20 -10 0 10 20
Time (ps)

0

20

P
ow

er
(W

)

0 π

5 π

-20 -10 0 10 20
Time (ps)

0

20

a b

FIGURE 4.16: Fit of the experimentally recorded data with the Eq. 4.3. The experi-
mental data is recorded for the initial random wave having 0.05 THz and average

power 4.5 W. Green lines show the fit for the black (a) and gray (b) soliton.

second - phase profile, the third one - power profile. In Fig. 4.16a the green
line represents the fit, made with u(τ, 0) = Ntanh(τ). The exact solution was
renormalized to the dimensional form as follows: t = τ

√
β2/(2γP0). The

only one adjusted parameter was N - the background amplitude. From the
Fig. 4.16a we can report that the good agreement of the exact solution with
the experimental data was observed. The difference in the phase profiles just
a consequence of the non-zero speed of the experimental dark soliton. Fig-
ure 4.16b shows a gray soliton comparison with the Eq. 4.3 written in the
dimensional form. In this case, the adjustable parameters were background
amplitude and the soliton deepness. In this case, the experimental data can
be fitted with a good accuracy as well.

Having the phase and power profiles we are able to provide the local
analysis of the experimentally measured data using the IST technique. The
procedure is similar to one shown in Sec. 3.3.4. However, as we demon-
strated before the ZS spectrum lies only on the real axis due to the fact that
the matrix in the corresponding scattering problem (see Eq. 4.4) is Hermi-
tian.The IST spectrum of the experimental data plotted in Fig. 4.16a is shown
in Fig. 4.17. We provided the local analysis in the region fitted by the analyti-
cal expression (green line in Fig. 4.16a). The IST spectrum shows the presence
of one almost black soliton on the background 1.5 in normalized units. This
confirms our conjecture that the collision of two neighbour humps leads to
the appearance of the modulated nonlinear wavetrain (DSW) which locally
can be seen as a sequence of dark solitons.

Finally, I would like to summarize the main results of this chapter. First of
all, the direct observations of the partially-coherent light propagation in the
system governed by the 1-D defocusing NLS equation were provided. We ob-
served nonlinear wavetrains recorded with the same initial conditions, but
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FIGURE 4.17: IST spectrum of the experimentally recorded data depicted in
Fig. 4.16a

having different oscillation scales. Numerical simulations of the partially-
coherent wave propagation with periodic boundary conditions showed that
the origin of such wavetrains is the nonlinear interference of two neighbour
humps. We considered a deterministic model of two pulses in order to ex-
plain such effect. It is known for a long time that the initial separation be-
tween two humps strongly influences the time scale of the nonlinear waves
generated after the collision. This explanation was adopted for the case of
the partially-coherent light propagation in the 1-D defocusing NLS systems.
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Chapter 5

Conclusions and perspectives

This work is dedicated to the experimental fiber optics and numerical
studies of the integrable turbulence in a system governed by focusing and
defocusing 1-D NLS equation.

In Chapter 1, we provided basics of the theory of integrable systems. In-
troducing the stochastic initial conditions into an integrable system we enter
the domain of integrable turbulence. We showed the key differences between
integrable turbulence and conventional theory of weak turbulence. We con-
sidered in details the case of integrable 1-D Nonlinear Schrödinger (NLS)
equation. Since one of our objectives was to build connections between the
local dynamics and statistical descriptions of the systems governed by NLS,
we discussed its exact solutions and method of integration called Inverse
Scattering Transform. Among the exact solutions, there is a family called
solitons on the finite background that plays an important role being a possi-
ble prototype of the ocean Rogue waves. The applications NLS to other real
physical systems was discussed as well. We pointed out the complexity and
importance of using the periodic boundary conditions in the investigation of
the integrable turbulence, especially using Inverse Scattering Transform. Fi-
nally, considered dominating mechanics of focusing and defocusing 1-D NLS
equation such as modulation instability, gradient catastrophe and dispersive
shock waves formation.

In Chapter 2, we made a short review of the ultrafast measurement tech-
niques which demonstrate the necessity of the development of a new ap-
proach. We biased our new measurement technique on the duality between
spatial and temporal imaging. The essential of the temporal imaging are
given at the beginning of the chapter as well. Using this well-known ap-
proach, we first extended it in order to construct a Time Microscope for the
efficient power profile measurement with both high resolution and dynam-
ics. The high dynamical range was obtained employing a sensitive sCMOS
camera. The detailed explanation of the experimental procedures are given
in Section 2.2.2. Then, using the second dimension of the camera, we es-
tablished the heterodyne measurements of the phase. In order to verify the
accuracy of measurements, we provided versatile tests including the power
spectrum reconstruction. Measuring the resolution curve we found an asym-
metry in the behaviour of the system which appears when the dispersion
of the signal changes. We examined this effect by introducing higher order
dispersion terms into the numerical model of the Time Microscope. This in-
vestigation showed the crucial influence of the third-order dispersion which
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acts similar to the conventional optical aberrations. Finally, we proposed the
modification of the Heterodyne Time Microscope which overcomes the res-
olution limit using the digital holography approach. The technique, which
we called SEAHORSE (Spatial Encoding Arrangement with Hologram Ob-
servation for Recording in Single-shot the Electric field), demonstrated the
possibilities to register in single-shot the power and phase profiles with res-
olution 80 f s over the window of 40 ps.

In Chapter 3, we revised the results obtained in the semi-classical limit of
the focusing NLS equation. By means of the numerical simulations and ex-
perimental studies of the deterministic initial conditions, we demonstrated
the universality of emergence of the Peregrine soliton as a regularisation of
the gradient catastrophe. Experimental work with Optical Sampling Oscil-
loscope showed that these results are valid even in a range of parameters
far from the considered limit. While numerical investigations proved that
the Peregrine soliton can be observed even in the focusing dynamics of com-
pletely solitonless initial conditions.

At the next step, we provided the direct experimental observations of the
partially-coherent waves propagation in the optical fiber governed by 1-D
focusing NLS with the Heterodyne Time Microscope. We observed a big va-
riety of the coherent structures which appear at the transient and stationary
stage of the integrable turbulence. For some range of parameters, the lo-
calised Peregrine soliton was often found in the experimental data. Having
the access to the complex envelop of the signal we used a solver of the 1-D
NLS equation to reconstruct the initial conditions that lead to the localised
Peregrine soliton. We proved that it appears from a single hump which can
be often found in the partially-coherent initial conditions. Assuming that in
the focusing regime every isolated initial hump can be considered separately,
we employed an analytical expression obtained in the semi-classical regime
for a rapidly decaying initial hump. With this expression, we managed to
compute numerically the distribution of the maximum compression points
of the Peregrine solitons along the propagating distance for the partially-
coherent initial conditions. We discovered that the maximum of the distri-
bution of the compression points coincides exactly with the maximum of the
fourth order moment of the amplitude, which corresponds to the case when
probability to observe high amplitude structure is the highest. This brings
the conjecture that due to its universal nature the localised Peregrine soliton
is the main origin of the ’heavy-tailed’ statistics in the transient regime of the
integrable turbulence.

Finally, using the local periodical IST analysis, we identified the recorded
localised Peregrine solitons as genus 2 solutions and showed corresponding
IST portraits.

In Chapter 4, we studied the integrable turbulence in the defocusing case.
We provided the direct observations of the partially-coherent light propaga-
tion in the system governed by the 1-D defocusing NLS. We observed the
emergence of nonlinear wavetrains having different oscillation scales with
the same initial parameters. In order to investigate the origin of this phe-
nomenon, we provided numerical simulations of the partially-coherent light
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propagation with periodic boundary conditions. We observed that there are
two main mechanisms dominating in the range of realistic parameter: dark
solitonic structure generation due to the π phase jump often presented in the
considered initial conditions and generation of the dispersive shock waves as
a result of nonlinear interference of two neighbour humps. The appearance
of different time scales was explained using a simplified deterministic model
which considers only two humps. It was known before that two humps col-
liding generate a nonlinear wavetrain as a regularisation of the double-sided
gradient catastrophe and the oscillation scale of the wavetrain strongly de-
pends on the initial separations of two humps.

We also provided the statistical analysis of this system and showed the
evolution of the fourth order moment of the field. However, the moment of
collisions of two neighbour humps, which we expected to observe (in anal-
ogy with the moment of the gradient catastrophe in the focusing case), was
not pronounced. Nevertheless, we found the evolutions of the FWHM of the
spectrum reflects this moment quite well. In the end, we showed that the lo-
cal IST analysis can be used for identification of the experimentally recorded
structures in the defocusing case as well.

By this, the study of the integrable turbulence in the NLS governed sys-
tems cannot be considered as a complete. In some sense it is inverse. The
results and conjectures presented in the given manuscript show new insights
that can serve as a starting point for construction of the full statistical theory.
Despite some already existing parts, like the case of the weak nonlinearity,
there are many challenging open questions. Today, there are some promis-
ing approaches for the description of the condensate and partially-coherent
wave dynamics separately. For example, application of the soliton gas theory
(which is not well studied itself in the experimental fiber optics). Therefore,
first possible step to the unification of the integrable turbulence theory is
a careful study of the transition between the condensate and the partially-
coherent wave, already started by Akhmediev and co-authors in [120, 121].

Another major direction of possible future studies, could be the construc-
tion of the statistical theory in the framework of the IST with the finite-gap
potentials. The global IST spectrum is a constant of motion and, therefore,
distribution of the eigenvalues on the complex plane can possibly give es-
timates of statistical parameters at the stationary state of the integrable tur-
bulence. Inability to study theoretically the infinite temporal window limit
obliges us to use the periodic boundary conditions and therefore to work in
the finite-gap paradigm. As we already mentioned, application of the finite-
gap theory is a very challenging task. However, if this theory can be con-
structed, the IST spectrum reconstruction from an experimentally recorded
signal is quite achievable, as we demonstrated in the current manuscript.
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Appendix A

Thermal Lensing in the Treacy
compressor

Measurements of the high power signal with the Time Microscope faces
several problems. One of crucial problems which directly affects the recorded
signal profile is the thermal lensing effect. Indeed, the thermal lens makes
the signal beam uncollimated. Therefore, the waist of the beam going to be
shifted out of optimal position inside the crystal. On the Fig. A.1, A.2, A.3
measurements of the beam profile at the far-field zone are depicted. Far-field
zone is found in the focal plane of a lens of 5 m-long focal distance placed
right after the compressor. Measurements provided with a phosphor coated
silicon CCD-based profiler Spiricon-Ophir. Pictures obtained for Spectrogon
PC 0600 NIR gratings.

FIGURE A.1: Average power 0.5 W.
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FIGURE A.2: Average power 2 W.

FIGURE A.3: Average power 7.1 W.



167

Appendix B

Estimates of non-linear and
dispersion coefficients of the PM
fiber

We provided the estimates of the nonlinear coefficient of optical fiber by
providing a separate experiment. We injected a 200 f s with Pavg = 400 mW
and repetition rate 80 MHz pulse into a short (typically 2 m) fiber and mea-
sured input and output spectra. For the anormal dispersion fibers (β2 < 0)
we simply provided comparison with fiber parameter of which we already
know. As a reference we took a standard SMF 28 fiber. We recorded the in-
put and output spectra and tried to match by changing the power injected
to the fiber under investigation. The comparison is shown in Fig. B.1. This
gave us the first estimates that were confirmed by the numerical simulations.
For the normal dispersion fiber (β2 > 0) due to the absens of reference only
numerical simulations were provided (see Fig. B.2). Extended numerical
simulations, recording for the normal dispersion fiber and figures presented
below were made by Simonne Guilbert during her maser thesis.

The dispersion curve was obtained experimentally in IRCICA, subdivi-
sion of PhLAM laboratory of University Lille 1, by Remi Habert.
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FIGURE B.3: Experimentally measured dispersion of the PMF Fibercore HB-
1550T. Dashed line corresponds to the signal wavelength in the experiments.
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Appendix C

Change of variables in NLS
equation

In the present manuscript we used different forms of the NLS eqquations.
For the sake of clarity, we provide here a summery of the changes of variables
needed to obtain one or another form. The changes are depicted in Fig. C.1.
On the figure: P0- peak power of pulse or average power of partially-coherent
wave, T0 - typical pulse duration or timescale, LD = T2

0 /β2 - linear length,

LNL = 1/γP0 - nonlinear length, ε =
√

LNL/LD =
√
|β2|/γP0T2

0 .

FIGURE C.1: Change of variables for NLS equation used in the manuscript.
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Appendix D

Intrapulse stimulated Raman
scattering effect on the random
wave propagation

Here we present the comparison of the experimentally measured data us-
ing HTM and numerical simulations. So the propagation equation used in
simulation is following:

i
∂A
∂z

+
|β2|

2
∂2A
∂t2 + γ|A|2A− γTR A

∂|A|2
∂t

= 0

where TR is the ceffitient proportional to the slope of the Raman gain [21]. For
the numerical simulations we used following parameters: β2 = -22 ps2/km
and γ = 2.4 W−1km−1 and TR = 3 f s.

The intrapulse stimulated Raman scattering term is added to the propa-
gation equation only for the last plot in the Fig. D.1. The rest is the completely
the same as presented in Fig. 3.15.

Also we present here some additional snapshots recorded with HTM with
a high power initial conditions P0 = 4.5 W ∆ν = 0.1 THz (see Fig. D.2,D.3).
It is clear that our experiment no longer described by the 1-D NLS equa-
tion. We clearly observe the frequency downshift which is represented by
the phase inclination. Also the detected coherent structures can be split by
the considered effect into several structures with smaller size.
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FIGURE D.1: Comparison of the numerical simulations and HTM measured sig-
nal.
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FIGURE D.2: Additional snapshot recorded with the HTM. Partially-coherent
light havingP0 = 4.5 W ∆ν = 0.1 THz.
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FIGURE D.3: Additional snapshot recorded with the HTM. Partially-coherent
light havingP0 = 4.5 W ∆ν = 0.1 THz.
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Appendix E

Evolution of the spectra of the
partially-coherent wave in
defocusing system.

Here, we present the comparison of the numerically computed spectra
of the partially-coherent wave propagated in the defocusing system. The
parameters of the initial conditions: spectral widths - 0.1 THz, average power
4.5 W. The spectrum is computed at three different distances 0, 0.27 and 1.9
km. Fibber parameters: β2=22 ps2/km, γ = 3 (Wkm)−1. As we can see, the
spectra computed at z = 0.27 and 1.9 km are almost indistinguishable in the
log-scale, while the FWHM is obviously different. Therefore, dynamics of
RMS and FWHM of the spectrum is not the same.
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