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Caractérisation physico-chimique de nanoparticules sélection-
nées en taille émises par moteur à combustion interne et méth-
ode originale pour la mesure des énergies d’adsorption sur sur-
faces carbonées par spectrométrie de masse laser

Résumé
Les émissions à l’échelle mondiale de particules carbonées fines et ultra-fines présentent
un risque bien connu pour la santé et soulèvent des préoccupations environnementales im-
portantes. Bien que les niveaux ambiants de particules carbonées aient été considérable-
ment réduits au cours des dernières décennies par les restrictions successives des normes
d’émission, leurs rejets dans l’atmosphère continuent de représenter l’une des principales
sources de particules dans les zones urbaines. Les émissions de particules ultra-fines (suie)
générées par les moteurs essence à combustion interne modernes sont au centre des préoc-
cupations puisque les plus petites d’entre elles ne sont actuellement pas concernées par
les règlementations sur les émissions automobiles qui se limitent aux particules de taille
supérieure à 23 nm. Les effets potentiels sur l’environnement et la santé de ces émissions
ultra-fines ne sont pas encore complètement compris en raison de l’absence de caractérisa-
tion expérimentale de ces nanoparticules carbonées.

La caractérisation physico-chimique détaillée de particules sélectionnées en taille émises
par un moteur essence à combustion interne a été réalisée dans ce travail pour fournir des
informations cruciales au bon développement de nouvelles technologies pour la détection
et la mesure des particules de taille inférieure à 23 nm. Ces analyses ont été réalisées dans
le cadre du projet H2020 PEMS4Nano qui vise à développer une technologie de mesure
robuste, fiable et reproductible de particules ultrafines atteignant une taille aussi petite
que 10 nm émises sur banc de test et en conditions réelles de conduite. Les caractérisa-
tions chimiques de ces particules sélectionnées en taille ont été réalisées par spectrométrie
de masse (par exemple de type désorption ionisation laser, L2MS), qui révèle au niveau
moléculaire des informations essentielles sur les classes chimiques des composés les consti-
tuant telles que les organosulfates, les hydrocarbures oxygénés, les hydrocarbures azotés,
les métaux ou les hydrocarbures aromatiques polycycliques. La morphologie des particules
émises a été sondée avec des techniques de microscopie à force atomique, microscopie élec-
tronique en transmission et à balayage. La spectroscopie Raman exaltée par effet de pointe
a été également appliquée pour la première fois à des particules de combustion inférieures
à 10 nm pour recueillir des informations sur leur nanostructure.

La composition chimique de suface et la nature de l’interaction entre les adsorbats et la
surface (chimi/physi-sorption) régissent la réactivité des particules dans l’environnement
et leurs effets nocifs sur la santé humaine. Afin de mieux comprendre ces interactions et
prédire leurs impacts, il est nécessaire de pouvoir déterminer les énergies d’adsorption des
composés chimiques présents à la surface des particules. Dans ce but a été développée et
validée dans ce travail une nouvelle méthode basée sur le phénomène de désorption induite
par laser pour déduire l’énergie d’adsorption d’espèces chimiques sur différents types de
surfaces carbonées à partir de spectres de masse L2MS. Cette procédure expérimentale a
été développée pour être rapide, résolue spatialement, sensible aux molécules de surface,
et, supplémentée par un modèle théorique décrivant le phénomène de désorption, permet
de déterminer l’énergie d’adsorption sur une grande variété d’échantillons. La preuve de
concept de la méthode a été fournie par son application à des systèmes chimiques de
complexité grandissante, montrant son énorme potentiel pour l’étude d’échantillons de
terrain complexes.

Mots-clés: spectrométrie de masse laser, caractérisation physico-chimique, aérosols

générés par la combustion, moteur à combustion interne, surfaces carbonées,

nanoparticules
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Physico-chemical characterization of size-selected internal com-
bustion engine nanoparticles and original method for measur-
ing adsorption energies on carbonaceous surfaces by laser mass
spectrometry

Abstract

The extensive global emissions of fine and ultra-fine carbon-based particulates present a
well-known health risk and raise significant environmental concern. Although the ambi-
ent particulate matter levels have been significantly reduced in the past decades by the
successive tightening of emission standards, transport emission of carbonaceous particles
continues to represent one of the main sources of particulates in urban areas. A major con-
cern is now raised by the ultra-fine particle (soot) emissions of modern internal combustion
engines. A large portion of these emissions are not covered by existing vehicle emission
regulations that only limit the number of particles larger than 23 nm. The potential envi-
ronmental and health effects of ultra-fine vehicle emissions are still not entirely understood
due to the lack of experimental characterization of such carbonaceous nanoparticles.

Detailed physico-chemical characterizations of size-selected particulate matter emitted
by an internal combustion gasoline engine (ICE) were carried out in this work to support
the development process of measurement technologies for sub-23 nm particles. These
analyses were performed in the framework of the H2020 PEMS4Nano project which aims
to develop robust, reliable, and reproducible measurement technology for particles down
to 10 nm for both chassis dyno and real driving emissions. Chemical characterizations
of the ICE size-selected particles were performed using mass spectrometry, such as laser
desorption/ionization mass spectrometry, L2MS, which gives access to detailed molecular
information on the chemical classes of critical interest such as organosulphates, oxygenated
hydrocarbons, nitrogenated hydrocarbons, metals, or polycyclic aromatic hydrocarbons.
The morphology of the emitted particles was probed with atomic force microscopy and
transmission and scanning electron microscopies. Tip-Enhanced Raman Spectroscopy was
applied for the first time to sub-10 nm combustion-generated particles to gather information
on their nanostructure.

The reactivity of particles is mainly driven by the surface chemical composition and by
the strength of the interaction between the adsorbates and the surface (physi- /chemisorp-
tion), therefore, to truly understand and predict the impact of soot emissions, the adsorp-
tion energies of chemical compounds present on their surface must be also determined. In
this regard, a novel laser-based method for determining the adsorption energy of chemi-
cal species on various carbonaceous surfaces was developed and validated. This involved
the development of a fast, spatially resolved, surface-sensitive experimental procedure
and a theoretical model that allows us to determine the adsorption energy of chemical
species adsorbed on a wide variety of samples. The proof of concept of this method has
been demonstrated on several surrogate carbonaceous systems of varying complexity which
demonstrated the great potential of the method for the future analyses of field collected
samples.

Keywords: laser mass spectrometry, physico-chemical characterization, combustion-

generated aerosols, internal combustion engine, carbonaceous surface, nanopar-

ticles
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Chapter 1

Introduction

1.1 Atmospheric aerosols

Atmospheric aerosols are suspensions of liquid, solid, or mixed particles in the air.
The particle size may span more than four orders of magnitude (from nanometer to
tens of microns) and the bulk/surface chemical composition exhibit a huge variety,
reflecting diverse origins and atmospheric processing. Understanding the sources,
properties, and evolution of these particles in the atmosphere is one of the major
challenges in environmental research today.

Atmospheric aerosols are commonly categorized based on their formation path-
way as being either primary or secondary [1]. Primary aerosols are emitted in
the atmosphere as particles (solid or liquid) by processes such as bulk-to-particle
conversion (e.g. wind blown dust from arid regions), liquid-to-particle conversion
(e.g. sea-salt aerosols), emissions of pollen and spores by vegetation, combustion
processes (e.g. carbon particles emitted during wild fires), and volcanic eruptions
(e.g. volcanic ash). In contrast, secondary aerosols are formed in the atmosphere by
chemical reactions from precursor substances (gases) by gas-to-particle conversion.
Common examples of secondary aerosols in the atmosphere are sulphates, nitrates,
and secondary organic aerosols. In addition, aerosols can be classified based on their
natural or anthropogenic source. Some aerosols have mainly natural origins (e.g.
dust, sea salt, volcanic ash, and volcanic sulphates), while others result, at least
partly, from human activities (e.g. carbonaceous particles, ammonium sulphate,
and ammonium nitrate). The concentration of anthropogenic aerosols in the atmo-
sphere significantly increased from the start of the industrial revolution [1]. Since
most of the natural aerosols have relatively large dimensions (e.g. mineral dust and
sea salt), they account for the largest aerosol mass in the atmosphere (2200 – 24000
Tg/yr). Anthropogenic aerosols, on the other hand, exhibit on average a smaller
size and thus show a lower global mass emission rate (320 – 640 Tg/yr) [2].

1.1.1 Impact of aerosols on climate

The estimated contribution of aerosols and various gases to the radiative forcing of
the climate (i.e. the perturbation to the global energy balance due to a change in
the climate system) is presented in Figure 1.1. Even though aerosols have a small
mass or volume fraction and a relatively short atmospheric lifetime, ranging from
a few days to a few weeks (in contrast to greenhouse gases with lifetimes up to a
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century or more), they can still contribute significantly to the radiative forcing, and
thus influence the weather and climate. Aerosols interact both directly and indirectly
with the Earth’s radiation budget and climate. As a direct effect, the aerosols scatter
and absorb radiation from the Sun, referred to as direct radiative forcing. A large
concentration of inorganic aerosols will tend to scatter sunlight back into space (e.g.
sulfate, nitrate aerosols), hereby preventing the direct radiation from reaching the
surface which induces cooling of the Earth–atmosphere system. Such an increase
in the reflected solar radiation at the top of the atmosphere is nearly identical
to the reduction in the solar radiation at the surface. While the direct radiation is
prevented from reaching the surface, more scattered light is available which can affect
the photosynthesis process, and thus improve plant productivity. Carbonaceous
aerosols (e.g. black carbon) absorb and scatter solar radiation. Their presence
in the atmosphere results in the absorption of both direct solar radiation and the
one reflected from the surface. Therefore, black carbon aerosols have primarily a
heating effect on the atmosphere with an estimated radiative forcing of +0.65 [+0.25
– +1.09] W m2 [1, 3], representing approximately one third of that of CO2.

Figure 1.1 Summary of the radiative forcing in 2011 relative to 1750
shown for various emitted components, reproduced from The Climate Change re-
port [1]. Horizontal bars correspond to the overall uncertainty of a group
while the vertical bars show the error associated with individual components.
CFC = chlorofluorocarbons, HCFC = hydrochlorofluorocarbons, HFC = hydrofluorocar-
bons, PFC = perfluorocarbons, NMVOC = Non-Methane Volatile Organic Compounds,
BC = black carbon, ERF – effective radiative forcing.

As an indirect effect, aerosols in the lower atmosphere can modify the size of
cloud particles, changing how clouds reflect and absorb solar radiation, and thus

2



Chapter 1. Introduction

modify the Earth’s energy budget (indirect radiative forcing). Cloud droplets require
an initial “seed” to start the condensation of water which is provided by aerosols.
Changes in aerosol characteristics can therefore lead to changes in cloud properties.
For example, the sulfate aerosols (coming primarily from anthropogenic sources) can
cause the augmentation in the number of cloud droplets while also reducing their size.
The resulting clouds reflect more sunlight than they would have reflected without
the presence of these aerosols. In addition to making the clouds more reflective, it
is also believed that such clouds have a longer atmospheric lifetime [4]. Since some
aerosols can have a cooling effect, they were proposed as a means of mitigating global
warming caused by large emissions of greenhouse gases (geo-engineering), either by
using them near the Earth’s surface to increase cloud formation, or by injecting
them into the stratosphere to reflect the incoming solar radiation [5]. However, the
impacts of such schemes are complex and uncertain.

1.1.2 Impact of aerosols on human health

In addition to their effects on climate, aerosols have also an impact on human
health. Clean air is considered a basic human requirement, therefore air pollution
(with gases and aerosols) has become a serious worldwide problem. According to
a recent World Health Organization (WHO) report [6], approximately 7 million
people die every year from air pollution-related illnesses, such as stroke and heart
diseases, respiratory illness, and cancer, a number that significantly increased over
time [7]. On a global scale, air pollution is the second leading risk factor together
with tobacco smoking, surpassed only by high blood pressure. The size of particulate
matter (PM) determines how the human body deals with the pollutant. Particles
larger than 100 µm are usually too large to be inhaled. Aerosols with a diameter
ranging from 10 to 100 µm usually get processed by the in-built defence mechanisms
of the body – mucus membranes in the respiratory system [8, 9]. Particles between
1 and 10 µm (coarse mode) are most frequently deposited in the nose, pharynx and
larynx while aerosols smaller than 1 µm in size (fine mode) have a high chance of
penetrating deep into the lungs, reaching bronchioles and alveoli [8, 9], Figure 1.2.
Coarse-mode particles are dominated by inorganic species, such as minerals and sea
salt. Fine and coarse aerosols can also contain some minor components that might
be relevant in defining aerosol sources and toxicological properties, such as black car-
bon (BC), transition metals, and aromatic or halogenated organic species [10]. The
presence of additional chemical species on the surface of aerosols, for instance poly-
cyclic aromatic hydrocarbons (PAH) present on the surface of combustion-generated
particles with many of them exhibiting a carcinogenic/mutagenic potential [11–13],
considerably increases the health impact of aerosols, extending their effects beyond
the lungs [14]. In fact, the presence of combustion-derived nanoparticles (ultra-fine
mode, <0.1µm) has been detected in the frontal cortex of autopsy brain samples
[15], urine of healthy children [16], and even in the fetal side of the placenta [17].
If transported to the fetus, these particles, as surface carriers for potentially toxic
species, could significantly affect fetal health and development [17].

Since there is a close, quantitative relationship between exposure to high con-
centrations of small particulates and increased mortality, air quality regulations
have been introduced as a measure of protecting the general population from expo-
sure to high levels of particulates. Fine and ultra-fine aerosols have health impacts
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Figure 1.2 Schematic diagram representing deposition of particles with different sizes in
the lungs due to various mechanisms. The diagram shows that smaller particles deposit
primarily in the lower airways. Reproduced from Sankhe et al. [9].

even at very low concentrations and therefore the guidelines proposed by WHO aim
to achieve the lowest possible PM concentration [7]: 10 µg/m3 annual mean and
25µg/m3 24-hour mean for particulate matter smaller than 2.5µm (PM2.5), and
20 µg/m3 annual mean and 50 µg/m3 24-hour mean for coarse particulate matter
(< 10µm, PM10). It is estimated that reducing the annual average concentration of
fine particles from levels common in many developing cities (∼ 35 µg/m3) to the
WHO guideline level (10 µg/m3) could potentially reduce the number of pollution-
related deaths by 15%.

1.2 Combustion-generated carbonaceous aerosols

One of the major components of fine particulate matter is soot – carbonaceous
particles emitted as unwanted byproducts from virtually every combustion process,
from laboratory burners to internal combustion engines and forest fires. Depending
on the source, soot particles usually have different structures, compositions, and
absorption properties.

Soot formation is a complex process consisting of several rapid and successive
mechanisms that are significantly impacted by combustion physical and chemical
parameters. This process is a constantly studied aspect of combustion, not only be-
cause of its significance for internal combustion engine (ICE) development, but also
for its environment implications, as soot particles exhibit a positive radiative forcing
and represent an important source of atmospheric carbon. Under ideal conditions
the combustion of hydrocarbons leads to the production of mainly carbon dioxide
and water. Ideal conditions can correspond to stoichiometric composition of the
combustible mixture, i.e. the content of the oxidizer such as oxygen is sufficient to
completely oxidize all the present fuel. In practice, combustion conditions deviate
locally from ideality. If the locally present oxidizer is not sufficient to react with all
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the hydrocarbon fuel, in addition to CO2 and H2O, other products of incomplete
combustion, such as carbon monoxide (CO), nitrogen oxides (NOx), hydrocarbons
(CnHm) and soot appear. Properties of soot particles that are emitted by a given
combustor (e.g. ICE, laboratory flame) are determined by multiple factors, such as
the time available for the soot formation and oxidation, and mixing between fuel-rich
parcels and oxidizer. Their size spans the nanometer to micrometer range [18, 19],
with morphologies going from simple spherical shape (i.e. primary particles) to
complex fractal aggregates. Their nano-structure can be finely characterized using
High Resolution Transmission Electron Microscopy (HR-TEM) [20–23], which shows
that “young” soot particles (with a diameter smaller than 10 nm) typically have a
disordered structure, consisting of short and curved carbon layers [20]. These small
particles are thought to be formed from fast coalescence of precursor particles that
act as nuclei for the condensation of gas phase species [24–27]. The nuclei might
be formed by collision of polycyclic aromatic hydrocarbon (PAH) clusters [25, 28].
Furthermore, primary soot particles exhibit a core-shell structure with two different
levels: a less structured inner core, potentially containing multiple nuclei [20], and
a micro-crystalline outer shell, Figure 1.3. The inner core of the primary particle
corresponds to the first nuclei produced during soot inception. The outer shell is
composed of graphitized layers of carbon (crystallites) that are aligned parallel to
the surface [29]. We notice however that the soot nucleation process is still a matter
of intense debate and the scenario described here above is only a tentative one [30–
33]. On the other hand, mature soot particles typically consist of many spherical
primary particles, most of them having a diameter between 15 and 50 nm, combined
in necklace-like agglomerates [34–36].

Figure 1.3 Structure of Diesel soot particles obtained by Ishiguro et al. [20] via High
Resolution Transmission Electron Microscopy.
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1.2.1 On-road vehicle emissions

Transport plays an important role in the modern industrial society. The transporta-
tion sector constitutes a major segment in many developed economies, with a total of
over a billion motor vehicles worldwide. Traffic constitutes one of the major sources
of combustion-generated carbonaceous aerosols (i.e. soot). Due to the large vari-
ability of on-road vehicles, traffic related PM emissions, including non-combustion
sources e.g. brake, tire-wear, can have a size distribution ranging from coarse-mode
to fine-mode particles [37], and is often dominated by combustion-generated sub-
micron particles.

The main source of transport power over the past century has been represented
by internal combustion engines. The ICEs are to date the most fuel-efficient engines
for transportation purposes, due to their relatively high compression ratios and lack
of throttling-related losses [38]. There are two types of ICEs: spark-ignition (SI)
engines and compression ignition (CI) engines (e.g. Diesel engines)[39, 40]. In an
SI engine, fuel and air are premixed, compressed, and ignited by a spark close to
the end of the compression cycle, which results in an expanding turbulent flame.
In a CI engine the fuel is not fully premixed with air, the combustion is initiated
by auto-ignition of the fuel vapors as it mixes and reacts with oxygen inside the
cylinder. Currently, the passenger car sector is dominated by SI engines operating
on gasoline, while the commercial on-road vehicle fleet is mostly powered by CI
engines using diesel fuel.

The emissions of ICEs strongly depend on their operation regime as it impacts
the in-cylinder combustion conditions (e.g. fuel/air equivalence ratio, combustion
temperature). This can be illustrated by the fuel/air equivalence ratio (φ) – tem-
perature diagram presented in Figure 1.4 [38, 41]. The diagram shows contour plots
of the φ-temperature combinations at which the formation of NOx and soot occurs.
As can be seen, a trade-off between the NOx and PM production occurs. NOx levels
can be minimized if the in-cylinder temperature and oxygen content is decreased,
however, this reduces the oxidation of soot particles, thus increasing their emitted
mass and number. Low engine emissions (for both gases and particulates) can be
achieved only by combining traditional emission reduction techniques (e.g. exhaust
gas recirculation (EGR) used to lower the combustion temperature) with exhaust
after-treatment systems, such as particle filters (PF) and catalytic strippers (CS)
that only recently have been introduced on a large scale.

Changes in engine design are being driven by consumer demand for performance,
drivability and affordability, as well as by legislative requirements aimed at promot-
ing energy efficiency, energy security, and environmental protection. The emission
of such compounds as nitrogen oxides (NOx), unburned hydrocarbons (HC), car-
bon monoxide (CO), and particulate matter (PM) are being historically regulated.
The air quality has been significantly improved in the past decades through the suc-
cessive tightening of emission standards. Since the first passenger and heavy duty
emissions directive (1970 and 1988 respectively), there has been an overall reduction
of emissions on the order of 90% for CO, unburned hydrocarbons, NOx, and partic-
ulates [42, 43]. These improvements are illustrated in the Figure 1.5. An overview
of the past and current European emission standards for passenger cars and adopted
by 17 out of 20 members of the G-20 countries (accounting for 90% of global vehicle
sales [44]), is presented in Table 1.1.

Over the last 40 years, the method of regulating the PM emissions was based on
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Figure 1.4 Diagram showing the fuel/air equivalence ratio temperature ranges for soot
and NOx formation and the regions associated with conventional Diesel, spark ignition,
homogeneous charge compression-ignition (HCCI), and Diesel low-temperature combustion
(LTC) engines. Reproduced from Dec et al. [38].

the gravimetric quantification of the PM mass collected by filters. With the intro-
duction of Diesel Particulate Filters (DPFs) at the beginning of 2000s, the limit of
detection of such a method was no longer sensitive enough to record PM concentra-
tions. On the initiative of several European Union member states to develop a more
sensitive and precise measurement methodology than PM mass measurement, the
Particle Measurement Program (PMP) was launched in 2001 [45–47]. In 2007 PMP
proposed the Solid Particle Number (SPN) measurement method that was based on
the counting of solid particles < 23 nm. This measurement method was integrated
into the European Union emission control legislation for light-duty vehicles in 2009.
The new approach required the introduction of new definitions, most importantly
that of a “solid” particle (which does not evaporate upon heating to 350°C). Along
with emission standards, the introduction of a number of on-board computer di-
agnostics was mandated together with a compulsory “road-worthiness” test which
ensures low emission levels throughout the lifetime of a vehicle.

In order to obtain an actual decrease in emissions and thus contribute to the
reduction of air pollution in urban areas, a test cycle that reflects realistic driving
conditions has to be used. In an effort to guarantee that the emissions of certified
vehicles are in line with current limits during real driving conditions, a new and ro-
bust test procedure was introduced in September 2017. A single, laboratory-based
test was replaced by two procedures: Worldwide Harmonized Light Vehicle Test
Procedure (WLTP), performed under laboratory conditions, and the Real Driving
Emissions test (RDE), thus narrowing the gap between the theoretical (emitted
under ideal conditions) and the actual on-the-road emissions. The RDE test com-
plements the laboratory procedure as it is conducted on the road with a Portable
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Figure 1.5 Annual evolution of CO and NOx emissions (day average) from different
sectors. Emissions from transportation (mobile sources) are shown in red/yellow. Adapted
from [48].

Emissions Measurement System (PEMS). RDE test includes driving on urban, rural
roads, and highways under a set of realistic conditions (e.g. uphill/downhill driving)
and also capturing high-emission transitory regimes.

Major improvements in engine technology and the use of alternative fuels over
the last few years have helped contain the environmental harm caused by PM emis-
sions [49]. While NOx and hydrocarbons emissions have been reduced along with
the mass and number of emitted particles, one of the downsides has been the shift in
the particle diameter toward smaller sizes (lower than 100 nm [50]), thus likely con-
tributing to air pollution in urban areas, and becoming a greater public health issue
[51–54]. Therefore, information about the particle number (PN) of ultrafine particles
is becoming more and more valuable for vehicle certification. The current certifica-
tion procedures have a cut-off size of 23 nm for measuring PN. However, sub-23 nm
particles have recently attracted a lot of attention for mainly two reasons. First, sub-
23 nm particles can be produced, and sometimes in large concentrations, by both
Diesel and gasoline direct injection (GDI) engines (e.g. Giechaskiel et al.[55]). Sec-
ond, the harmfulness of the particles has been shown to correlate better with surface
area than with mass [56, 57], which becomes important for ultrafine particles even
though their residence time in the atmosphere is shorter. It has been estimated that
the percentage of sub-23 nm solid particles, which are not measured by current cer-
tification procedures, could reach 30–40% of the total PN for vehicles equipped with
a GDI, and even higher levels when alternative fuels are employed [58]. Therefore,
the critical lack of certification procedures for the measurement of ultrafine (< 23
nm) particulate matter emissions should be addressed. Current efforts [59–61] focus
on establishing solid scientific grounds to allow lowering the 23 nm limit to 10 nm,
with the aims of providing robust particle number measurement methodology and
associated instrumentation. PN measurements below this limit, although possible
in principle (at least in well-controlled laboratory conditions), are challenging to
implement as nanometer-size particles raise important sampling, measurement, and
quantification issues, which can result in undesired biases and artifacts [62, 63].
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Table 1.1 Overview of historic and current European Union emission standards for pas-
senger cars.

Tier
Date CO THC NMHC NOx THC+NOx Particle mass Particle number

Approval First Registration [g/km] [g/km] [g/km] [g/km] [g/km] [g/km] [#/km]

Gasoline vehicles

Euro 1 July 1992 January 1993 2.72 - - - 0.97 - -

Euro 2 January 1996 January 1997 2.2 - - - 0.5 - -

Euro 3 January 2000 January 2001 2.3 0.20 - 0.15 - - -

Euro 4 January 2005 January 2006 1.0 0.10 - 0.08 - - -

Euro 5a September 2009 January 2011 1.0 0.10 0.068 0.060 - 0.005* -

Euro 5b September 2011 January 2013 1.0 0.10 0.068 0.060 - 0.0045* -

Euro 6b September 2014 September 2015 1.0 0.10 0.068 0.060 - 0.0045* 6·1011**

Euro 6c - September 2018 1.0 0.10 0.068 0.060 - 0.0045* 6·1011

Euro 6d-Temp September 2017 September 2019 1.0 0.10 0.068 0.060 - 0.0045* 6·1011

Euro 6d January 2020 January 2021 1.0 0.10 0.068 0.060 - 0.0045* 6·1011

Diesel vehicles

Euro 1 July 1992 January 1993 2.72 - - - 0.97 0.14 -

Euro 2 January 1996 January 1997 1.0 - - - 0.7 0.08 -

Euro 3 January 2000 January 2001 0.66 - - 0.50 0.56 0.05 -

Euro 4 January 2005 January 2006 0.50 - - 0.25 0.30 0.025 -

Euro 5a September 2009 January 2011 0.50 - - 0.180 0.230 0.005 -

Euro 5b September 2011 January 2013 0.50 - - 0.180 0.230 0.0045 6·1011

Euro 6b September 2014 September 2015 0.50 - - 0.080 0.170 0.0045 6·1011

Euro 6c - September 2018 0.50 - - 0.080 0.170 0.0045 6·1011

Euro 6d-Temp September 2017 September 2019 0.50 - - 0.080 0.170 0.0045 6·1011

Euro 6d January 2020 January 2021 0.50 - - 0.080 0.170 0.0045 6·1011

*Norms apply only to vehicles with direct injection engines

** 6·1012 #/km within the first three years from Euro 6b effective dates

THC – total hydrocarbon, NMHC – non-methane hydrocarbons

1.2.2 Reactivity of carbonaceous aerosols

Aerosols can also act as favorable surfaces for chemical reactions to take place on
(heterogeneous chemistry). The most significant of these reactions are those that
lead to the destruction of stratospheric ozone. During winter in the polar regions,
aerosols grow to form polar stratospheric clouds. Chemical reactions take place on
the large surface areas of these cloud particles leading to the formation of significant
amounts of reactive chlorine and, ultimately, to the destruction of ozone in the
stratosphere. Evidence showing changes in the stratospheric ozone concentrations
occurring after major volcanic eruptions have been gathered over the years (e.g.
Mount Pinatubo, 1991).

Several studies have also examined the atmospheric role of reactions taking place
on the surface of soot particles [64–68]. Some works suggested that reduction reac-
tions involving soot surfaces may have an impact on the chemistry of stratosphere
and troposphere. For instance, it was determined that the amount of ozone lost
on soot particles may be non-negligible in a polluted boundary layer with a high
mass concentration of particles [66]. Additionally, the reduction of HNO3 to NO
on black carbon has been proposed as a mechanism to explain the previously ob-
served discrepancy between the calculated and measured NOx/NOy ratios in the
troposphere [67]. Further, it has been shown that NO2 reaction with soot in the
atmosphere may be responsible for observed HONO levels in the troposphere [69].

Due to its irregular agglomerate structure, carbonaceous aerosols are character-
ized by a large specific surface area, which leads to a high adsorptive capacity. This,
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in turn, increases the potential of such aerosol to act as surface carriers for a variety
of chemical compounds such as PAHs and can lead to a long-range transport of toxic
species adsorbed on the surface of these materials. PAHs, exhibiting carcinogenic
and mutagenic potentials and present on the surface of soot particles may react
with atmospheric oxidants to form nitrated or oxygenated derivatives [70]. Such
derivatives can act as direct mutagens, believed to be more toxic than the parent
PAH [71], and thus increase the danger of combustion-generated particles.

In this context, the study of the interaction between various chemical species and
carbonaceous surfaces has a great importance. The identification of the adsorption
mechanism on carbonaceous surfaces and its associated adsorption energy is bene-
ficial for several reasons. First, it can provide necessary information to better un-
derstand, and potentially minimize, the health and climate impact of carbonaceous
aerosols. Second, it can help design better carbon-based materials for industrial use,
for instance materials designed for adsorptive fixation of organics/toxins in the gas
and liquid phases for treating wastewaters and emission gases [72–75]. And finally,
it can offer some insights into the complex and still only partially understood soot
formation mechanism. This is possible since adsorption energies define whether the
surface species (adsorbates) are chemisorbed or physisorbed, and therefore if the
surface molecular compounds result from surface chemistry (remnants of the soot
formation) or physical condensation [76].

1.3 Context of the study

The studies performed during this PhD thesis were carried out in the ANATRAC
(Trace Analysis) research group from the PhLAM laboratory (UMR 8523 – Physique
des Lasers, Atomes et Molécules) at the University of Lille. The ANATRAC group
has developed highly-sensitive and selective laser-based mass spectrometry tech-
niques. These techniques were optimized to specifically probe the chemical com-
position of combustion by-products [77–79]. The high sensitivity and selectivity
toward specific classes of compounds make these techniques an extremely valuable
analytical tool that can be adapted to various samples. In addition to laser-based
techniques, a shared-use secondary ion mass spectrometer (SIMS) instrument, avail-
able at the Regional Platform of Surface Analysis (UCCS – Unité de Catalyse et
Chimie du Solide, University of Lille) was also used in this study.
This thesis is separated into two main parts that have different objectives:

• The collection and physico-chemical characterization of size-selected soot par-
ticles emitted by a single cylinder gasoline engine.

• Fundamental adsorption studies of various chemical species on carbonaceous
surfaces. This includes the development and validation of a novel laser-based
method for determining the adsorption energy of adsorbed compounds.

The first part of this study was carried out in the framework of the H2020 PEMS4Nano
project (www.pems4nano.eu) funded by the European Union’s Horizon 2020 research
and innovation programme under Grant Agreement no. 724145. It involved re-
searchers and staff from nine organizations in five countries: Horiba Automotive
Test Systems (DE), Robert Bosch GmbH (DE), CMCL Inovations (UK), TSI (DE),
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University of Cambridge (UK), University of Lille (FR), IDIADA (ES), Horiba Sci-
entific (FR), and Uniresearch (NL). The aim of this project was to develop a robust,
reliable and reproducible particle emission monitoring system (PEMS) for both chas-
sis dyno and real-driving conditions compliant with possible future particle number
regulations (i.e. able to reliably count particles with a size down to 10 nm). The
development of such a system required extensive knowledge of the physico-chemical
properties of emitted particles, obtained by their thorough experimental character-
ization (morphology, structure, chemical composition, volatility, and reactivity as
a function of their size). Four particle sampling campaigns were organized during
this project at the engine test-bench provided by Robert Bosch GmbH (Renningen,
Germany). My work focused on the collection of size-selected and polydisperse soot
particles from the single cylinder test engine in a number of different engine regimes
and their subsequent physico-chemical analysis. I performed comprehensive surface
chemical characterization of the collected particles and conducted structural and
morphological analyses of size-selected particles.

The second part of the thesis involved studies of more fundamental nature, with
the ultimate objective being the development of a laser-based technique for mea-
suring the adsorption energies of various compounds adsorbed on carbonaceous sur-
faces. The technique is to be applied to heterogeneous samples and thus can be
used, for instance, for the study of soot reactivity. This involved the development of
a theoretical model that links the adsorption energy of a compound with physical
quantities that can be easily measured by laser-based mass spectrometry techniques
available in the research group (e.g. signal recorded by the mass spectrometer upon
irradiation of the sample with a pulsed laser). The model was supplemented by
a mathematical apparatus that allows fitting of the experimental data with the
theoretical model and adsorption energy retrieval. The developed method was sub-
sequently validated on multiple standardized samples, involving various chemical
species, as well as carbonaceous surfaces with varying structures.

1.4 Structure of the manuscript

The dissertation is structured in five chapters. The current (first) chapter presents
the practical and scientific context of the work conducted during my PhD thesis. The
impact of aerosol emissions on climate and human health is briefly reminded. The
importance of carbonaceous aerosols, in particular produced by on-road vehicles,
is introduced along with an overview of the past and current emission regulations
meant to limit the particle pollution of the atmosphere. Finally, this part introduces
the significance of the present study with regards to the current global pollution
situation.

The second chapter presents all the experimental techniques / set-ups employed
in this work. The chapter is subdivided into three sections describing: i) the collec-
tion (for combustion-generated carbonaceous particles) and synthesis (for laboratory-
obtained standards) of samples, ii) the analytical techniques employed for their char-
acterization, including mass spectrometry and microscopy techniques, and iii) the
data-treatment methodology used for interpretation of experimental data.

The third chapter is dedicated to the characterization of both size-selected and
polydisperse soot particles collected from a gasoline single cylinder engine (PEMS4-
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Nano project). Particles collected in several different engine regimes were stud-
ied. The complementary information obtained with laser- and ion-based mass spec-
trometric techniques allowed the detection of a large variety of chemical species.
Advanced statistical methods were used to interpret mass spectrometry data and
identify size-related trends in the chemical composition of soot particles, as well as
discriminate them according to the engine regimes where they were produced. The
study of emissions collected from a simulated engine malfunction allowed the iden-
tification of chemical markers associated with different engine failure modes. The
chapter ends with the study on the influence of a catalytic stripper, complying with
European Union regulations, on the surface chemical composition of combustion
emissions.

The development of an original laser-based method for the adsorption energy
measurements is the subject of the fourth chapter. First, the derivation of the
theoretical model describing laser-induced thermal desorption is detailed, followed by
its experimental validation. The validation was performed with laboratory-obtained
“surrogate soot” samples, having a known structure and chemical composition. A
number of different adsorbate-adsorbent systems have been tested while comparing
the results obtained from the newly developed method with literature values. The
chapter ends with a discussion about the extension of the method toward field
collected combustion-generated particles.

The fifth and final chapter summarizes the main results of my work, propos-
ing several general conclusions and future perspectives. The work will be contin-
ued in both areas covered by this dissertation, specifically, in the physico-chemical
characterization of combustion-generated particles, which also includes instrumental
development, enhancing the capabilities of the mass spectrometric analytical tech-
nique, as well as in providing further refinement of the laser-based adsorption energy
measurement method, through the launch of two new PhD theses.
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Chapter 2

Materials and Methods

This chapter provides a description of the experimental equipment used to generate,
collect, and characterize several types of soot samples. Various analytical techniques
were utilized to provide detailed information about the chemical composition (mass
spectrometry techniques) and structure (microscopy and Raman) of the analyzed
samples.

2.1 Collection / synthesis of samples

Two different types of soot samples were analyzed in this work. Samples were either
produced by an internal combustion engine (ICE) or synthesized in the laboratory
from standard carbon surfaces and known PAH molecules. The former were pro-
duced from the indirect control of a combustion-based source, whereas the latter
were produced under controlled laboratory conditions with known carbon structure,
surface chemical composition, and adsorbate concentration. The collection or syn-
thesis of these distinct sets of samples served two different purposes: while ICE soot
samples were produced to mimic combustion emissions generated by motorized traf-
fic (Chapter 3), laboratory “surrogate soot” samples were utilized to develop a new
methodology allowing the retrieval of the adsorption energy of molecules physisorbed
on carbon surfaces (Chapter 4).

2.1.1 Internal combustion engine emissions

Engine soot samples were collected during four sampling/measurement campaigns
that were organized in the framework of the PEMS4Nano project (see Chapter 3)
and took place at the engine test-bench (Robert Bosch GmbH, Renningen, Ger-
many). The goal of these campaigns was to collect combustion generated particles
for a subsequent offline analysis, allowing to build an extensive database containing
detailed physico-chemical characterization of ICE emitted particles. The purpose
of the database was to serve as input to a theoretical approach (Model Guided Ap-
plication, MGA) developed by CMCL Innovations (Cambridge, United Kingdom)
and aiming to model particle formation in the engine, as well as particle dynamics
in the exhaust system and sampling line, thus contributing to the development of a
precise and reliable particle measuring system for automotive certifications. In order
to obtain a comprehensive database, a variety of engine regimes had to be tested,
thus simulating multiple operating conditions that are often encountered during real
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driving conditions. In order to exclude the possible impact of variables such as traf-
fic and weather on engine emissions, a stationary test engine was used as stable and
reliable source of soot particles. The advantage is that it can be easily tuned to
operate in conditions equivalent to the ones encountered on the road.

Since the collection of material for offline analysis can be lengthy (up to 12 hours)
the tested engine regimes must be carefully chosen to collect particles carrying the
maximum amount of physico-chemical information within the time frame of the
sampling campaign (typically one to two weeks). Two different variables related
to the test engine were extensively studied: i) the engine working point, which
includes different air/fuel ratios, applied loads and speeds, and ii) the influence
of the mechanical state of the engine (i.e. the impact of various malfunctions).
Additionally, the influence of a catalytic stripper on the chemical composition of
emitted particles was investigated. A catalytic stripper (CS) is often used in vehicle
exhaust after-treatment systems to remove hydrocarbons and sulfuric acid from the
engine exhaust [80] and hence contributes to the reduction of emitted PM [81]. All
the studied operating regimes along with their description are listed in Table 2.1.

The air-fuel ratio (AFR) of a well maintained spark ignition engine varies within
the range 12:1 (rich) to 20:1 (lean) and depends on the condition of the engine
(temperature, speed, load, fuel, etc.). The air-fuel ratio is usually represented by an
equivalence factor – lambda corresponding to the ratio between the actual AFR and
the ideal/stoichiometric ratio for the given fuel (e.g. 14.7:1 for EURO5 gasoline):

λ =
AFRactual

AFRideal

(2.1)

Modern internal combustion engines operate primarily around the stoichiometric
ratio (lambda value close to unity). The deviation from λ = 1 depends on the
tune of the engine as it can be optimized either for maximum power (slightly rich
combustion, λ ∼ 0.9) or best fuel economy (slightly lean combustion, λ ∼ 1.05)
[82]. A λ value of one is also preferable since most gas after-treatment systems are
designed to have the highest efficiency when the engine operates in a narrow band
around the regime with the stoichiometric mixture.

Two different air/fuel ratios were tested, one corresponding to an engine oper-
ating regime defined as optimal by the engine control unit (ECU, λ ≈ 1, balanced
regime compromising between power and fuel consumption) and a rich air-fuel mix-
ture set point (λ = 0.75). Such a low λ value (for the given engine speed and torque)
cannot occur during normal engine operation and is used instead to simulate a fault
in the engine fuel injection system.

Sampling with an excess of lubricating oil in the combustion chamber was also
performed. This was achieved by reducing the oil draining rate of the cylinder head,
effectively raising the oil level above the valve guides and causing a small leakage
of lubricant oil into the cylinder. Such a leakage simulates a common failure of
the valve stem seals. These two engine regimes, simulating different malfunctions,
were studied alongside conditions corresponding to normal engine operation with the
intention to gather information about the contribution of the two main hydrocarbon
sources (fuel and lubricant oil) to the chemical composition of engine exhaust, in
particular soot particles. Such information will later help identify the main source of
organic species contributing to size-selected particles emitted by a “healthy” engine.

The load applied to the engine is expressed in terms of Indicated Mean Effective
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Table 2.1 List of studied engine regimes. The Indicated Mean Effective Pressure
(IMEP, bar) indicates the load applied to the engine.

Designation
Speed, IMEP,

λ Description
RPM bar

NM2000 2000 6 1.01 Normal operation regime

NH2000 2000 12 1.01 Normal operation regime

NH2000CS 2000 12 1.01 Normal operation regime, with CS

NH1200 1200 10 1.01 Normal operation regime

NH1200CS 1200 10 1.01 Normal operation regime, with CS

FM2000 2000 6 0.75 Fuel system malfunction

OM2000 2000 6 1.01 Oil system malfunction

Pressure (IMEP) – a uniform pressure that would be required throughout the power
stroke of the engine to do the same amount of work as it is done by the pressure
obtained from the fuel combustion. A “high load” (Table 2.1) corresponds to the
highest load that could be applied to the engine (preserving its speed and λ value)
that does not induce engine knock – abnormal combustion of one or more pockets
of air-fuel mixture (outside of the normal combustion front)[83]. “Medium load” is
the load equal to the average value between the IMEP of a free-running engine at
the same rotational speed (no load applied) and the maximum possible IMEP (i.e.
“high load”).

Generated particles were collected for a subsequent off-line characterization, per-
formed with multiple analytical techniques (Section 2.2). Since each characteriza-
tion technique has a unique set of requirements for the sample (e.g. substrate ma-
terial, coverage), multiple samples (different sampling times, substrate materials)
were collected for each tested engine regime. Engine specifications and associated
experimental setup utilized for combustion byproduct monitoring and collection are
described in further details in the following section.

2.1.1.1 Test engine and sampling line

A single cylinder test engine was used in this work to generate particulate matter
in the regimes listed in Table 2.1. The cylinder is similar to what is implemented
on the Mercedes-Benz M272 V6 engine. A single cylinder engine is preferred over a
multi-cylinder one to avoid any slight variations of combustion conditions between
different cylinders and thus make the operating conditions more controllable.

In addition to liquid fuel (gasoline), the engine was set with an auxiliary injec-
tion port dedicated to gaseous fuels, which was used to prepare the engine before
the production of soot particles intended for off-line characterization. Specifically,
methane gas (at 6 bar injection pressure) was supplied to the engine. Its combustion
served as a conditioning step used to warm up all engine components (e.g. exhaust
port) and eliminate the possibility of contamination with particles left from the last
engine run. After the cleaning procedure, with an average duration of 10–15 min-
utes, the engine was switched to liquid fuel operation, Euro Stage V E5 Gasoline:
CEC-RF-02-08 E5, supplied by a two-piston dosing pump equipped with a pressure
regulator compensating for pressure oscillations. The fuel was injected in the cylin-
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der with a solenoid-type high-pressure fuel injector with six spray holes. The engine
was equipped with pressure and temperature probes/sensors, monitoring the engine
at the intake, exhaust port, and in-cylinder. The engine control and data sampling
were done using LabVIEW [84]. The temperature of the engine coolant and that
of the lubricating oil were maintained at 80°C during sampling of the combustion
byproducts. Detailed engine and fuel specifications are indicated in Table 2.2.

Table 2.2 Engine specifications (b/aTDC – before/after Top Dead Center)

Specification Value

Fuel Euro Stage V E5 Gasoline (CEC-RF-02-08 E5)

Lubricant Agip SIGMA, 10W-40

Cylinder head Pentroof type

Compression ratio 12.5:1

Bore 82 mm

Stroke 85 mm

Stroke volume 449 cm3

Fuel direct injection system Central mounted generic six-hole injector

Fuel injection pressure 150 bars

Spark plug location Exhaust side

Intake valve timing:
Open 334° bTDC

Close 166° bTDC

Exhaust valve timing:
Open 154° aTDC

Close 330° aTDC

As described in the introduction, combustion byproducts include gases of differ-
ent nature and carbonaceous particles exhibiting distinct characteristics (e.g. stuc-
ture, size, composition or adsorption properties) all depending on the combustion
conditions. In order to best characterize these emissions, it is necessary to ac-
count as much as possible for the different physical state of the molecules released
in the exhaust and their specificity, especially regarding their size. For instance,
one can wonder whether the smallest particles carry the same chemical informa-
tion as the largest ones. To address these concerns (particulate matter versus gas
phase and polydisperse versus size-selected particles), experimental solutions have
been designed and implemented (two-filter system [85]) or integrated (e.g. Nano-
Differential Mobility Sizer) to the home-built sampling line connected to the test
engine (Figure 2.1, details given further below). However, each analytical technique
employed here to reveal fundamental information about the particles’ morphology
and structure (Section 3.2) or chemical composition (Section 2.2.2) is subjected to a
specific set of requirements regarding sample coverage (from individual particles to
homogeneous coverage) and nature of substrates (e.g. copper grids, silicon wafers).
Therefore, the analytical information that will be possible to extract from the col-
lected samples will depend on the compatibility between these requirements and
the collection scheme employed. Figure 2.1 illustrates the analytical and collection
strategy put into operation.

A partial flow was taken from the exhaust duct, approximately 5 cm after the
exhaust port and was then supplied via an 8 cm long transfer line to a DEKATI
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FPS 4000 (Fine Particle Sampler) two-stage dilution system that prevented the con-
densation of volatile particles. The temperature of the primary dilution stage (hot
dilution stage) was set to 180°C. The diluted exhaust was then cooled down to 35°C
in the second, cold dilution stage. The overall dilution ratio of the DEKATI FPS
4000 was 1:30 (1:3 and 1:10 for the hot and cold dilution stages, respectively). Af-
ter the diluter, the engine exhaust was split into three branches. The first branch
consisted of a series of two instruments placed one after another to first, remove
the volatile particles from the exhaust through the action of a home-built ther-
modenuder (350°C, dilution rate of 1:10), and second, monitor engine stability and
particle production during sampling using an Engine Exhaust Particle Sizer (EEPS,
TSI, model 3090). The second branch was used to collect size-selected particles for
structural and morphological studies with a combination of a Nano-Differential Mo-
bility Sizer (Nano-DMA, TSI, model 3085) and a Nanometer Aerosol Sampler (NAS,
TSI, model 3089). Finally, the third branch further divides into two lines where the
collection of size-selected particles was conducted with a NanoMOUDI II cascade
impactor (TSI/MSP, model 125R), while the gas and polydisperse particle phases
were sampled with a custom-built two-filter separation and collection system [85].
A detailed description of the sampling equipment and procedures used to collect
size-selected and polydisperse particles will be presented in the following sections.

Figure 2.1 Schematic representation of the sampling line used for engine monitoring
and particle collection. The sampling of combustion byproducts for the chemical analysis
(with NanoMOUDI and two-filter system) can be done with or without a catalytic stripper
(represented by the dashed lines).

A catalytic stripper (Figure 2.2) can be placed on the third sampling branch
before the sampling equipment (either NanoMoudi or the two-filter system) in order
to investigate its impact on the properties of particles sampled in different engine
regimes. The CS was built by the University of Cambridge (A. Boies group) in a
similar fashion to the commercially-available models (Catalytic Instruments). The
coating was commercially available precious metal loading (100—300 g/ft3) with
an alumina wash coat. The CS was calibrated and monitored with a temperature
controller to ensure that the centerline temperature of the aerosol flow achieves 350°C
prior to entering the catalytic monolith contained within the device. The catalytic
stripper performance in terms of hydrocarbon removal was tested to be >99% for 30
nm tetracontane (C40H82) particles at a concentration of >104 cm−3. The particle
penetration was >60% for 10 nm particles and the entire system residence time was
1–2 s.
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Figure 2.2 (a) The custom-built catalytic stripper employed for the removal of organic
species from the engine exhaust, (b) size-dependent penetration efficiency plot provided by
the manufacturer of the catalytic stripper (University of Cambridge).

2.1.1.2 Sampling of polydisperse particles and gas phase

Polydisperse soot particles and the gas phase were collected only for chemical char-
acterization. To separate and collect both the particulate (polydisperse particles)
and gas phases present in the engine exhaust, an original two-filter sampling sys-
tem [85, 86] was used. The separation between two phases enabled an in-depth
chemical characterization of both particle-bound species and the ones present in the
gas phase. The new sampling system is comprised of two quartz fiber filters (QFF,
Pall Tissuquartz QAT-UP 2500) placed one after the other, Figure 2.3. The front
filter (FF) is used to retain the particulate matter entering the system, without
size-selection, while letting through the gas phase (i.e. volatile organic components,
NOx, CO). The back filter (BF), placed 3.5 cm downstream of the front one and
covered with a thin layer of activated black carbon particles (Pureblack 100 Carbon,
Columbian Chemicals Company, specific surface 80–150 m2g−1) is used to adsorb
the organic fraction from the gas phase that passed through the front filter.

Figure 2.3 Schematic representation of the two-filter sampling system used for the sep-
aration and collection of the particulate matter and gas phase from the engine exhaust. A
set of collected filters (front and back) is also shown.

18



Chapter 2. Materials and Methods

The efficiency of the system to separate the gas and particulate phases present
in combustion emissions was previously tested with the exhaust of laboratory flames
and standardized soot generators [85, 86]. The front filter, retaining the particulate
phase, shows a high contribution from semi- and non-volatile compounds while the
back filter, corresponding to the adsorbed gas phase, is characterized by a much
higher abundance of volatile species, as can be seen in Figure 2.4.

Before sampling, both front and back filters were heated in an oven at 200°C
for at least 16 hours to remove pre-adsorbed species. For collection of exhaust,
the two-filter system was placed on the third sampling branch connected either
directly to the DEKATI diluter or the catalytic stripper, Figure 2.1. The sampling
of polydisperse soot particles and gas phase was performed in several engine regimes,
yielding eight different samples, Table 2.3. The collection of combustion byproducts
was performed for 10 minutes (with and without CS) per engine set-point, a period
long enough to obtain a uniform coverage of the front filter, Figure 2.3. In addition
to the collected samples, a pair of blank filters (a clean QFF for the the FF and a
carbon covered QFF for the BF) were prepared, later to be used as reference samples
during the chemical characterization. The blank filters were stored and managed in
a similar way to other collected samples.

Figure 2.4 A “contrast plot” illustrating the partitioning of organic species emitted by a
miniCAST (Combustion Aerosol Standard) soot generator between the front and back filters.
Results obtained in four different regimes (SP1–4) are shown here. SFF and SBF represent
the signal of a chemical compound recorded with a Two-Step Laser Mass Spectrometer on
the front and back filters, respectively. Values on the y axis correspond to the partitioning
of the species between the filters: -1 indicates that the species are all found on the back
filter, +1 that they are all found on the front filter, and 0 that they are equally partitioned
on both filters. One can see that low mass species (volatile) are predominantly present on
the back filter while higher mass compounds (non-volatile) are mainly found on the front
filter. Reproduced from Ngo et al. [85].

Since a multitude of samples were obtained, each one corresponding to a dif-
ferent engine regime as well as sampling method, a notation scheme that provides
a short summary of all the necessary information about the sample was employed
(< engine regime >< description >):

19



Chapter 2. Materials and Methods

NH2000CSFF = N

normal op.

high load

H2000

2000RPM

cat. stripper

CS FF

front filter

Table 2.3 List of samples collected in different engine regimes and with different sampling
techniques.

Designation Engine regime Sampling method Substrate

NM2000NAS
NM2000

NAS Si wafer, TEM grid

NM2000<size−bin> NanoMOUDI Al foils

NH2000NAS

NH2000

NAS Si wafer, TEM grid

NH2000FF/BF Two-filter system QFF

NH2000<size−bin> NanoMOUDI Al foils

NH2000CSFF/BF
NH2000CS

Two-filter system + CS QFF

NH2000CS<size−bin> NanoMOUDI + CS Al foils

NH1200FF/BF
NH1200

Two-filter system QFF

NH1200<size−bin> NanoMOUDI Al foils

NH1200CSFF/BF
NH1200CS

Two-filter system + CS QFF

NH1200CS<size−bin> NanoMOUDI + CS Al foils

FM2000<size−bin> FM2000 NanoMOUDI Al foils

OM2000NAS
OM2000

NAS Si wafer, TEM grid

OM2000<size−bin> NanoMOUDI Al foils

2.1.1.3 Collection of size-selected particles down to 10 nm

In order to expose the variation of physico-chemical properties of soot particles with
their dimensions, size-selected particles were sampled in various engine regimes.
These particles were collected for subsequent structural, morphological and chem-
ical investigations and, therefore, two different sampling methods were employed:
one for sampling particles for microscopy analysis, and the other for chemical char-
acterization.

Sampling of size-selected particles in a single narrow size range (18±5 nm) was
performed with a combination of a Nano Differential Mobility Analyser (Nano-DMA,
TSI, model 3085) and a Nanometer Aerosol Sampler (NAS, TSI, model 3089), the
latter allowing size separation based on the electrostatic mobility of particles. Sub-
strates intended for structural and morphological analysis using TEM encompassed
SiN wafers (3.0x3.0 mm2 Silicon Frame with 0.5x0.5mm2, 10 nm thick Silicon Nitride
membrane, Norcada) and TEM grids (lacey carbon films on copper grids, AgarSci-
entific, AGS166H), while for SEM and AFM measurements the substrates were Si
and Au coated Si wafers. The sample substrates were fixed to the electrode of the
NAS as shown in Figure 2.5, ensuring a good electrical connection between the two.
The particles charged by the Nano-DMA enter the electric field created between
the ground chamber and the NAS electrode whereby they are directed towards the
substrate and ultimately impinge on the surface. The sampler runs at a fixed flow
rate and voltage for the entire sampling period. The collection time was adjusted
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based on the engine regime, according to the number of particles in the sampled size
bin as reported by EEPS, and varied between 30 minutes and 1 hour.

Figure 2.5 The electrode of the NAS with three substrates attached (with copper tape):
one gold-coated silicon wafer and two TEM grids.

The collection of size-selected particles for chemical analysis was performed using
a NanoMOUDI II (TSI/MSP, model 125R) 13 stage cascade impactor. It combines
aerodynamic design and micro-orifice nozzles to reduce jet velocity, pressure drop,
particle bounce and re-entrainment. NanoMOUDI works on the principle of inertial
impaction [87]. At each stage, jets of particle-laden air exiting from nozzles impinge
on an impaction plate. Particles larger than the cut-off size of the stage cross the
air streamlines and are collected on the impaction plate. Smaller particles, with less
inertia, do not cross the streamlines and can reach the next stage where the nozzles
are smaller, the air velocity through them is higher and finer particles are collected.
This principle continues through the cascade impactor. The NanoMOUDI has 13
stages with nominal cut-off sizes of 10000, 5600, 3200, 1800, 1000, 560, 320, 180, 100,
56, 32, 18, and 10 nm. The design of a stage, consisting of nozzle plate and impaction
plate with substrate for deposition, is shown in Figure 2.6. Each impaction stage
has embedded stepper motors used to rotate the collecting substrate for a uniform
deposition, Figure 2.6b.

The NanoMOUDI was attached by a stainless steel line to either the Dekati FPS
dilution stage or the catalytic stripper, Figure 2.1 . Al foils were chosen as substrates
for the 13 impaction stages. To avoid any cross contamination that would skew the
results of the chemical analysis, no coating was applied to the substrates prior to
the sampling. The sampling time was adjusted depending on the engine regime in
order to obtain sufficient particle coverage on the last impaction stage (10–18 nm)
and varied from 6 to 12 hours. We remind that the focus of the project was the
study of ultra-fine particles, specifically with sub-23 nm size. However, in order
to derive meaningful trends in the chemical composition of particulate emissions,
particles collected on stages with cut-off sizes up to 560 nm were analyzed, a size-
range encompassing the majority of particles emitted by the engine (as illustrated by
the size distribution recorded by the EEPS, Figure 2.7). All the samples associated
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with size-selected particles and collected from different engine regimes are listed in
Table 2.3. In addition to samples containing size-selected particles, a blank Al foil
and a QFF filter was prepared and stored in the same conditions as other samples,
later to be used as reference samples during the chemical analysis.

Figure 2.6 (a) stepper motor impaction stage diagram of the NanoMOUDI, reproduced
from the MOUDI II impactor catalogue (TSI)[88]. (b) Image of the aluminum foil substrate
with deposited soot particles (18–32 nm size bin).

Figure 2.7 Size distribution of particle emitted by the single-cylinder engine in two oper-
ation regimes and recorded by the EEPS.

2.1.2 Preparation of “surrogate soot” samples

In the previous section the collection of ICE soot particles was described. Physico-
chemical characteristics of such particles (e.g. specific surface, porosity, chemical
composition), in addition to being linked to the combustion conditions they originate
from, show high variability with the size, as will be demonstrated in Chapter 3.
The development and validation of a method for adsorption energy determination,
described in Chapter 4, requires well characterized samples with constant properties.
For these reasons, laboratory-synthesized “surrogate soot” was used, as it has a
known and controllable surface chemical composition, while mimicking the structure
of soot particles emitted by a real combustor.

Surrogate soot samples containing adsorbed PAHs or an inorganic salt were pre-
pared in the laboratory following the protocol described by Faccinetto et al. (2015)
[78]. Polycyclic aromatic hydrocarbons (pyrene and coronene, Sigma Aldrich, 98%
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purity) were dissolved into dichloromethane forming solutions of known concentra-
tions, which were subsequently mixed with activated carbon particles (Pureblack
100 Carbon, average particle diameter 80 nm, specific surface area 80–150 m2g−1).
The mixture was then magnetically stirred for 2 hours, followed by vacuum filtration
of the suspended powder onto a quartz fiber filter (Pall Tissuquartz QAT-UP 2500),
forming a sub-millimeter thick soot layer on its surface. The amount of analyte left
in the filtered solution was determined from UV-Vis extinction measurements [78],
Figure 2.8, and enabled the calculation of the adsorbate surface concentration, Table
2.4 . A similar protocol (with the exception of the solvent - ultra-pure deionized
water, Purelab Option-Q) was used to prepare surrogate soot samples containing
lead, sourced from PbCl2 salt (Sigma Aldrich, 98% purity).

Figure 2.8 (a) Block diagram of the surrogate soot preparation process, (b) UV-Vis ex-
tinction spectra of the original stock and filtrated solution of pyrene. The reduction in
extinction is due to the adsorption of pyrene onto activated carbon particles.

Table 2.4 List of the samples synthesized for adsorption energy measurements (Chapter
4). The surface coverage (in mono-layers, ML) was determined from UV-Vis extinction
measurements following the method presented in Faccinetto et al. [78].

Nr.
Adsorbent/adsorbate

system
Adsorbent θ, ML

1. Pyrene / activated carbon Pyrene 2 · 10−3

2.
(Pyrene + Coronene) /

activated carbon

Pyrene 8 · 10−3

Coronene 1.2 · 10−3

3. Pyrene / graphite sheet Pyrene ≤ 10−3

4. Pyrene / HOPG Pyrene ≤ 10−3

5. Pb / activated carbon Pb ≤ 10−3
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In addition to samples based on activated carbon particles, other adsorbents have
also been used. Specifically, samples based on (mm-thick) graphite sheet and HOPG
(highly-oriented pyrolitic graphite) substrates were prepared and used to determine
the variation of the adsorption energy with the structure of the substrate. The
sample preparation procedure for these adsorbents is similar to the preparation of
surrogate soot with the exclusion of the vacuum filtration step. Graphite (Alfa Aesar,
graphite foil) and HOPG (Sigma Aldrich) exhibit significantly lower specific surface
areas compared to activated carbon. The resulting adsorbate surface concentration
is therefore at the limit of detection of the spectrophotometric method [78]. For
this reason, only upper limits of the coverage (∼10−3 ML) are provided in Table
2.4. The low coverages obtained for all sample ensures that no lateral interaction
between adsorbate molecules is present. Moreover, due to the preparation protocol,
the coverage can be considered homogeneous across the surface of all samples. A
detailed characterization of the surrogate soot samples will be presented in Chapter
4.

2.2 Characterization techniques

Carbonaceous samples, collected either from an ICE or synthesized in the laboratory,
were characterized with multiple off-line analytical techniques in order to investigate
their physico-chemical properties. The structure and morphology of particles were
studied with microscopy techniques (SEM (Scanning Electron Microscopy), TEM
(Transmission Electron Microscopy), AFM/TERS (Atomic Force Microscopy /Tip
Enhanced Raman Spectroscopy)) and Raman spectroscopy, while the chemical com-
position was probed using mass spectrometric techniques (Two-Step Laser Mass
Spectrometry (L2MS) and Secondary Ion Mass Spectrometry (SIMS)). Note that
the level of technical details provided for each analytical technique depends on the
extensiveness of its utilization in this work.

2.2.1 Structural and morphological analysis

Structural and morphological studies were performed on samples containing size-
selected particles collected with a combination of NAS and Nano-DMA (Section
2.1.1.3). The analysis was performed on duplicate samples, collected in the same en-
gine regime but on different substrates, to avoid any cross-contamination or sample
alteration, the latter possibly induced by the analytical technique. Since the sam-
ples were collected in the same conditions (in terms of engine regime and sampling
method), the results obtained with different analyzing techniques are complemen-
tary.

2.2.1.1 Scanning and Transmission Electron Microscopy

Two types of electron microscopes were used for morphology studies: scanning- and
transmission-based. The SEM used here was a Merlin Zeiss REM Supra 35VP in-
strument available at Robert Bosch GmbH analytical center (Renningen, Germany).
The instrument features a spatial resolution of 1 nm and high detection efficiency.
Images of the sample are produced by scanning the surface with a focused beam
of electrons. The electrons interact with atoms in the sample, producing signals
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that contain information about the surface topography and composition. Since the
analyzed samples contained primarily ultra-fine particles, a low accelerating voltage
(1kV) has been chosen. This decreased the size of the interaction volume, improved
the spatial resolution, and decreased the impact of the electron beam on studied
particles. Additionally, it enabled the study of ultra-fine combustion-generated par-
ticles without the need of applying a conductive coating. As SEM studies could be
performed during the sampling campaign, the results were used to determine the
sample surface coverage and adjust, if needed, the sampling time for other samples.

The TEM Tecnai G2 microscope, available at the Platform for Materials and
Transformations Analysis (Unité Matériaux et Transformations (UMET), University
of Lille), was used for transmission-based morphology studies of particles. A beam
of electrons at 20 kV is used to characterize the structure and certain properties of
the solid material at the atomic scale. In the bright field mode, only the direct beam
is allowed to pass through the sample, and the image is created from the weakening
of the beam from its interaction with the material present on the sample. Thus,
the thickest regions or areas containing heavy atoms will have the highest contrast.
A high spatial resolution (1.9 Å) allows to study the structure of even the smallest
particles. Moreover, by recording series of images of the same particle/aggregate
obtained for different tilt angles of the sample holder it is also possible to create the
3D model of the particle, in other words, to reconstruct its shape (3D tomography)
(Chapter 3).

2.2.1.2 Atomic Force Microscopy / Tip Enhanced Raman Spectroscopy

A NanoRaman system combining an atomic force microscope (AFM) with a Raman
spectrometer (Xplora Nano, Horiba Scientific, Villeneuve d’Ascq, France) was used
for AFM imaging and tip-enhanced Raman measurements. The topography of the
sample was retrieved by “touching” the surface with a special mechanical probe
(tip). High-resolution cantilever-based tips (Hi’Res C14/Cr-Au, µmasch, typical 1
nm-radius) were used for high lateral resolution. TERS measurements, in which
the enhancement of Raman scattering occurs only at the point of a near atomically
sharp tip, were performed in a reflection configuration allowing the use of an 100x
objective lens (NA 0.7) with a 60° angle. The incident laser (633 nm, p-polarized)
is focused through the objective onto the apex of the cantilever-based silver TERS
probe (Ag coated OMNI TERS probe). The collection of the back-scattered signal
is performed through the same objective. The reliable stability of the whole system
allows the laser-tip alignment and accurate XYZ position to be maintained during
the TERS map acquisition (at least 1 hour).

2.2.1.3 Micro-Raman spectroscopy

Raman spectroscopy is a spectroscopic technique used to determine vibrational
modes of molecules, thus providing their structural fingerprint. This technique re-
lies on the inelastic scattering of photons (Raman scattering), resulting in an energy
shift. The shift in energy gives information about the vibrational modes present in
the analyzed system and thus can inform on the molecular composition and struc-
ture of different samples. Consequently, Raman spectroscopy is frequently employed
for characterization of carbon allotropes: the structural changes in graphitic carbon
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materials [89], the determination of diameter and chirality of single-wall carbon
nanotubes [90], and the structural characterization of graphene [91].

Activated carbon particles and graphite surfaces have been analyzed with a Ra-
man spectrometer (Renishaw InVia Reflex) coupled with a confocal BFXM Olympus
microscope (micro-Raman) available in our laboratory. The spectra were obtained
by irradiation with a 514.5 nm laser with a maximum power at sample of 2 mW.
The laser power was reduced from the nominal value (150 mW) to avoid sample
alteration. Using a lens with 20x magnification (N.A. 0.5), the laser was focused
on the surface of the sample to a spot of ∼ 3.0µm diameter (irradiance max =
0.116 MW/cm2). The spectrometer was calibrated using the Stokes Raman signal
of pure Si (520 cm−1). All the spectra were obtained with an extended scan (500–
2200 cm−1) using a 1800 grooves/mm diffraction grating, which gives a spectral
resolution of about 4 cm−1.

2.2.2 Chemical characterization

The chemical characterization of collected or synthesized samples was performed
using mass spectrometry – an analytical technique used to identify unknown com-
pounds within a sample, thus helping identify its chemical composition. Due to
its sensitivity and versatility, mass spectrometry is quickly becoming the preferred
analytical technique in numerous fields [92–94]. The general principle of mass spec-
trometry is to create gas-phase ions, separate them in space or time based on their
mass to charge ratio (m/z) and then measure their relative abundances (intensities).

Combustion generated particles contain a multitude of chemical species associ-
ated with different chemical classes such as hydrocarbon species (including PAHs
and aliphatic compounds), metal and sulfur-containing species that generally have
a substantially different ionization potential. Exploring the complexity of such con-
voluted systems requires the use of several analytical techniques employing different
desorption and ionization mechanisms, Figure 2.9. As mass spectra obtained with
different desorption/ionization mechanisms provide information only about a frac-
tion of chemical species, to obtain a detailed and complete chemical characterization
of a sample, the information extracted from mass spectra obtained with different
techniques must be combined.

In order to cover the majority of species present on the surface of the collected
combustion generated particles, two mass spectrometric techniques were used in
this study: i) L2MS which was implemented and developed in our laboratory and ii)
ToF-SIMS, employing a commercial shared-use instrument available at the Regional
Platform of Surface Analysis (UCCS, University of Lille). The operating principle
and experimental conditions in which these two techniques were used are described
below. Samples collected for chemical characterization had a relatively large size
which allowed them to be divided into several equivalent portions, each analyzed on
a different instrument.

2.2.2.1 Secondary Ion Mass Spectrometry

Secondary Ion Mass Spectrometry (SIMS) is a widely used technique for material
characterization demonstrating high sensitivity to most elements in the periodic
table. The use of this technique proved to be of high interest in several fields (e.g.
material science, bioscience) and led to the emergence of several commercial versions
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Figure 2.9 Comparison between mass spectra of soot particles obtained with L2MS at
different ionization wavelengths and SIMS. Different desorption and ionization mechanisms
result in significantly different mass spectra, indicating that different chemical species have
been targeted. For instance, the ionization of laser-desorbed species with a laser pulse
at 266 nm results in a high signal from PAHs, while ionization at 118 nm will lead to
preferential detection of aliphatic compounds.

of the instrument. In this technique, secondary ions are ejected (sputtered) from
the sample surface by primary-ion bombardment in a ultrahigh vacuum (UHV)
environment. These secondary ions are individually detected and recorded as a
function of their mass-to-charge ratio. The high sensitivity attainable by individual
ion detection, and the high depth resolution are the principal attributes of SIMS.

A TOF.SIMS5 instrument (ION-TOF GmbH) available at the Regional Platform
of Surface Analysis was used in this study, Figure 2.10. For this instrument, the
sample is attached to a sample holder and introduced through a load-lock into the
analysis chamber with a residual pressure of 10−9 mbar. The sample is placed on
a mobile stage where it can be visualised with an optical camera, thus allowing to
select the zone for the analysis.

SIMS can be operated in two working modes: static and dynamic. In the static
mode, where the sample surface remains relatively undisturbed, the majority of
secondary ions originate from the top one or two monolayers of the sample. The ion
dose is limited to a level at which every primary ion should always hit a fresh area
of the sample. This mode is devoted to the surface molecular analysis. In dynamic
mode, selected secondary-ion intensities are monitored as a function of sputtering
time, yielding a depth concentration profile. Depth resolution is typically in the
5–20 nm range. This mode is primarily used for the depth distribution analysis of
trace elements.

This work focuses mainly on the surface chemical composition and therefore
only the static mode was employed. A mass spectrum obtained in this mode reveals
characteristic molecular fragmentation patterns that help identify the surface chem-
ical composition of the sample. Bi+3 was chosen as primary ion source, over such
sources as Cs+ and O+

2 , since it has a high ionization efficiency for organic species
and a lower fragmentation probability of parent molecules. The energy of primary
ions (Bi+3 ) was set to 25 keV with a current intensity of 0.29 pA. The primary ion
source was forming a pulsed, tightly focused ion beam (50 nm diameter at the sam-
ple surface) with a pulse length of ∼1 ns which was rastered over a 500 µm x 500
µm zone. The penetration depth of the primary ions was typically 1-3 nm. Upon
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Figure 2.10 (a) A photo of the ToF-SIMS5 instrument and its main parts: load-lock
chamber, analysis chamber, Bi+3 primary ion source, and ToF-MS mass analyzer. (b)
SIMS working principle.

bombardment, the energy of primary ions is transferred to the atoms of the sample.
The energy transfer initiates a cascade of collisions between the atoms of the solid
accompanied by the emission of atoms and molecules (sputtering), a small fraction
of which is ionized (i.e. secondary ions), Figure 2.10. Both positive and negative
ions can be analyzed thus providing complementary information about the surface
chemical composition. Secondary ions are then extracted from the sputtered region
and guided to the mass analyzer – a Time-of-Flight Mass Spectrometer (V-mode,
average resolution m/∆m ∼ 4000–6000). The signal recorded at the detector can
be either averaged over all measured pixels (128x128 pixels) to produce one spec-
trum, or extracted for each pixel which allows the mapping of measured species on
the sample surface. The obtained spectrum was calibrated using several known sec-
ondary ions (at least four ions evenly distributed across the whole mass range). For
this technique, the mass resolution depends not only on the instrumental parameters
(e.g. primary ion pulse length) [95] but also on the sample itself. Specifically, low
surface roughness is required in order to obtain high mass resolution.

2.2.2.2 Two-Step Laser Mass Spectrometry (L2MS)

The Two-Step Laser Mass Spectrometry (L2MS) technique is based on the coupling
of Laser Desorption (LD), Laser Ionization (LI), and Time-of-Flight Mass Spec-
trometry (ToF-MS), Figure 2.11. This laser-based technique has been developed
and extensively used by the ANATRAC group to characterize the chemical compo-
sition of combustion byproducts for more than 15 years [78, 79, 96–103]. The main
advantages of L2MS are its high sensitivity and selectivity with regards to specific
classes of compounds. Two different L2MS instruments were used in this study.
The first one (Jordan TOF Products) is limited to a mass resolution of m/∆m ∼
1000, while the second one can reach a mass resolution of about 15 000 (HR-L2MS,
Fasmatech S&T). The second, high-resolution spectrometer was installed and opti-
mized at the laboratory during this thesis. The operational principle of the L2MS
technique will be first presented on the lower resolution L2MS instrument, then a
detail description of the second instrument (HR-L2MS), highlighting the features
allowing it to reach a much higher mass resolution, will be given.
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Figure 2.11 (a) The three stages involved in the L2MS technique: i) Laser Desorption –
the sample is irradiated by a nanosecond laser pulse (green) which promotes the ejection of
molecules; ii) Laser Ionization (purple) – the ejected molecules are ionized by the second ns
laser pulse (UV); iii) Mass Spectrometry (red) – the obtained ions are extracted and mass-
separated in a ToF-MS. (b) Schematic representation of the Jordan Tof L2MS set-up.

During L2MS analyses with the lower resolution instrument (Jordan TOF), the
sample is placed on a temperature-controlled sample holder in the preliminary (sam-
ple introduction) chamber, Figure 2.11. The preliminary chamber is connected to
the main analysis chamber (with residual pressure of 10−9 mbar) through a gate-
valve. The sample holder incorporates a liquid nitrogen circulation loop intended
to cool down the sample and thus prevent the sublimation of volatile species in
the vacuum. The sample is only cooled down after the pressure in the preliminary
chamber reaches 10−1 mbar. The temperature of the sample is monitored with a
resistance temperature detector (RTD, PT100) and reaches -100°C during the anal-
ysis. After the sample reaches a low temperature and the residual pressure in the
preliminary chamber goes down to 10−7 mbar the separation gate valve between the
two chambers is opened and the sample is transferred into the analysis zone. The
analysis of the sample starts with the step in which the molecules present on the
surface are transferred from the condensed to the gas phase – laser desorption.

Laser Desorption

During the desorption process, the energy of a pulsed laser beam is used to trans-
fer molecules/atoms from the sample surface into the gas phase. The absorption
of the laser light induces localized heating of the sample leading to the ejection of
neutral species. Typically, only a small fraction of the first monolayer is affected
by the desorption process [104] transferring into the gas phase molecular species
adsorbed/condensed on the surface without breaking the much stronger chemical
bonds responsible for the structure of the sample (e.g of soot particles) [105]. The
main criterion that separates this process from other, more destructive ablation phe-
nomena [106, 107] (e.g. phase explosion, hydrodynamic sputtering, photomechanical
spallation) is the laser fluence (i.e. pulse energy per unit of irradiated area) which is
relatively low in the case of desorption. This parameter has to be carefully controlled
in order to avoid extensive molecular fragmentation. Besides the laser fluence, the
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desorption process is also influenced by the properties of the sample such as the opti-
cal absorption coefficient, thermodynamic properties, etc. Since only species present
on the surface are desorbed and subsequently analyzed, L2MS can be qualified as a
surface-sensitive analytical technique, comparable in limit of detection (10−6 mono-
layers) with static-mode secondary ion mass spectrometry (SIMS, Section 2.2.2.1),
but with much lower analyte fragmentation [78].

For the carbonaceous samples studied here, the laser energy is primarily absorbed
by the (black) carbon substrate [78, 105]. For this reason, the 2nd harmonic of the
Nd:YAG laser (532 nm) was used for desorption (Continuum Minilite II laser, 4 ns
pulse duration, 10 Hz repetition rate). A quasi top-hat transverse profile (∼0.7
mm diameter, measured with a Gentec Beamage-4M beam profiler) was used to
ensure that the desorption of species present in the irradiated zone occurs in similar
conditions. The optical path followed by the desorption laser beam is schematized
in Figure 2.12. The quasi top-hat transverse intensity profile was obtained from the
laser output beam by first enlarging it with a beam expander, built around a set
of convergent (F= 250 mm) and divergent (F= –50 mm) lenses, and then selecting
the quasi-flat central region (∼5%) of the beam with an adjustable diaphragm,
which is further image relayed onto the sample surface using a convergent lens.
The desorption laser beam enters the analysis chamber through a quartz window,
crosses the mass spectrometer ionization/extraction region and irradiates the sample
surface at normal incidence, Figure 2.13. The laser fluences on the sample surface
used in this configuration were in the range 10–150 mJ/cm2 for the majority of the
samples. The optimal fluence values were individually determined for each sample
as to obtain the highest possible analyte signal for the unfragmented analyte.

Figure 2.12 Desorption laser beam optical path for the lower resolution L2MS setup. All
distances are given in centimeters. The transverse beam profile at the sample surface is
illustrated in the inset.

The species ejected from the surface of the sample form a desorption plume
rapidly expanding into the vacuum, with species having velocities of hundreds of m/s
[108]. Given the low desorption fluence, the desorption plume consists predominantly
of neutral molecules, and, therefore, an additional ionization step is required before
the compounds can be mass analyzed.
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Figure 2.13 Top view of the lower resolution ToF-MS analysis chamber.

Laser Ionization

The ionization of desorbed species can be performed in several ways. Since the
molecules present in the desorption plume can fragment upon ionization, the choice
of a hard ionization method (i.e. ionization leading with high probability to the
fragmentation of the parent molecule) can considerably reduce the amount of infor-
mation that can be extracted from a complex mass spectrum (interpretation of a
spectrum featuring a large number of fragments is more complex). Electron impact
(EI) is a widely used method for ionizing species in the gas phase. However, this
ionization technique, due to high electron energies, can induce extensive fragmen-
tation which makes it less suitable for studying relatively large organic molecules.
Photo-ionization is a good alternative [92]. Since the energy of the photon can be
tuned to match the ionization potential of molecules belonging to a certain chemical
class, the fragmentation can be minimized and even avoided.

Based on the energy of used photons, molecules can be photo-ionized via dif-
ferent mechanisms [109], Figure 2.14, employing single or several photons (of the
same or different energy). If the energy of one photon is higher than the ionization
potential of a given molecule, Single Photon Ionization (SPI) will take place. The
probability of photo-ionization is given by the photo-ionization cross-section which
depends on the energy of the photon and the target molecule. A main concern of
this study was the detection of PAHs, motivated by their high toxicity and impor-
tance in the soot formation mechanism. Most of these molecules (with masses in
the range 128 – 300 amu) have ionization potentials in the range of 6 to 9 eV, and
therefore their ionization would require a vacuum UV (VUV, λ < 180 nm) photon
source, which can be difficult to implement in practice. As an alternative, several
photons with a smaller energy can be used to ionize a molecule/atom with their
combined energy – Multi-Photon Ionization (MPI). The probability of this ioniza-
tion mechanism rapidly decreases with the number of required photons. Upon the
absorption of the first photon, the molecule transitions from its ground state to
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an excited state, which can be either a virtual or a real excited level. Additional
photons are absorbed until the ionization potential is reached. Resonance-enhanced
multi-photon ionization (REMPI) is a special case of MPI where a resonant single
or multiple photon absorption to a real excited intermediate state is followed by
the absorption of another photon that ionizes the molecule/atom. Since a real ex-
cited state is involved, with a much (orders of magnitude) longer life-time compared
to a virtual state, the ionization efficiency of the resonant mechanism (REMPI) is
significantly higher than the one obtained for the non-resonant multi-photon pro-
cess. Coupled with mass spectrometry, the REMPI mechanism allows to selectively
analyze the resonant species with very high sensitivity.

Figure 2.14 Photo-ionization mechanisms [109] of hydrocarbon compounds for some com-
monly used laser wavelengths (266 nm, 157 nm, and 118 nm were available in our labo-
ratory). Ionization energies for selected classes of molecules as a function of their carbon
number. SPI – single photon ionization, REMPI – Resonance Enhanced Multi-Photon
Ionization, MPI – Multi-Photon Ionization.

The majority of PAH species exhibit strong absorption in the UV at wavelengths
around 266 nm [110] and therefore can be ionized via a Resonant Two-Photon Ion-
ization (R2PI) mechanism with the 4th harmonic of the Nd:YAG laser (266 nm, 4
ns pulse duration, Continuum Powerlite). At the same time, other compounds that
are often found in combustion byproducts (e.g. aliphatic species) can have a higher
ionization potential, thus requiring the non-resonant absorption of three photons of
4.66 eV (λ = 266 nm). This process is very inefficient and results in a poor sensitiv-
ity for aliphatic species. An SPI mechanism with a wavelength of 118 nm was used
to study these species. The use of different ionization mechanisms allows comple-
mentary data about the surface chemical composition of the sample to be obtained,
including information about aromatic and aliphatic compounds.

Figure 2.15a illustrates the optical path of the 266 nm laser beam used to achieve
the efficient ionization of most aromatic species. The laser was set to the maximum
output energy in order to obtain the highest stability. The fluence used for the
ionization was then adjusted using an attenuator (Altechna 6ATT). The laser beam
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intercepts orthogonally (on the vertical axis) the horizontally expanding desorption
plume in the space between the repeller and extraction electrodes of the mass spec-
trometer (Figure 2.15, 2.13). Such a configuration leads to a loosely focused laser
beam in the ionization region, with a diameter of ∼0.5 mm. The diameter of the
laser beam could be adjusted by moving the position of the UV lens along the ver-
tical axis (Figure 2.15a). The ionization fluence was adjusted for each sample in
order to obtain the maximum signal intensity and minimize the fragmentation rate
(< 40 mJ/cm2).

Figure 2.15 266 nm laser beam path.

A coherent source (developed in our laboratory) emitting 118 nm VUV radiation
was employed for the study of aliphatic compounds. Xenon gas was used as a
nonlinear medium to generate the third harmonic of the 355 nm pump laser resulting
from a four-wave mixing process [85, 111] and equivalent to the ninth harmonic of
the Nd:YAG laser (118.2 nm, 10.49 eV). The Xe cell (p= 10–15 Torr) was attached
directly to the analysis chamber of the spectrometer through a MgF2 window in
order to avoid the absorption of the generated VUV radiation in the air, Figure
2.16 The pump laser beam (Continuum Surelite III, 355 nm, ∼40mJ, 3-5 ns, 10
Hz) was focused in the center of the cell by the same UV lens used in case of 266
nm ionization (in a different position). The 118 nm source is then focused by a
MgF2 lens inside the extraction zone of the mass spectrometer. The residual 355
nm radiation is also propagating towards the ionization region, but cannot induce
ionization due to a large beam diameter (low fluence), Figure 2.16. Since the direct
measurement of the generated 118 nm pulse energy was not possible, the conversion
process was optimized by monitoring the relative ionization efficiency of acetone
(ionization potential 9.69 eV, 127.9 nm) injected in the ionization chamber at the
pressure of 4–5·10−8mbar.

When using separate steps for desorption and ionization it is necessary to define
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Figure 2.16 (a) Schematic of the analysis chamber (side view): representation of the
desorption (532 nm) and ionization (118 nm) configurationexperimental arrangement. (b)
Ionization beam path at 118 nm.

a time delay between the two laser pulses. Typical desorption plume velocities are in
the order of hundreds of m/s (for the used desorption fluences), thus a time delay of
up to hundreds of µs will be needed for the molecules to travel the distance between
the sample surface and the ionization beam (∼ 30 mm). In this study, a time delay
of 100 µs, obtained with a delay/pulse generator(Stanford Research System, Inc,
model DG-535), was used to obtain the highest signal for analytes in a wide mass
range.

Time-of-Flight Mass Spectrometer

After the ionization step, the generated ions are mass analyzed in a reflectron Time-
of-Flight Mass Spectrometer (Jordan TOF Products, Figure 2.17) where the mass-
to-charge ratio (m/z) of the ions is determined from time measurements. Ions are
accelerated by a static electric field created between two plates that define the ion-
ization region: the repeller plate (VA1 ∼3000 V) and the extraction grid (VA2 ∼2400
V). The ions are accelerated toward the extraction grid, cross the VA3 (ground po-
tential), pass through deflection plates (VXY ∼100 V), an Einzel lens and enter the
free-flight (drift) region where no electric field is applied. The kinetic energy dis-
tribution in the direction of the ion flight was corrected with a two-stage reflectron
[112] (VR1 ∼1700 V, VR2 ∼2700 V). The reflectron is using an electric field to change
the trajectory of the ions by first slowing them down and then re-accelerating them
toward the detector. This effectively compresses the ion packets of the same mass
to charge ratio (m/z) and improves the mass resolution. An additional advantage
to the reflectron equipped TOF-MS is the increased flight distance (approximately
double the length of the ToF-MS flight tube) which further increases the mass res-
olution. The velocity of the ion depends on its m/z ratio (since the same energy
was communicated to all the ions by the accelerating electric field), i.e. heavier ions
will reach a lower final speed. The time that the ions require to reach the detector,
placed at a known distance, is measured. This time will depend on the velocity of
the ion, and therefore is a measure of its mass-to-charge ratio. When the ions arrive
at the detecter placed at the spatial focal plane with respect to the extraction from
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the ion source, they impact the MCP assembly (two microchannel plates, chevron
mounted, VD1 ∼ -1320 V, VD2 ∼ -720 V, VD3 ∼ -120 V) and produce electrons (∼106

electrons for one impacting ion) generating a measurable current on the anode. The
current is then recorded with a digital oscilloscope (LeCroy Waverunner 6200A) at
a time resolution of 2 ns/point and transferred to a PC for further treatment.

Figure 2.17 Path of ions in the Jordan ToF-MS, from their generation to detection.
Reproduced from [105].

2.2.2.3 High-Resolution Two-Step Laser Mass Spectrometer (HR-L2MS)

During this thesis, a new custom-built L2MS instrument (Fasmatech S&T) was
implemented and used for chemical characterization of samples, Figure 2.18. The
instrument features a much higher resolving power (m/∆m ∼ 15000) which allows
for a better discrimination between ions with the same nominal mass. Since the
instrument was put into operation and optimized during this thesis, its operational
principle, optimization, and associated methodology will be thoroughly described.
The unique feature of the HR-L2MS instrument is the presence of a differentially
pumped segmented PCB (printed circuit board) octapole ion trap, Figure 2.19,
driven by rectangular RF waveforms for efficient ion storage across a wide mass
range. The ions that are stored in the ion trap are cooled down through collisions
with He atoms, injected in the ion trap by a fast solenoid valve, and significantly
improving the mass resolution. This mass spectrometer is similar to the one used
in the group of Christine Joblin at University of Toulouse [113, 114].

The experimental setup is comprised of three main parts that will be described
in detail in the following sections (Figure 2.19):

• Laser Desorption/Ionization source.

• A segmented PCB octapole ion trap that allows trapping and isolating either
all or ions of a certain mass (e.g. for cooling purposes).

• An orthogonal ToF-MS equipped with a two-stage reflectron and a fast MCP
detector.
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Figure 2.18 Pictures of the high-resolution L2MS instrument (Fasmatech S&T).

Figure 2.19 3D model of the octapole ion trap showing the ion source optics, the differ-
entially pumped ion trap enclosure, the electrical connections (at the top) for applying RF
and DC signals to the ion trap segments, the transfer hexapole and the ToF-MS analyzer.

Laser Desorption/Ionization source

Similar to the previously described instrument, the compounds adsorbed/condensed
on the surface of the sample are transferred into the gas phase and later ionized
using a sequence of two laser pulses. The sample is introduced in the Laser Des-
orption/Ionization source (analysis zone, p = 10−6 mbar) via a small preparation
chamber and mounted vertically on a 2-axis motorized holding arm which positions
the sample in front of a set of inlet apertured electrodes, Figure 2.20. In order to
avoid charge accumulation on the surface of insulating samples that can perturb
the ion plume propagation, a metallic electrode, biased at the same DC potential
as the first inlet aperture electrode, is placed on top of the sample, Figure 2.20.
The inlet electrodes have cut-outs allowing the passage of the desorption laser beam
and the visualization of the sample with a digital camera. The combination of the
motorized holding arm and real-time visualization enables an easy and fast selection
of the sample region for the analysis.

The desorption of species present on the surface of the sample was performed
with the 2nd harmonic of a Nd:YAG laser (λd = 532 nm, Quantel Brilliant). The
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Figure 2.20 (a) Schematic representation of the inlet apertured electrodes (top view, all
dimensions in mm). (b) 3D visualization of the Laser Desorption/Ionization source.

optical path followed by the desorption laser beam is illustrated in Figure 2.21. The
laser beam profile was shaped into a quasi top-hat by a combination of a beam
expander built around a set of convergent (F=200mm) and divergent (F=-150mm)
lenses, and a diaphragm. The energy of the laser pulse was adjusted with a home-
made attenuator based on a variable transmission quartz disk mounted on a stepper
motor. The laser pulse was then imaged on the sample surface (30° incidence angle)
using a convergent lens, Figure 2.21. In such a configuration, the laser beam was
forming a slightly elliptical spot on the surface of the sample with an area of 0.06
mm2. The desorption fluence was adjusted for each analyzed sample as to obtain the
maximum signal intensity while also minimizing the fragmentation rate and never
exceeded 30 mJ/cm2 for the samples analyzed in Chapter 3.

After the desorption step, the molecules that have been transferred into the
gas phase are photo-ionized. The ionization was performed with 266 nm photons
(4th harmonic of Nd:YAG laser, Quantel Briliant). The optical path followed by
the ionization laser is schematized in Figure 2.22. Since the distance between the
sample and the input apertures of the spectrometer is relatively small (5.5 mm),
in order for the ionization laser beam to intercept the expanding desorption plume
without irradiating the sample or the apertures, it was shaped into a light-sheet
(10x2 mm2) with the help of a rectangular slit. Similar to the desorption step, the
ionization fluence was adjusted for each sample. Fluences up to 40 mJ/cm2 were
used, as fragmentation of the aromatic species at higher values was observed.

Compared to the previously described instrument, the distance between the sam-
ple and the ionization region is much smaller and thus a shorter time delay between
the two laser pulses (desorption and ionization) has to be used. The optimal time
delay was determined from mass spectrometric measurements performed on a sam-
ple containing a standard reference material NIST1650b (Diesel particulate mat-
ter, Sigma-Aldrich). Both desorption and ionization fluences were kept constant
throughout the measurements. From the evolution of the signal with the time delay
between desorption and ionization laser pulses it was determined that a delay of 9
µs yields the highest signal for molecules within a wide mass range (<400 amu).
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Figure 2.21 Desorption laser beam optical path for the high-resolution L2MS instrument.
All distances are given in centimeters. Note that relative dimensions of the presented objects
are not to scale.

Figure 2.22 Ionization laser beam optical path for the high-resolution L2MS instrument.
All distances are given in centimeters. Note that relative dimensions of the presented objects
are not to scale.
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Typical ion path

Once the molecules are ionized, they are extracted from the ionization region by a
set of input aperture electrodes, Figure 2.20, that guide the ions into the segmented
PCB octapole, Figure 2.23. The potential applied to each electrode, listed in Table
2.5, was determined from ion simulations as to maximize the transmission of the
inlet while also obtaining a homogeneous ion cloud. Moreover, the axial energy of
the ions has to be minimized before they enter the segmented octapole in order to
reduce the probability of their fragmentation (collision induced dissociation, CID).
In the configuration used in the experiments, Table 2.5, the axial energy of the ions
entering the segmented octapole ion trap was 21 eV higher (from the acceleration
by the inlet apertures) than their initial axial kinetic energy.

Figure 2.23 3D model of the octapole ion trap assembly.

The ion trap is composed of 7 independent segments enclosed in a differentially
pumped vacuum compartment, Figure 2.23. Each segment contains a pair of insu-
lating rings (PEEK) radially slotted to position eight electrodes, matched together
using high precision machining. The segments are then compressed together using
a PEEK flange at the entrance and a stainless steel ring at opposite ends, Figure
2.23. The geometry of the ion trap is presented in Figure 2.24. The PEEK flange
is also used for positioning the DC lens electrodes (L1 and L2) at the entrance of
the ion trap. Pumping is applied through a gap between the two bottom PCBs. A
closed structure of the ion trap is required in order to confine the gas that can be
introduced in the assembly by a pulsed solenoid valve. A PCB RC network mounted
on top of the ion guide assembly delivers the RF and DC signals to all segments.
Signal distribution to all electrodes is achieved via phosphor bronze spring-loaded
connectors. The ion trap is driven by a pair of opposite phase rectangular RF wave-

39



Chapter 2. Materials and Methods

forms at 1.8 MHz with the amplitude of 170 V, resulting in a good transmission for
ions with m/z larger than 40 (transmission of lower mass ions can be improved by
changing the RF frequency and amplitude).

Figure 2.24 Schematic diagram of the injection lenses (L1, L2), the segmented PCB RF
octapole ion trap, L3 transfer lens and RF hexapole transfer ion guide (bottom panel). DC
voltages applied across the segments of the octapole trap are (top panel). All dimensions
are given in mm.

Table 2.5 DC voltages applied to various electrodes and octapole segments. Octapole
segments (S1−7) and transfer lens (L3) can be switched between two voltage levels (Voltage

1 and Voltage 2) to axially move the position of a potential well and trap the ion packet,
Figure 2.24(top panel).

Electrode Voltage, V Electrode Voltage 1, V Voltage 2, V

Vsample +50 S1−3 +29

V1 +50 S4 +23

V2 -3500 S5 +22

V3 -700 S6 +19

V4 -370 S7 +22 +15

V5 -3500 L3 +35 +8

V6 -700

L1 +20

L2 -30

After the extraction from the ionization region, ions are injected through the
inlet lenses L1 and L2 into the ion trap and are confined radially by an RF oc-
tapole field created in the first three segments (S1-S3), Figure 2.24. The RF field
is then changed to a quadrupole configuration in the remaining segments (S4-S7).
Axial control of the ions is accomplished by DC voltages applied independently and
dynamically to each segment, Table 2.5. A hybrid field configuration was chosen in
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order to maximize the transmission efficiency for ions in a wide mass range. The
octapolar field is used in the first part of the ion guide as it is particularly useful
for capturing ions from diffusive jet flows originating from narrow pressure limiting
apertures. At the same time, the quadrupolar field, established toward the exit,
is useful for radial compression of the ion packet. Simulations of ion trajectories
show that significant losses are observed for the case when a uniform quadrupolar
field distribution is used, Figure 2.25. Such a low transmission efficiency is partly
attributed to the narrow phase-space acceptance at the entrance of the ion guide.
Therefore, a hybrid field (octapolar and quadrupolar) provides improved transmis-
sion for heavier ions and also high transmission through narrow apertures (transfer
lens, L3) due to the high radial compression of the ion packet in the quadrupolar
part of the ion guide, Figure 2.25.

Figure 2.25 Ion trajectories for m/z values corresponding to cesium-iodide ions over a
wide mass range extending from m/z=133 to m/z=1952. (a) Ion guide combining octap-
olar and quadrupolar fields and (b) ion guide with quadrupolar field only. The normalized
equipotentials in the octapolar and quadrupolar field configuration are also shown. (c)
Translational cooling for two ions traversing the ion guide. (d) Simulated transmission
efficiency for two modes of operation shown in (a) and (b). Note that the simulations were
performed on an ion guide containing 8 segments, however, the results for 7 segments are
similar. The simulations were provided by Fasmatech S&T.

The loss of heavy ions at the entrance of the quadrupolar field (S4-S7) is mini-
mized by reducing the ion translation energy via collisions with buffer gas molecules
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occurring in the octapolar part of the ion guide. The injection of the gas is syn-
chronized with the arrival of ions. Heavy gasses such as argon, krypton, xenon,
nitrogen and methane can be used as buffer gasses during collision-induced dissocia-
tion studies, however, since the main objective in this particular configuration is the
thermalization of ions, a lighter gas (He) should be used instead [115, 116]. After
gas injection into the ion trap, the pressure slowly increases and reaches its maxi-
mum value of ∼5·10−2 mbar after ∼3–4 ms [115, 116]. Therefore, the injection of
He has to occur before the desorption laser pulse. The synchronization between the
gas introduction and the two laser pulses (desorption and ionization) is illustrated
in Figure 2.26.

The position of the ions in the ion trap is controlled by DC voltages applied across
the segments, Figure 2.24, thus making possible the trapping of the ion packet in
any of the seven segments. In the current configuration, the thermalization of ions,
started in the first segments, continues in the segment S6 for 25 ms (Figure 2.24
blue line) with a larger axial dimensions. The ions are then transferred into the S7
segment by lowering the applied DC voltage, i.e. moving the edge of the potential
well to the lens L3, Figure 2.24 green line. The S7 segment is much shorter which
leads to the axial compression of the ion packet. The ions are stored in the S7
segment for another 10 ms and are then transported to a RF hexapole ion guide,
Figure 2.24 red line. The hexapole conveys the ion packet through a series of high
vacuum DC lenses shaping the ion beam in the lateral direction into the extraction
region of the mass analyzer. Ions are then finally pulsed orthogonally into the
ToF-MS flight tube equipped with a two-stage reflectron, Figure 2.27. The voltage
of the inner flight tube is set to -8320V and the pressure is maintained at 10−7

mbar. Similarly to the previously described instrument, an MCP-based detector
is used here. The arrival of ions to the detector is monitored with a digitizer and
transferred to a PC with a custom-built software.

Figure 2.26 Synchronization between the different steps of the analysis. First, He gas
is introduced into the ion trap. The desorption and ionization of molecules follows. The
produced ions are introduced into the ion trap and are stored in the S6 segment for 25 ms.
The ion packet is then transferred to the S7 segment for axial compression by changing the
DC voltage of the S7 segment (Table 2.5). Finally, the ions are transmitted via a hexapole
and pulse accelerated into the ToF-MS for mass measurements.

The procedure of transferring the ions to the ToF-MS can be seen as the first step
in separating them based on their mass to charge ratio [117]. Once the ion packet
arrives at the extraction region of the ToF-MS, it is extended compared to its initial
length (8 mm), with the final dimension dependent on the mass range of the ions
(Figure 2.27). Therefore, in order to obtain a full mass spectrum, several portions
of the ion packet are individually mass analyzed in the ToF-MS. Individual portions
of the ion packet (“mass windows”) are selected based on the time delay between the
ion ejection from the ion trap (the switch between Voltage 1 and Voltage 2 for L3
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aperture, Table 2.5) and the start of ion acceleration into the ToF-MS, Figure 2.26.
The signal obtained for all “mass windows” selected in this way are then combined
into a single mass spectrum. The procedure of determining the optimal number of
mass windows and their time delay is detailed in the next section.

Figure 2.27 Schematic representation of the ion path (orange dashed line) inside the HR-
L2MS and the evolution of the ion packet shape (blue elipse) during its passage through the
instrument.

Transmission function measurements

The mass spectrum recorded for a given sample is obtained from the combination
of a series of single-shot spectra (spectra obtained after a single desorption laser
shot) recorded for different extraction delays (i.e. different mass windows that are
accelerated into the orthogonal ToF-MS (Figure 2.27). Therefore, it is extremely
important to choose a set of mass windows (i.e. time delays) that result in a rela-
tively constant transmission for the ions in the mass range of interest. Moreover, the
smallest possible number of windows should be used as to reduce the total analysis
time and minimize the number of required desorption pulses. The latter is essential
when analysing either small samples (since each desorption shot should be taken on a
new, pristine spot on the sample) or inhomogeneous samples (e.g. minerals, fossils).
The information about the shape of the transmission function for the instrument is
of great importance – a low transmission for certain masses can lead to compounds
not being detected and, therefore, skew the result of the analysis. The edges of a
mass window are not sharp, therefore, a number of ions with masses covered by the
extremities of the windows can have a rather low transmission. Accounting for the
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edges of the transmission window can be difficult and can only be done if the overall
transmission function (for a given set of mass windows) is known.

The optimal number of mass windows and their positions (i.e. time delay) was
determined using an experimentally-based approach. In this case, it is essential
to have a constant and repeatable source of ions throughout all the measurements.
Since the ions are generated via desorption and subsequent ionization of the chemical
species present on the surface of a sample, it is important to choose a specimen
with homogeneous surface chemical composition thus allowing us to always perform
measurements on a pristine zone of the sample. Moreover, the surface concentration
of species should be significantly higher than the limit of detection of the setup.
In this case, it will be possible to detect species even when the transmission for
their corresponding mass will be lower (i.e. the mass of the compound is associated
with the extremities of the transmission window). The exact chemical composition
of the sample is less important as long as a multitude of species can be easily
desorbed and ionized at the utilized desorption/ionization wavelengths. It is also
essential to choose a sample that contains a large number of species, covering a wide
mass range, preferably species/fragments that are detected at almost every integer
mass. A standard reference material for Diesel particulate matter (NIST1650b),
was found to be a suitable sample for transmission measurements. Its chemical
composition consists primarily of polycyclic aromatic hydrocarbons (PAHs) and
nitro-substituted PAHs (nitro-PAHs) that are commonly found in Diesel particulate
matter and similar matrices. The sample was found appropriate since it contains
species that can be easily ionized with the used technique, resulting in a mass
spectrum with peaks up to 400 m/z with an acceptable signal to noise ratio. In
order to obtain sufficient data points allowing to determine the width and shape
of transmission windows, mass spectra were recorded for a multitude of window
positions (i.e. time delays) for the mass range that contained detectable ions. Each
spectrum was summed over 25 laser shots taken for different positions on the sample
(in order to have a constant surface concentration of analytes) – a number of shots
found to be sufficient to obtain a high enough signal even for peaks located in the
extremities of transmission windows. Note that the transmission of the instrument
was studied here only for ions with m/z lower than 400, a limit determined entirely
by the utilized sample. A sample containing chemical species with a higher molecular
mass will be required for the study of the transmission above 400 m/z (e.g. fullerene
sample).

To be able to determine the shape of transmission windows and its variation with
the position (i.e. time delay) a reference spectrum should be first determined – a
mass spectrum characteristic of the ion source and not influenced by the transmission
of the instrument. This information has to be obtained on the same instrument in
order to account for efficiencies of desorption, ionization, extraction and detection.
Therefore, the reference spectrum can be seen as a full mass spectrum of the analyzed
sample obtained with the same instrument with a transmission window covering
the whole mass region of interest. A single transmission window is expected to
have a plateau in the center, corresponding to the maximum transmission efficiency,
surrounded by edges with a lower and decreasing transmission. In this case, if a
multitude of mass spectra are recorded (each one for a different mass window that
cover the whole mass region of interest) for each mass peak there will be at least
one mass spectrum (associated with a single mass window) in which the plateau
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of the transmission window will be centered on the mass peak, Figure 2.28. The
intensity of the signal for these compounds should be only affected by the constant
(mass independent) transmission losses, and therefore can be used to construct the
reference mass spectrum. The intensity of a mass peak in the reference spectrum
is equal to its plateau value (i.e. the highest value of the given peak within all the
mass spectra obtained for different transmission window positions, corresponding to
different extraction delays), Figure 2.28.

Ireferencei =
n

max
j=1

Isinglewindow
ij (2.2)

where i is the index of the detected mass peak and j is the index of the individual
spectrum associated with one mass window.

Figure 2.28 (a) Reference mass spectrum obtained from single-window mass spectra using
equation 2.2. (b) An example of a single-window mass spectrum is shown in green along
with the corresponding transmission window. Note that the red line “transmission window
envelope” is shown here only as an illustration, the calculation of the exact shape is discussed
below.
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We calculate the transmission function of each mass window by comparing its
corresponding single-window spectrum to the reference one with the help of the
following formula:

Tj =
Isinglewindow
j

Ireferencej

(2.3)

where j is the index of the single-window spectrum corresponding to a certain trans-
mission window position.

Once the transmission function has been calculated for a set of window positions
(i.e. time delays), the optimal combination of windows, resulting in a relatively uni-
form transmission throughout the whole mass region of interest, can be determined.
As mentioned above, in order to get a precise shape of transmission windows, the ion
source should be stable. However, due to a multitude of factors that determine the
output of the ion source (laser fluence, small variations in the surface concentration
for hundreds of components), the output of the source cannot be considered con-
stant. For that reason, the obtained transmission functions are somewhat noisy at
the edges. Therefore, a smoothing filter (Low-Pass Filter, LPF) was applied to the
extremities of the calculated transmission windows. Due to the filtering, the shape
of transmission window edges will be less precise. Nevertheless, the derived shape
should be sufficiently exact to determine optimal window positions as to obtain a rel-
atively constant transmission function up to 400 m/z. The optimal positions for the
windows, as well as their optimal number, is considered the combination of n win-
dows that leads to a total transmission function with the least under/overestimation,
Figure 2.29.

Figure 2.29 Position and shape of seven chosen windows (solid lines) and the resulted
overall transmission function (red dashed line).
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Due to a complicated shape of window edges, it is not possible to find the posi-
tions resulting in a perfectly flat transmission function (T = const). However, such a
perfectly flat transmission may not be necessary. A transmission function that allows
the instrument to detect compounds with a relatively low detection limit should be
sufficient for any type of mass spectrometric analysis: qualitative and quantitative.
For the qualitative analysis, the detection of a compound is more significant than
the absolute intensity of its corresponding peak. In contrast, quantitative analysis
is based entirely on the absolute signal intensity of the studied compound. However,
such an analysis requires a calibration with a standardized ion source, therefore, as
long as the transmission function remains the same during the calibration proce-
dure and analysis, the variations in transmission efficiency are taken into account
by the calibration function. Once the number and position of transmission-windows
have been established, one can construct the spectrum for the whole mass range
by summing the signal obtained only with the chosen transmission-windows. The
comparison between the reference spectrum (obtained from over 70 spectra recorded
for various transmission-window positions) and the one obtained from the combina-
tion of only seven selected windows is presented in Figure 2.30. With the exception
of some minor differences in the intensity of several mass peaks, both spectra look
very similar. The above-mentioned dissimilarities are a result of the non-constant
transmission function. As long as the same transmission windows are used during
the analysis of one or several samples, the small differences should not affect the
outcome of the analysis.

Figure 2.30 Comparison between the reference spectrum (left) and the one obtained from
seven transmission-windows (right).

Mass calibration

A ToF mass spectrum is composed of a series of peaks that correspond to the ion
impacts on the detector. The relationship between the m/z ratio of an ion and the
time it needs to arrive at the detector is quadratic:

m/z = A(t− t0)
2 (2.4)

where A and t0 are parameters that only depend on the experimental conditions.
Once the masses for at least two peaks are known, A and t0 constants are calculated
and the spectrum can be calibrated. In case of a soft ionization, all ions are usually
singly-charged, therefore the m/z axis of the calibrated spectrum will be numerically
equal to the mass of the ion in atomic mass units. Equation 2.4, however, cannot
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be used for high accuracy calibration of mass spectra obtained with HR-L2MS since
it assumes a null intercept. For HR-L2MS, the “0” point on the time-of-flight spec-
trum corresponds to the start of ion acceleration, specifically to the emission of the
corresponding TTL signal by the control unit of the spectrometer. Taking into ac-
count the small time delay between the emission of the control signal and the actual
acceleration of the ions requires the addition of a small negative intercept, t1, to the
equation 2.4. For that reason, mass calibration of spectra obtained with HR-L2MS
are performed with a 2nd degree polynomial where the free term can be written as
At20 + t1.

The accuracy and mass resolution of the recorded (and calibrated) spectrum
can be affected by the electronic jitter – small fluctuations in the voltage of the
accelerating electrodes causing a linear shift of the recorded spectrum. This is par-
ticularly notable for high-resolution time-of-flight spectra where the jitter-induced
shift is comparable with the FWHM of mass peaks, reaching ∼ 1 ns for m/z = 202,
Figure 2.31. A mass spectrum is usually obtained by either averaging or summing
several (tens or hundreds) of single shot mass spectra that are all affected by the
jitter. Not taking into account the jitter will lead to an artificial increase in peak
width and decrease of the mass resolution. Moreover, a single mass spectrum in the
50 to 400 m/z mass region is constructed from spectra corresponding to 7 differ-
ent transmission-windows, each one carrying a different jitter component. In this
case, the presence of the jitter will result in a much lower mass accuracy after the
calibration.

Figure 2.31 Illustration of the electronic jitter influence on six time-of-flight spectra
recorded from the same sample in the same experimental conditions. The average time
of flight and jitter-induced offset is shown for a single peak (blue).

In order to obtain both high accuracy and mass resolution, the shift induced by
the electronic jitter must be eliminated before the calibration, effectively aligning all
the spectra. The alignment can be only performed on raw output of the spectrometer
– a collection of single-shot mass spectra, recorded after each desorption laser pulse,
instead of a single, summed or averaged spectrum. A Python script was developed
for this purpose and uses ten different peaks to align recorded ToF spectra. For
each peak, a jitter-induced offset is calculated in relation to the average ToF value

48



Chapter 2. Materials and Methods

determined across all recorded spectra, as illustrated on Figure 2.31. The offsets
obtained for all the selected peaks in a given ToF spectrum are then averaged and
result in a mean value for the jitter-induced shift. These individual offsets are then
applied to all the spectra, effectively aligning each detected peak to its corresponding
mean ToF value, Figure 2.32. The insets in Figure 2.32 represent mass peaks which
were not used to calculate the jitter-induced offset and their perfect alignment (once
offset-corrected) proves the high efficiency of the procedure described above. A sum
(or average) of all the spectra is then computed resulting in a spectrum that can be
easily calibrated with a 2nd degree polynomial function. Mass spectra processed in
this way feature an accuracy better than 10 ppm and a mass resolution over 15 000,
Figure 2.33.

Figure 2.32 Time-of-flight spectra aligned after jitter-induced offset correction. Note that
the peaks in the insets are different from those in Figure 2.31.

Figure 2.33 Example of mass peaks recorded with the HR-L2MS instrument, showcasing
high accuracy and mass resolution.

2.3 Data processing methodology

Since the samples intended for offline chemical characterization were collected in
different engine regimes, with a different particle production rate and size distribu-
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tion, their coverage was not identical. Samples made-up of the smallest ultra-fine
particles usually contain a much lower amount of material (Figure 2.34), which may
further complicate the analysis. As a result, a comparison between mass spectra of
different size-bin samples needs to take into account the variation in the analyzed
particle mass. Therefore, to extract the maximum amount of information from mass
spectra of size-selected soot particles, including trends in the chemical composition
(i.e. size-dependent chemical composition), a data treatment methodology, devel-
oped in our laboratory and tailored to the specific nature of combustion generated
particles mass spectra, was used [30, 99, 102]. All mass spectrometric data are ana-
lyzed using a two-step approach: i) assignment of chemical formulas to mass peaks
based on the mass defect analysis, and ii) a subsequent statistical analysis using
advanced multivariate tools.

Figure 2.34 Comparison of sample coverage for the 100–180 nm (a) and 10–18 nm (b)
size bins.

2.3.1 Assignment of mass peaks

Mass spectra of combustion generated particles are very complex, containing a large
number of mass peaks. Although statistical analyses extracting important trends
and patterns can be performed without identifying all the present species, peak
identification is essential for interpretation of the obtained results. The mass defect
analysis was used here for identification and assignment of molecular formulas to
unknown mass peaks, and thus for defining a working peak list.

The slight difference in the nuclear binding energy of every nuclide gives rise to
different exact masses. Therefore, different atoms, molecules or ions with the same
nominal (integer) mass have unique exact masses. The mass defect (∆m) is defined
as the difference between the exact and the nominal mass of an atom, molecule or
ion and is a unique value linked to its composition. For that reason, mass defect
analysis represents a powerful tool for identification of unknown species even in
complex mass spectra [102, 118–120]. For instance, the exact mass of Carbon 12C
is mexact = 12.000000 u and that of hydrogen H is mexact = 1.007825 u, resulting in
a null mass defect for carbon (∆mC = 0 u) and a positive one for hydrogen (∆mH

= +0.007825 u). As a result, two hydrocarbons with different number of carbon
atoms, but the same number of hydrogen atoms have the same mass defect. At the
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same time, species with an identical number of carbons but a different hydrogen
count have a positive mass defect, proportional to the number of hydrogen atoms
(e.g. ∆mC10H8

= +0.062600 u). Since the mass defect of an oxygen atom is negative
(∆mO = -0.005085 u), oxygenated chemical species have lower mass defects values
compared to hydrocarbons with the same nominal masses.

A typical mass defect plot (Figure 2.35) merges into one graph important infor-
mation extracted from the raw mass spectra: the nominal mass of each detected
peak (x-axis), its mass defect (y-axis), and its relative intensity (dot size). The
advantages of these plots are twofold: first, they can be used to simplify the visual-
ization of complex mass spectra, and second, homologous series of peaks line up, and
thus complex patterns which can be used to identify unknown compounds may be
highlighted. Such a representation enables the association of mass peaks to molecu-
lar classes such as aliphatic (arranged on a line with a relatively large positive slope
due to the higher number of hydrogen atoms present in the molecule) and aromatic
compounds (with a smaller slope as a result of a lower number of hydrogen atoms per
carbon atom), Figure 2.35a. Therefore, the identification of several species belong-
ing to the same series (found on a straight line) can help assign chemical formulas
to other homologous compounds [102, 120], Figure 2.35b. This is especially helpful
for species with high molecular masses, where the attribution of a chemical formula
can be complicated.

The assignment of chemical formulas to mass peaks requires a mass resolution
sufficient to separate chemical species with the same nominal mass. For instance,
while a resolution of around 5000 is sufficient to completely separate C14H

+
10 (mexact

= 178.078250 u) and C13H6O
+ (mexact = 178.041865 u), for closely spaced ions

(e.g. C32H
+
14, 398.109550 u and C25H18O

+
5 , 398.115425 u), the required resolution

can easily increase up to 105 or even higher. As the m/z increases, the number of
combinations of different elements resulting in the same nominal massH grows very
fast [30]. Nevertheless, a lower mass resolution spectrum can provide important
information about a sample. In particular, when studying combustion emissions
sampled from a laboratory flame, C, H, and O are the major contributors to the
total mass of soot, and therefore the mass analysis of peaks with a high signal-to-
noise ratio (SNR) can be reasonably limited to CmHnO

+
p ions. In the case of ICE

emissions, elements associated with fuel (e.g. Na, K), lubricant (e.g. Ca), and wear
of engine components (e.g. Al) can also be found, however, with a much smaller
contribution. Identification of a mass peak within 5 ppm accuracy, often assumed
as being “certain” [121], in this work is possible up to m/z 150–200. Additional
information about the samples and experimental conditions can extend this range
up to m/z 500–550, for instance by ruling out elements that should not be present
in large quantities on the analyzed samples. In this work, mass defect analysis was
applied to all mass spectrometry data obtained from L2MS and SIMS in order to
assign chemical formulas to all detected peaks.

2.3.2 Statistical procedures

The choice of the appropriate technique for the analysis of mass spectrometric data is
dictated by the structure of the mass spectrometric database. The latter is typically
composed of a number of mass spectra each containing up to thousands of peaks.
Statistical tools, such as multivariate analysis, can be used in this case to reduce the
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Figure 2.35 (a) Example of a mass defect plot obtained from the SIMS mass spectrum
of soot particles collected from a laboratory flame and illustrating its capacity to separate
chemical species based on their corresponding molecular class. Ions with a low H/C ratio
(black dots) are mainly attributed to fragment ions, high H/C ions to unsaturated hydro-
carbons and low-mass PAHs (red dots), while high-mass ions (green dots) are assigned to
PAHs and oxygen-containing hydrocarbons.The size of displayed markers is proportional to
the corresponding peak integrated area. Reproduced from Irimiea et al. [30]. (b) Mass defect
plot obtained from L2MS mass spectrum of soot collected from a standard soot generator
(miniCAST) showing the alignment of homologous compounds. Reproduced from Duca et
al. [102].

dimensionality of the data and organize it into several clusters containing similar
spectra or mass peaks. In this section, statistical techniques that have been adopted
by our group for the analysis of mass spectrometric data, allowing us to identify
convoluted patterns and extract hidden relationships, are described.

2.3.2.1 Principal Component Analysis

Principal Component Analysis (PCA) is a dimensionality-reduction method that is
often used to minimize the number of dimensions of the used mass spectrometric
database (i.e. a large set of observations, analyzed samples, described by several
dependent and inter-correlated variables, mass peaks). The algorithm extracts the
important information from the input data and expresses it as a set of summary
indices called principal components. A transformed data set still contains the ma-
jority of the initial information, but, due to a lower dimensionality, can be more
easily visualized. Moreover, a smaller data set also facilitates the identification of
trends, jumps, clusters and outliers.

Principal components, determined by this algorithm, are new variables con-
structed from linear combinations of the initial ones. Geometrically speaking, prin-
cipal components represent the orthogonal directions of the data in the multidimen-
sional space that explain a maximal amount of variance (i.e. the lines that capture
most information in the data). The relationship between variance and information
is as follows: the larger is the variance along a given direction (the larger is the
dispersion between data points), the more information it contains. Therefore, prin-
cipal components can be seen as new axes that provide the best angle to visualize
and evaluate the data, so that the differences between the observations are more
apparent [122]. As a consequence, transformed data can be used to classify samples,
reveal trends/patterns in large databases [123], and is often used to improve the
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readability of complex data [124].
PCA is quite sensitive regarding the variances of initial variables. Specifically, if

there are large differences between the ranges of initial variables, those with larger
ranges will dominate over the ones with small ranges, inadvertently leading to biased
results. Moreover, the absolute signal intensity of detected compounds depends on a
variety of factors such as sample coverage, substrate, desorption/ionization fluence,
and thus all mas spectrometry data must be first normalized. A commonly accepted
approach is the normalization to the total or partial ion count (TIC) [120, 125, 126].
The latter is used when several compounds, unrelated to the sample (e.g. compounds
that are related to the substrate), have a rather high signal intensity. All mass
peaks that have a signal-to-noise ratio higher than 3 are considered and then area
integrated. The variance of the integrated peaks, usually, has a L-shape distribution,
caused by a big difference in signal intensities of mass peaks, which is unacceptable
for any statistical analysis techniques (within the normality-assuming statistics)
[127]. Using a L-shape distribution with normality-assuming statistical tools will
lead to an overestimated contribution from high intensity mass peaks, effectively
”hiding“ other patterns. Data scaling is commonly used to change the distribution
from a L-shape to a normal one, however not all scaling techniques can be applied
to mass spectrometric data as the majority of them are usually considered very
”aggressive“. For instance the Standard Scaling approach transforms the data such
that its distribution will have a mean value of zero and a variance of 1 [128]. This
effectively removes all the information about the covariance between different mass
peaks and therefore will lead to a loss of information and should not be used with
this particular data set. Another, more suitable method for converting the data to
a bell-shaped distribution is by calculating the decimal logarithm of the data set,
a procedure that preserves all the information about the covariance between mass
peaks.

Principal components are calculated using the covariance matrix of initial vari-
ables [122, 129]. The eigenvectors of this matrix represent the directions of the axes
with the largest variance (i.e. directions of principal components). Eigenvalues are
simply the coefficients attached to eigenvectors that give the amount of variance
carried by each component. Given a data set X with p observations and n variables,
the first principal component PC1 is represented by the linear combination of the
original variables X1, X2, . . , Xn:

PC1 = ω11X1 + ω12X2 + ...+ ω1nXn (2.5)

where ω1j are the elements of the first eigenvector and can be used to interpret the
meaning of the principal component. Most of the time, however, the interpretation
of principal components is instead performed with loadings, as their magnitude is
representative of the covariances/correlations observed between the initial variables:

loadings = eigenvectors ·
√

eigenvalues (2.6)

A loadings plot, illustrating the loading of all the initial variables (Figure 2.36),
are used to identify variables (i.e mass peaks) that have the largest effect on each
principal component. A higher loading indicate that the variable strongly influences
the principal component. Moreover, the sign of the loading is also important as it
shows the correlation among variables.
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Figure 2.36 Example of a loadings plot showing the contribution of each mass peak to
the value of the first (a) and the second (b) principal components. The contribution of
hydrocarbon and oxygenated species are shown in different colors. Based on the loadings
plot, the physical meaning of each principal component can be determined. Reproduced from
Irimiea et al. [30].

As there are as many principal components as there are variables in the data,
principal components are ranked in accordance with their significance (i.e. the
first principal component accounts for the largest possible variance in the data set).
Therefore, selecting only the first m components allows to reduce the dimensionality
of the data set while still preserving the majority of the variance (i.e. information).
It is, thus, important to properly choose the number of principal components that are
considered. The eigenvalue (also called score) of each principal component measures
the amount of variation it retains and can be used to determine the optimal number
of components to take into account. An eigenvalue greater than 1 indicates that
the corresponding principal component accounts for more variance than a single
initial variable (i.e. one mass peak) - value commonly used as a cutoff point for the
number of PCs. However, this is not very practical for datasets with a large number
of variables and high redundancy, e.g. mass spectrometric data, as the variance
retained by a single variable is very small. There is no universally established way to
decide how many principal components to keep in the analysis. The choice depends
on the specific field of application and the data set. Usually, for mass spectrometric
data, the number of components is determined by the total variance, i.e. only the
components that account for a certain fraction of the total variance (e.g. 70-80%)
are considered. Another common practice in determining the optimal number of
PCs is to use the scree plot, which represents the percentages of explained variance
by each PC (proportional to its eigenvalue), ordered from the largest to the smallest,
and to identify the point where the slope significantly changes. Only the components
before the change point (also called ”elbow“) are considered [123, 130], Figure 2.37.

By projecting all the observations onto the low-dimensional (two or three dimen-
sions) sub-space and plotting the results, it is possible to visualize the structure of
the investigated data set. The coordinates of the observations (mass spectra in our
case) on this plane are called scores, and hence the plotting of such a projected con-
figuration is known as a score plot, Figure 2.38. When investigating score plots we
look for clusters, outliers, and other patterns (e.g. gradual change in the principal
component value between several observations). The combination of the score and
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loadings plots allows to determine the contribution of initial variables (i.e. mass
peaks) to all the observations (i.e. mass spectra).

2.3.2.2 Hierarchical Clustering Analysis

Clustering is an important method of uncovering information from a multivariate
data set [122]. Hierarchical clustering analysis (HCA) is a multivariate procedure
that identifies patterns in a data set by grouping the observations based on the
distances between them. Additionally, it accounts for the total variation in the

Figure 2.37 Example of a typical scree plot showing the contribution of each principal
component and the cumulative contribution of all PCs to the explained variance. The trend
line of the component contribution is shown in black with the “elbow” point highlighted.
For this particular scree plot, only the first two principal components are located before the
“elbow” and, therefore, contain the majority of the meaningful data.

Figure 2.38 Example of a score plot showing the projection of the observations (mass
spectra) on the first two principal components. On such a projection, the observations can
be easily grouped into three distinct clusters (C1, C2, and C3). Reproduced from Duca et
al. [102].
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data set [131, 132]. This approach starts with a cluster for each observation (e.g.
mass spectrum) or variable (e.g. mass peak) and then, at every step, merges the
two closest ones, finishing with a single cluster. Since the dimensionality of the
data is rather high, the distance between the clusters can be computed in different
ways, which gives rise to various hierarchical methods [132, 133]. However, for mass
spectrometric data Euclidian distances are typically used – a direct straight-line
distance between two points [102, 120]:

d =

√

√

√

√

n
∑

i=1

(qi − pi)2 (2.7)

where q and p are the coordinates of the two studied points for a given dimension
and n is the total number of dimensions of the data set (equal to the number of
variables). The main output of HCA is a dendogram, which shows the hierarchical
relationship between clusters. For example, in Figure 2.39a two large clusters can
be seen on the dendogram (green and red), each one consisting of even smaller ones.
The number of output clusters is determined by the height (i.e. Euclidian distance)
at which the dendogram is “cut”. For instance, four different clusters will be formed
if the black dashed line on the Figure 2.39a is used to cut the dendogram. The
optimal distance value that yields an appropriate number of clusters depends on the
analyzed data and should be individually chosen for each data set.

Figure 2.39 (a) Example of hierarchical clustering dendogram. Two main clusters can
be seen (red and green) and each can be further subdivided into another two clusters. Four
different clusters will be formed if an Euclidian distance of 2.0 is chosen to cut the den-
dogram (black dashed line). (b) Example of a hierarchical clustering heat-map. HCA was
performed on both observations (samples, columns) and variables (chemical species, rows)
as indicated by the two dendograms on the top and left sides. The relative correlation be-
tween a certain observation and a variable is represented by the color of the corresponding
cell. Adapted from Duca et al. [102].

HCA can be applied not only to the original data set but also to principal compo-
nents, technique called Hierarchical Clustering on Principal Components (HCPC).
As mentioned above, large datasets of mass spectrometric data contain multiple
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highly correlated variables that may lead to a clustering diagram which is difficult
to interpret. Therefore, since principal components are not correlated, clustering
performed on them is usually easier to interpret. Moreover, PCA acts as a de-
noising method (a pre-processing step) that isolates the important information in
the data set (in the first principal components used for HCPC) from the noise.
Clustering obtained in this manner is more stable while still preserving the same
tree-shape. The number of principal components to use for HCPC can be chosen
with the methods that have been described above. A too small number of principal
components will, however, lead to a suppression of information.

HCA and HCPC are usually applied only to the observations (i.e mass spectra),
however, such clustering can be performed on both observations (samples) and vari-
ables (chemical species). In this case, a clustering heat-map is produced, illustrating
the groups forming within the entire data set. The main advantage of a heatmap
data representation is that it shows both dendograms (for observations and vari-
ables) alongside a colour-scaled illustration of the data (correlation) matrix itself,
as one can see in Figure 2.39b. Each cell of the heat-map represents the correlation
between a certain observation (sample) and variable (chemical compound), making
the identification of highly-correlated species that determine the similarity between
observations much easier.

2.3.2.3 Volcano plot

When comparing only two sample-sets (e.g. two samples), not all species will have
a significant enough variation. For datasets characterized by a large number of
variables (detected masses) and a relatively small number of observations (samples,
mass spectra) it is important to choose a proper method of identifying variables that
are the most different between two observations [134], i.e. that contribute the most
to their “differential expression”. The two usual methods of identifying the most
different variables within a data set are the fold-change and the t-statistics, each
one with its own advantages and drawbacks [134–136]. The fold-change represents
the magnitude of the change in the signal of the same variable between two different
observations: FC1−2 = S2

S1

(e.g. the signal of an organic compound measured on a
sample collected with and without the catalytic stripper). The fold-change, however,
does not take into account the noise often present in mass spectra, moreover, its
value becomes less important with the increasing variance. Even though the t-
statistics takes into account the noise, it can be less reliable for small datasets.
To obtain a robust visualization of the “differential expression” of two observations
(e.g. samples), a combination of the two methods can be used, leading to a volcano
plot, Figure 2.40. This plot displays both fold-change (x-axis) and t-statistics (y-
axis), thus combining a measure of statistical significance with the magnitude of the
change.

The statistical significance is computed based on the p value obtained from the
ANOVA model (a generalization of the t-statistics model for more than two groups)
[132]. To improve the readability of the plot when the variance in the data set is
rather high, the fold-change (FC) can be replaced by its logarithm (log2(FC)). A
volcano plot (Figure 2.40) consists of three main regions: i) the region where the
data-points have either a small magnitude of change (< 1) or are not statistically
significant (p-value > 0.05 or − log10(p-value) > 1.3) – usually displayed in grey,
ii) data-points with high contribution to the first sample with a high statistical
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Figure 2.40 Example of a volcano plot illustrating the three main regions: points with
either a small fold change or statistical significance – grey markers, points with high con-
tribution to the first sample with a high statistical significance – green markers, and points
with high contribution to the second sample with a high statistical significance – red markers.

significance, and iii) data-points with high contribution to the second sample with
a high statistical significance. Since only the last two regions contain statistically
significant information, they need to be used for making meaningful conclusions
about the mass spectrometric data.

2.4 Conclusion

In this chapter, the necessary experimental and theoretical background for under-
standing the studies described in Chapter 3 – physico-chemical characterization of
ICE emissions, and Chapter 4 – adsorption energy measurements on surrogate soot
samples were presented. Some (customized) techniques or instruments, such as the
newly acquired high-resolution two-step laser mass spectrometer installed at the
laboratory during this thesis, were presented in more detail as to create a complete
description, possibly useful for future studies. Other techniques that are either com-
mercially available or have been thoroughly described before were presented in less
detail, with necessary reference to existing literature.
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Size-selective characterization of

ultra-fine particles emitted by an

internal combustion engine

3.1 Introduction

The road traffic constitutes one of the major sources of combustion generated car-
bonaceous aerosols (i.e. soot). Even though the air quality has been significantly
improved in the past decades through the successive tightening of emission stan-
dards, particulate emissions from on-road vehicles continues to represent one of the
major sources of anthropogenic ultra-fine particulate matter (PM) in urban areas
[37, 55, 58, 137]. Recent improvements in engine technology resulted in a significant
decrease in the total number and mass of PM emitted by on-road vehicles. This,
however, also led to a shift in the particle diameter toward smaller sizes (lower than
100 nm [50]). In particular, sub-23 nm particles, produced in large concentrations by
both Diesel and gasoline direct injection (GDI) engines [55], have recently attracted
a lot of attention. The percentage of these particles, currently not being limited by
existing emission regulations with a cut-off size of 23 nm, could reach 30–40% of the
total PN for vehicles equipped with a GDI [58]. The results presented in this chap-
ter were obtained in the framework of the European H2020 PEMS4Nano project
(www.pems4nano.eu), with the objective of developing a robust and reliable mea-
suring system for sub-23 nm particles, together with the associated measurement
methodology and procedures. The created system and measurement procedures are
meant to aid with the development process of new engine technologies and, most
importantly, serve as a basis for future regulations by demonstrating both the capa-
bilities and limitations of particle measurement technologies, especially under real
driving conditions (RDE). The development of a particle measurement system capa-
ble of maintaining its precision and reliability for a wide range of engine operation
conditions (i.e. in real driving conditions) requires extensive knowledge of physico-
chemical properties of the particles emitted during the drive cycle. Therefore, we
propose here an extensive experimental characterization (morphology, nanostruc-
ture, chemical composition), whose results will constitute the building blocks of an
extensive database, i.e. the necessary foundation upon which measurement proce-
dures and theoretical models can be built (bottom-up approach). The theoretical
approach (Model-Guided Application, MGA) supplied with the physico-chemical
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data derived from our experimental characterizations was developed to predict par-
ticle formation in the engine, as well as particle dynamics in the exhaust system and
sampling line. The use of MGA is advantageous since it allows the optimization of
the developed procedures with respect to a wide variety of engine set points. The
latter is especially important due to a multitude of regimes the engine goes through
in real driving conditions, some being only transitory. One key strategic decision
made while building the particle emission measuring system (PEMS) prototype was
to use a catalytic stripper (CS) to remove the organic fraction from the particles
emitted by the engine. The CS action on both the gas and particulate phases
emitted by the engine, and, more specifically, on size-selected particles were thor-
oughly experimentally investigated in this work. Online measurements (performed
by a research team from the University of Lille, PC2A – LII measurements, and
University of Cambridge – aerodynamic–mobility–mass measurements) and collec-
tion of particulate matter intended for offline characterization (University of Lille,
PhLAM and Horiba Scientific) were carried out in parallel. This chapter describes
the results of the offline physico-chemical characterization of combustion byproducts
(polydisperse and size-selected particles, and gas phase). More information about
the sampling procedure (i.e. sampling line, collection methods and used substrates)
can be found in Section 2.1.1.1. A multi-diagnostic approach was adopted for sample
characterization, including Mass Spectrometry analysis (L2MS and SIMS, Univer-
sity of Lille) as well as structural/morphological characterization using microscopy
techniques (SEM, Bosch; TEM, University of Lille; AFM, Horiba Scientific) and Tip
Enhanced Raman Spectroscopy (Horiba Scientific). Main findings of these analyses
were used as an input for the theoretical model (CMCL, Cambridge, UK) allowing
its training and validation. A collaborative paper outlining the main results has
been published [103] with three more being in preparation.

A single-cylinder test engine was used here as a source of combustion-generated
particles, produced under different operation conditions in a controlled environment,
Section 2.1.1.1. Since the collection of material for offline analysis can be lengthy
(up to 12 hours, Section 2.1.1.3) the regimes must be carefully chosen in order
to collect particles carrying the maximum amount of physico-chemical information
within the time frame of a sampling campaign (typically one to two weeks at the
engine test-bench Robert Bosch GmbH, Renningen, Germany). All the analyzed
engine regimes are listed in Table 2.1. Two different variables related to the test
engine were extensively studied: i) the engine working point, which includes different
air/fuel ratios, applied loads and speeds, and ii) the impact of the mechanical state
of the engine (i.e. the impact of various malfunctions). Since a multitude of samples
(Table 2.3) were analyzed, each one corresponding to a different engine regime as
well as sampling method, a notation scheme that provides a short summary of all
the necessary information about the sample is employed (see Section 2.1.1 page 20).

3.2 Morphology and structure characterization

One of the biggest challenges in collecting and studying size-selected combustion-
generated particles is avoiding their agglomeration in the sampling line. A proper
sampling procedure is essential to prevent the agglomeration of small particles that
can result in them being collected on a different impaction stage (with a higher
cut-off size compared to their initial dimensions) and thus skewing the results of
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the size-selected chemical analysis. In order to ensure that the experimental setup
is well optimized for sampling of even small single particles, several samples of col-
lected particulates were analyzed with SEM during the sampling campaign (Robert
Bosch GmbH, Renningen, Germany). Moreover, the information obtained from
SEM images (e.g. number of particles) was used to evaluate the surface coverage
and determine the optimal collection time for samples intended for chemical charac-
terization. This kind of “on-site” analysis, allowing to fine-tune the sampling setup,
is essential to avoid the collection of unnecessary samples that, due to improper
sampling, do not carry any useful information. After the sampling campaign, ad-
ditional analyses were performed with TEM and AFM/TERS (University of Lille
and Horiba Scientific, respectively), see Section 2.2.1, to study the structure and
morphology of the collected particles.

3.2.1 SEM analyses

Particles analyzed with SEM were collected on Si wafers with a combination of
a short DMA, set to pass particles with a mobility diameter of 18 nm (±5 nm),
and a NAS, Section 2.1.1.3. The analysis of particles produced in engine regimes
corresponding to a normal operation (NH2000 and NM2000 regimes) revealed the
presence of predominantly single, spherical particles with a diameter ranging from
17 to 23 nm, Figure 3.1, which are presumably primary soot particles. This is
in agreement with previous studies on the emitted particles from gasoline direct
injection engines [138, 139]. The fact that single primary particles were collected on
these samples and were not lost on the way due to their aggregation confirms that
the experimental setup is able to minimize the aggregation of particles to an extent
that should not affect the subsequent chemical analysis (i.e. caused by contribution
of smaller and aggregated particles to a size-bin corresponding to larger dimensions).

Figure 3.1 SEM images of size-selected particles (size bin centered at 18 nm) collected on
Si wafers with a NAS in NH2000 (a) and NM2000 (b) engine regimes.

The analysis of sample OM2000 (medium load, addition of oil, Table 2.3), pre-
sented in Figure 3.2, revealed the presence of particles in a needle or tube shape with
a length up to 200 nm. Particles in this shape were only detected for this regime
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(OM2000 regime, i.e. only when additional oil was supplied to the combustion
chamber). Carbon nanotubes (CNT) and nano-rods are known to be present in the
exhaust of spark ignited engines [140, 141]. Their formation requires a hydrocarbon
source, a catalyst source (e.g. Mb, Ni, or Fe), and a group 16 element promoter
(e.g. S, Se, Te). Metallic seed particles can originate either from the consumption of
lubricating oil or from fuel additives such as ferrocene [Fe(C5H5)2], an iron-carrying
organometallic compound that is used as an antiknock agent in gasoline fuels. The
presence of the latter was confirmed by SIMS mass spectra, as will be discussed in
Section 3.3. In this reaction mechanism, thermal decomposition of the iron source
leads to the formation of catalyst nanoparticles, which act as catalytic surfaces for
CNT/nano-rod growth once sufficient carbon is available from the decomposition of
hydrocarbons. Dibenzothiophene (C12H8S), one of the most common forms of S in
fuels, was also detected. Therefore, any CNTs/nano-rods observed on the samples
could potentially be produced in the engine, rather than being contaminants.

Figure 3.2 SEM images of particles collected on a Si wafer in the OM2000 regime (size
bin centered at 18 nm). Needle or tube shape particles have been detected (red rectangles).

3.2.2 TEM analyses

The analysis of high-resolution TEM images, Figure 3.3, reveals that the size of
primary particles is around 14–19 nm, however there are also solitary particles of
a bigger size. These “big” particles are not very numerous (only a few were found)
and can have a size of up to ∼60 nm.

High-resolution TEM analyses were performed to reveal the nanostructure of
collected particles. Figure 3.4 shows patterns characteristic of nanoscale graphene
layers arrangements suggesting these particles are indeed soot. However, Figure 3.4
also evidences that the particles collected under the exact same conditions (size bin
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and engine regime) can exhibit large variation in carbon fringe length and tortuosity
(the ratio of the fringe length to the straight-line distance). Long carbon fringes with
a reduced tortuosity are indicative of a more graphitized soot particle while the
inverse is true for the amorphous soot nanostructure [142]. Therefore, the fact that
particles collected under the same conditions show different degrees of graphitization
is a sign of different soot maturity (a higher degree of graphitization indicates a more
mature soot), caused by different particle inception time [142, 143].

Figure 3.3 TEM images of size-selected NH2000 (2000RPM, high load) particles collected
with a combination of DMA and NAS on a SiN wafer (a and b) and NanoMoudi on a
carbon Lacey TEM grid (c). A possible shape of the particle/aggregate is also shown.

Figure 3.4 High magnification TEM images of two NH200010−18 (2000RPM, high load,
10–18 nm size bin collected on a carbon Lacey TEM grid) particles. A high variability in
particle nanostructure is observed, as illustrated by the different length and tortuosity of
the carbon fringes.

TEM images do not provide any information about the surface organic fraction
of the analyzed particles, however its presence can be inferred from the particle
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behavior in the vacuum and under the electron beam. To test whether particles
contain a notable amount of organic compounds, the microscope was switched to the
STEM mode (scanning transmission electron microscopy) in which the electron beam
was focused (with a focused beam diameter of 1 nm) on a single particle. The particle
was scanned for 10 minutes during which the interaction between the electron beam
and the particle promotes the desorption of organic compounds. TEM images before
and after irradiation of the same particle (shown with the same magnification) are
displayed in Figure 3.5. One can see that the irradiation with an electron beam
caused the particle to shrink, reducing its diameter by ∼10%. This reduction in size
is likely due to the desorption of the surface organic fraction. In addition, while the
transformation might also originate from the alteration of the carbon nanostructure,
no change in either fringe length or tortuosity was observed.

Figure 3.5 Comparison between high resolution TEM images of a soot particle obtained
in the NH2000 engine regime taken before (left panel) and after (right panel) electron
irradiation in STEM mode.

Soot aggregates can contain tens or even hundreds of primary particles (depend-
ing on their size), therefore it is rather difficult to retrieve the information about
its three dimensional shape only from a “top-view” image. One of the advantages
of TEM analysis is the ability to record images of the sample (in this case soot
particles) for different tilt angles of the sample holder in order to recover the shape
of the analysed particle. In fact, by recording a series of images of the same particle
for a range of different tilt angles, one can reconstruct its three dimensional shape.
This technique, while being resource and time consuming, opens the possibility to
characterize the particle (e.g. determine the surface, volume, fractal dimension)
with a much higher precision.

Not all particles can be chosen for 3D reconstruction as they should be well
visible at any possible tilt angle (their view can be obstructed by other particles,
sample holder or substrate material, Lacey carbon membrane in this case). The
3D reconstruction procedure started with the recording of high resolution image
series of a particle/aggregate, taken under different tilt angles, Figure 3.6. More
specifically, a TEM image was taken every 5° from -55° to +55° of tilt. All images
were then aligned to each other in order to eliminate the spacial drift. To be able to
reconstruct the shape of the particle, high contrast images are required, however, due
to the amorphous nature of the substrate and soot particles the obtained contrast
(between the particle and the Lacey carbon TEM grid) was rather low. A better
contrast can be achieved for a particle/aggregate suspended from a side of the copper
grid, however no particles were found to be attached on the grid in a way where the
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copper would not obstruct the view at extreme tilt angles. Due to the low contrast,
images containing only the outline of the particle, without the background, were
used instead.

Figure 3.6 Examples of high-resolution TEM images of the same particle taken at different
tilt angles of the sample holder. The relative tilt angle of the sample holder is indicated for
each image.

The reconstruction process requires a “complete” image series - ideally with pic-
tures taken from 0° to 360° (or from -180° to +180°) which cannot be accomplished
in practice (the angles are determined by the sample holder). Therefore, the first
step is to compute the projections from the missing angles by interpolation (for
ϕ ∈ [−55°,+55°]) and extrapolation (for ϕ /∈ [−55°,+55°]) of the existing data [144].
The algebraic reconstruction technique (ART) was used for the 3D reconstruction
[145] as it is more adapted for the electron microscopy images. The comparison
between high-resolution TEM images and the corresponding projections of the ob-
tained 3D model are shown in Figure 3.7. We can see that the algorithm was able
to reconstruct all the fine details seen on the original images of the particle, despite
the relatively small number of available TEM images. Therefore, this technique can
be used to obtain reliable information about the shape of soot aggregates, provid-
ing that a sufficient number of high resolution TEM images of the particle can be
recorded.

3.2.3 AFM/TERS analyses

AFM analysis, performed at Horiba Scientific, Villeneuve D’Ascq (partner in the
PEMS4Nano project), was used to determine the size of single particles. Moreover,
we took advantage of the TERS module installed on the instrument to record Raman
spectra for individual particles. The analysis was performed on samples collected
in the NH2000 engine regime (optimal conditions, high load), Table 2.3. AFM
measurements were carried out on a 1.2 x 1.2 µm2 region (300 x 300 pixels), Figure
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Figure 3.7 Comparison between the high resolution TEM images of a soot particle and its
corresponding snapshots of the reconstructed 3D model taken from the same perspective.

3.8a. The heights of particles 1 and 2 shown in Figure 3.8d were determined to
be 10 nm and 6 nm. The measured diameter is highly dependent on the used tip,
especially when the radius of the scanned object is close to dimensions of the tip.
The Full Width at Half Maximum (FWHM) of the profiles for particles 1 and 2,
obtained with a sharp tip (r= 1 nm), are <48 nm and <43 nm, respectively.

Two smaller zones of the NH2000 sample have been characterized by TERS with
a resolution of 7 nm/pixel (zone I) and 5 nm/pixel (zone II) and with a Raman
integration time of 100 ms (one spectrum/pixel). The TERS maps of zones I and
II are presented in Figure 3.8b and 3.8c, respectively. Raman spectra of carbon
materials exhibit two main features whose intensities depend on the nature of the
analyzed carbon material (see Figure 3.9): the G (graphite) band, derived from in-
plane motion of carbon atoms (around 1580 cm−1) and the D (defect) band (D1),
attributed to lattice motion away from the center of the Brillouin zone (around
1270 — 1450 cm−1). The TERS maps displayed in Figure 3.8b,c are obtained by
integrating the G band only.

Besides TERS maps, TERS spectra were obtained for particles 2, 3, and 4 and
are displayed in Figure 3.9. The three spectra exhibit very different profiles (for
example, the relative intensity of the D band to the G band is higher for particle
2 and lower for particles 3 and 4) which is indicative of major structural variations
between nanoparticles collected in the same engine regime and within the same size
bin.

A more quantitative approach involves a five-band fitting method, often applied
to Raman spectra of soot particles [21, 146], in which the G, D1, D2, and D4
bands are fitted with a Lorentzian profile, whereas the D4 band is fitted with a
Gaussian profile. The fit results are presented in Figure 3.9. The spectral parameters
determined by curve fitting are highly variable across the three particles (Table 3.1),
confirming our first observation. For instance, the ratio of the integrated areas of D1
to those of (G+D2) bands is usually considered a good indicator of the order in the
soot structure in conventional micro-Raman studies [147]. This value increases from
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Figure 3.8 AFM and TERS study of nanoparticles collected in the NH2000 engine regime
(optimal conditions, high load) on gold coated Si wafers. Topography image (1.2 x1.2µm2)
(a), TERS mapping (G band only) of zone I, particles 1 and 2 (b), and zone II, particles
3 and 4 (c), topographic cross-sections of particles 1 and 2 (d).

Figure 3.9 Five-band fitting model applied to the TERS spectra of particles 2 (a), 3 (b),
and 4 (c). Spectra were fitted using tools available in Labspec 6 software (Horiba Scientific).

1.5 (particle 4) to 2.5 (particle 3) and to 3 (particle 2), suggesting that particle 2 has
a much more disordered structure compared to particles 3 and 4. In addition, the
presence of strong signatures at 1208 and 1278.6 cm−1 on the spectra of particles
3 and 4 could be an indicator of organic molecules present on the surface of the
particles. However, since TERS measurements were performed here (to the best
of our knowledge) for the first time on ultra-fine combustion-generated particulate
matter, more research is needed to determine if the relative intensity of D and G
bands can be interpreted in the same way as the ones obtained in common Raman
studies.

Structural and morphological measurements described in this section revealed
the diversity (in terms of nanostructure) of soot particles generated in the same
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Table 3.1 Deconvolution of the TERS spectra for particles 2, 3, and 4.

Particle Band Position, cm−1 Width, cm−1

Particle 2

G 1589.7 43.4

D1 1315.5 111.4

D2 1611.5 24.7

D3 1530.7 117.8

D4 1208 80.4

Particle 3

G 1589.4 38.5

D1 1326.8 137.1

D2 1608.5 19

D3 1489 304.1

D4 1208 140

Particle 4

G 1596.6 44.6

D1 1320.2 92.8

D2 1611.7 20.1

D3 1460.6 213.9

D4 1257.8 175.1

engine regime and collected within the same size bin. This observation is espe-
cially important for the interpretation of off-line chemical characterization results,
presented below (Section 3.3), which, conversely, were not obtained for individual
particles but rather for a larger number of them (the number of addressed particles
is determined by the diameter of the laser or ion beam used in the experiments).
Therefore, the properties and trends that are derived in the next section are averaged
over many (different) particles, and thus are statistically significant.

3.3 Chemical characterization

To obtain a comprehensive chemical characterization and thus provide valuable in-
puts for building and validating the theoretical model, combustion particles were an-
alyzed with L2MS and SIMS. This analysis, in conjunction with the data-treatment
methodology developed in our group [30, 99, 102] (Section 2.3), not only allows an
extensive database featuring size-dependent molecular-level chemical composition
to be built, but also unveils hidden trends and chemical dependencies that can be
linked to experimental conditions used to obtain the samples (e.g. fuel and lubri-
cant oil used in the engine). As the main objective of this work is the study of
size-dependent chemical composition of soot particles, the following section first de-
tails the chemical composition of size-selected soot particles sampled in a variety
of engine operation regimes. The obtained information is then used to discrimi-
nate particles with respect to their size and provenience (i.e. engine condition).
Then, the chemical composition of both particulate matter (size-selected and poly-
disperse) and gas phase emitted by the engine was used to assess the efficiency of
the catalytic stripper. And finally, the study of particulate matter sampled with and
without the stripper enabled the evaluation of the surface organic fraction present
on size-selected particles.
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3.3.1 Evolution of the chemical composition with particle size

One major points to be determined is whether the chemical composition of emitted
particles varies with their size. Several engine regimes were studied (Table 2.3),
each one associated with a set of unique conditions defining the combustion process,
and thus the chemical composition of engine emissions. A malfunction represents
an extreme case of engine operation accompanied by combustion in sub-optimal
conditions which leads not only to higher emissions (in terms of particle number,
mass and gases) but also to a larger number of organic species present on the sur-
face of the emitted particles. For this reason, mass spectra of particles sampled
from a faulty engine contain a large number of peaks. The complexity of such spec-
tra makes their analysis quite arduous. Mass spectra of particles sampled in the
OM2000 regime (optimal conditions with an addition of oil, Table 2.3) and illus-
trated in Figures 3.10 and 3.11 are examples of such complex spectra. Therefore
these typical spectra of size-selected particles produced in engine regimes associated
with a malfunction, were preferentially chosen to demonstrate the analytical proce-
dure followed to interpret mass spectrometry data. Note that a similar approach,
adapted to the complexity of each spectrum, was applied to the analysis of all other
samples. Two different engine malfunctions were studied: OM2000 – optimal con-
ditions with an addition of oil, and FM2000 – low air/fuel ratio. These particular
engine regimes were chosen as they simulate two different extreme cases of opera-
tion, equivalent to either a “worn out” engine with high oil consumption (OM2000)
or a fault in the fuel system but with a normal oil consumption (FM2000), Section
2.1.1. Since both regimes feature a higher consumption of one of the two main
sources of organic species emitted by the engine, fuel or oil, the study of particles
generated in these regimes can help identify chemical markers associated with the
aforementioned sources. Such information can further aid with the interpretation of
mass spectrometric data obtained for particles emitted by a well-maintained engine,
and thus should be obtained before analyzing samples collected in normal operation
conditions.

3.3.1.1 “Worn out” engine regime

The analysis of samples obtained in the OM2000 regime was performed with L2MS
with two different ionization wavelengths (266 nm and 118 nm, Figures 3.10 and
3.11, respectively), to selectively target either aromatic or aliphatic compounds.
Several metals were detected (Na+, K+ and Ca+) with both ionization wavelengths.
While Na+ and K+ are mostly associated with fuel, they can also be present in the
lubricating oil as trace elements [148–151]. In addition, the origin of Ca+ is most
likely the lubricating oil, since Ca is a component of detergent additives, widely used
in modern motor oils [149, 151].

Mostly aromatic species are detected when the ionization of laser-desorbed com-
pounds is performed at 266 nm (Figure 3.10). They are visually separated into two
groups: one of lower and one of higher mass compounds. The first group gathers
aromatic species with one to two aromatic rings and their alkylated derivatives (m/z
78 – 170) and is present in all sample spectra with varying relative intensities. The
second group encompasses aromatic compounds with three and more rings. Volatil-
ity properties of aromatic compounds were linked before to the number of aromatic
rings present in the molecule [85, 152]. Accordingly, three different volatility-related
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Figure 3.10 L2MS spectra of four samples (particle size 18-180 nm) obtained in the
OM2000 engine conditions (optimal operation, medium load). The analyses were performed
with an ionization wavelength λi=266 nm to target aromatic compounds.

Figure 3.11 Mass spectra of the four samples (particle size 18 – 180 nm) obtained in the
OM2000 engine conditions. The analyses were performed with an ionization wavelength
λi=118 nm which has a high sensitivity for aliphatic compounds.

categories can be defined: volatile species – compounds consisting of two aromatic
rings and mostly present in the gas phase, semi-volatiles – species made of three
and four rings, and non-volatile – compounds comprising more than four rings and
primarily found in the condensed phase. Consequently, the species making up the
first detected group can be considered as volatile. In contrast, the second group
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brings together semi- and non-volatile compounds. Therefore, the intensity ratio
of the first to the second group is related to the overall volatility of the organic
layer on the surface of particles. Species with masses between m/z 178 and 398 are
detected on larger OM2000 particles (32 – 180 nm), i.e. on samples OM2000100−180,
OM200056−100, and OM200032−56, while for the sample OM200018−32 (18 – 32 nm)
the highest detected mass is only m/z 278. Table 3.2 displays the most intense
peaks detected in these (low-resolution) L2MS spectra.

Table 3.2 List of molecular and atomic species, along with their exact mass, detected by
(low-resolution) L2MS with two different ionization wavelengths. Only the most intense
peaks are shown.

m/z Formula m/z Formula m/z Formula m/z Formula m/z Formula

266nm ionization

22.99 Na+ 120 C+
10 154.078 C12H

+
10 204 C+

17 276.094 C22H
+
12

26.982 Al+ 120.094 C9H
+
12 156.094 C12H

+
12 216.094 C17H

+
12 278.11 C22H

+
14

38.964 K+ 128.063 C10H
+
8 158.11 C12H

+
14 218.11 C17H

+
14 300.094 C24H

+
12

39.963 Ca+ 130.078 C10H
+
10 166.078 C13H

+
10 226.078 C18H

+
10 302.11 C24H

+
14

69.958 Al2O
+ 132 C+

11 178.078 C14H
+
10 228 C+

19 326.11 C26H
+
14

78.047 C6H
+
6 132.094 C10H

+
12 168.094 C13H

+
12 228.094 C18H

+
12 350.11 C28H

+
14

92.063 C7H
+
8 134.11 C10H

+
14 168 C+

14 240 C+
20 374.11 C30H

+
14

101.948 Al2O
+
3 142.078 C11H

+
10 170.11 C13H

+
14 240.094 C19H

+
12 398.11 C32H

+
14

104.063 C8H
+
8 144 C+

12 178.078 C14H
+
10 242.11 C19H

+
14

106.078 C8H10
+ 144.094 C11H

+
12 180 C+

15 252.094 C20H
+
12

116.063 C9H
+
8 146.11 C11H

+
14 192 C+

16 264.094 C21H
+
12

118.078 C9H10
+ 152.063 C12H

+
8 202.078 C16H

+
10 266.11 C21H

+
14

118nm ionization

15.023 CH+
3 52.031 C4H

+
4 70.078 C5H

+
10 84.094 C6H

+
12 108.094 C8H

+
12

22.99 Na+ 54.034 C2H4CN+ 71.086 C5H
+
11 85.102 C6H

+
13 110.11 C8H

+
14

26.982 Al+ 55.055 C4H
+
7 74.016 C6H

+
2 95.086 C7H

+
11 112.125 C8H

+
16

28.031 C2H
+
4 56.063 C4H

+
8 76.031 C6H

+
4 96.094 C7H

+
12 122.016 C10H

+
2

29.039 C2H
+
5 57.07 C4H

+
9 78.047 C6H

+
6 97.102 C7H

+
13 124.031 C10H

+
4

38.964 K+ 66.047 C5H
+
6 79.055 C6H

+
7 98.016 C8H

+
2 126.047 C10H

+
6

39.963 Ca+ 67.055 C5H
+
7 80.063 C6H

+
8 98.11 C7H

+
14 140.063 C11H

+
8

42.047 C3H
+
6 68.05 C3H6CN+ 82.078 C6H

+
10 99.117 C7H

+
15

50.016 C4H
+
2 69.07 C5H

+
9 83.086 C6H

+
11 106.078 C8H

+
10

The intensity ratio of species belonging to the second group to those in the first
one changes from sample to sample within the OM2000 regime. For the largest
particles (OM2000100−180), as well as for the smallest (OM200018−32), the first group
(78≤ m/z ≤170) shows higher intensity. However, for samples OM200056−100 and
OM200032−56, the contribution of the second group (m/z≥178) is more prominent.
Within the first group, for all samples the base peak is located at m/z 128 and
the group features fairly constant peak and intensity distributions. The second aro-
matic group shows a distinct behavior, where the base peak is m/z 252 for samples
OM2000100−180, OM200032−56, and OM200018−32, but m/z 228 for sample OM56−100.
However, with the exception of the peak at m/z 228, intensity distributions change
only slightly across samples. The change in relative intensity of the m/z 228 peak
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is probably linked to a C18H+
12 isomer present on particles in the size range 32 – 100

nm. The fact that only species up to m/z 278 can be seen on sample OM200018−32

might be explained by an overall lower intensity, as this sample had the lowest cov-
erage of deposited particles. However, it is still possible to derive the intensity ratio
of species belonging to the second group to those present in the first one. A low
ratio observed for this sample suggests that smaller particles contain mostly light
aromatic species.

The samples also contain a variety of aliphatic species, detected with a different
ionization scheme (λi=118nm) [153], Figure 3.11. The ion series with the formula
CnH+

2n−1 is typical of cycloalkanes and alkenes while the CnH+
2n+1 series (alkyl frag-

ments) is typical of linear or branched alkane compounds [154]. The series at m/z 67,
81, 95, and 109 (CnH2n−3 fragments of bicycloalkanes) is also present, however with
a very low intensity. The asymmetrical shape of the peaks is a sign of fragmentation.
The fragmentation pattern is characteristic of the presence of aliphatic hydrocar-
bons, specifically alkanes (CnH2n+2). As alkane cations are not stable, especially if
the excess internal energy is high after ionization, they can easily fragment. Since
lubricating oils tend to be dominated by cycloalkanes due to the deliberate removal
of n-alkanes during a de-waxing process [155], an intense signal for cycloalkanes
is usually a sign of oil contribution. The main source of aliphatic compounds can
be derived from the ratio of n-alkanes to cycloalkanes. The signal corresponding to
alkanes is superior to that of neighboring cycloalkanes in the mass range m/z = 67 –
71 and 81 – 85 when the fuel is the main source of these compounds, and inferior for
the lubricating oil [151, 155, 156]. Ion signals at m/z 71 and 85 are lower than those
at m/z 69 and 83, suggesting that the measured exhaust particles mainly consist of
unburnt lubricating oil (in case of Diesel particles this pattern would be caused by
at least 95% oil and 5% fuel, while in the case of gasoline, the ratio should be higher
[151, 156]). The one exception is observed for the sample OM200056−100 where the
signal at m/z 69 is lower than that of m/z 71 (r = S69/S71 ≈0.8), while the m/z
83 to 85 ratio is close to unity. Since the source of organic species in the exhaust
includes fuel, lubricating oil, and their partially oxidized products, it is possible
that marker species of fuel are primarily concentrating in the size bin associated
with sample OM200056−100 (56 – 100 nm). Peaks at m/z 50, 64, 66 and 78 can be
attributed to fragments of aromatic species. Series of highly unsaturated aliphatic
compounds are present as well: C2nH+

2 and C2nH+
4 . These series were attributed

to polyynic fragments, known to be present in rich premixed flames and to play an
important role in the formation of combustion-generated particles [157, 158].

To classify the samples and uncover differences and similarities between them,
principal component analysis (PCA, Section 2.3.2.1) was used [30, 99, 102]. For
both ionization schemes, the first two principal components are responsible for most
(≈ 97 %) of the variation between samples (containing particles of different sizes),
and therefore the number of dimensions of the original data was reduced to only
two. The contribution of mass peaks to each principal component is represented
by their loadings (Figure 3.12). To extract the maximum amount of information,
the data obtained with different ionization wavelengths were treated separately.
In case of the ionization at 266 nm, the first principal component (PC1) can be
associated with the total number of different aromatic species, since it receives a
high negative contribution from both alkylated and non-alkylated PAHs. The first
group of aromatic compounds (78≤m/z≤170) shows a high positive contribution
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to the second principal component (PC2) while the second group (m/z≥178) is
related to the negative PC2 value. For the data obtained with 118 nm ionization,
PC1 is linked to all detected aliphatic species and can be also seen as an indicator
of the homogeneity of aliphatic signal throughout the mass spectrum. PC2 has a
strong contribution from highly unsaturated hydrocarbons (C2nH+

2 , C2nH+
4 , positive

PC2) and several aliphatic species (negative PC2), Figure 3.12. Moreover, since
contributions to PC2 from C2nH+

2 , C2nH+
4 , and aliphatic species (CnH+

2n−1, CnH+
2n,

CnH+
2n+1) have the opposite sign, PC2 can be seen as the partitioning of highly

unsaturated hydrocarbons and aliphatic species. In addition, the fact that peaks at
m/z 50, 52, 74 and 78 (fragments of aromatic species) have a high contribution to
PC2 proves that these species have the same origin, which is in agreement with soot
formation models [157, 158].

Figure 3.12 Contribution of different species to PC1 and PC2 for size-selected particles
collected in the OM2000 engine regime. Ionization at 266 nm (left) and 118 nm (right).

Score plots for both ionization wavelengths are presented in Figure 3.13. There
is a notable separation between different samples, thus demonstrating the capability
of the PCA method to discriminate between samples that present, at first glance,
similar mass spectra. Spectra belonging to the same size-bin samples are clustered
together, proving that the sample surface is homogeneous and the reproducibility
of the method is high. Sample OM2000100−180 contains a large number of aromatic
species (266 nm ionization), with a higher contribution coming from the light-weight
compounds (78≤m/z≤170). In contrast, sample OM200056−100 exhibits a higher
contribution from the second group of aromatic compounds (m/z≥178). Sample
OM200032−56 seems to have fewer species, however heavier compounds (m/z≥178)
still dominate. For the smallest analyzed particles, i.e. sample OM200018−32, the
contribution of lighter aromatic compounds increases considerably, with only a few
species detected from the second group. It appears that aromatic species with lower
mass are present on all samples and are not bound to a specific particle size. In
contrast, there is a clear increase in the contribution from higher mass aromatic
species for OM200056−100 and OM200032−56 samples, suggesting that these com-
pounds preferably adsorb on particles in this size range (32 – 100 nm). Sample
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OM200056−100 shows the most peaks coming from aliphatic species (118 nm ion-
ization), including peaks in the mass range m/z 64 – 112 (leading to a negative
value of PC1 associated with all detected aliphatic species in Figure 3.13). The
smallest number of aliphatic compounds was detected on the OM200032−56 sample
which also has a fairly inhomogeneous-looking spectrum (Figure 3.11). The contri-
bution of highly unsaturated hydrocarbons (CnH+

2 and CnH+
4 ) decreases with the

size of particles, being the highest for the OM200018−32 sample and the lowest for the
OM2000100−180 (see Figure 3.13b, PC2 values). At the same time, the contribution
of other aliphatic compounds increases with the particle size.

Figure 3.13 Size separation of combustion-generated particles obtained in the OM2000
engine regime (optimal operation with addition of oil, medium load) by means of principal
component analysis, with ionization wavelengths of λi=266 nm (a), or λi=118 nm (b).
Based on the information extracted from the loadings plots (see text), the blue and green
arrows indicate the main trends in various classes of compounds, classified as volatile, semi-
and non-volatile species according to Bari et al [152].

3.3.1.2 Fuel injection system malfunction simulation

Another engine regime that simulates a malfunction is FM2000 (low air/fuel ratio,
medium load), also representing an extreme operation point, this time with a normal
oil consumption. Particle emissions obtained in this engine regime are analyzed with
SIMS in both positive and negative polarity (Figures 3.14 and 3.15, respectively).
Chemical formulas were assigned to the most intense mass peaks in both spectra
with the help of mass defect analysis (Section 2.3.1) and are listed in Tables 3.3 and
3.4. We note that metallic and metalloid ions such as Na+, Mg+, Al+, Si+, K+,
Ca+ and Cu+ are present in the spectra, however their intensity is higher for the
blank aluminum foil, and therefore they were assumed to come from the underlying
substrate rather than from the collected particles and are not displayed in the list
of assigned species.
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Figure 3.14 Positive polarity SIMS spectra of samples obtained in the FM2000 engine
regime (fuel system malfunction) and a blank aluminum foil used for reference. Mass
spectra were acquired in the range m/z 0 – 600 but only the highest intensity m/z 0 – 300
range is displayed here.

Figure 3.15 Negative polarity SIMS spectra of samples obtained in the FM2000 engine
regime (fuel system malfunction) and a blank aluminum foil used for reference. Mass
spectra were acquired in the range m/z 0 – 600 but only the highest intensity m/z 0 – 300
range is displayed here.
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Table 3.3 List of molecular and atomic species, with their exact mass, detected with SIMS
in positive polarity. The mass assignment accuracy is better than 20 ppm for all listed
peaks. Peaks that have been associated with the substrate are not shown.

mexact Formula mexact Formula mexact Formula mexact Formula mexact Formula

12 C+ 77.039 C6H
+
5 158.016 C13H

+
2 287.086 C23H

+
11 396.094 C32H

+
12

13.008 CH+ 78.047 C6H
+
6 163.055 C13H

+
7 289.102 C23H

+
13 398.11 C32H

+
14

14.016 CH+
2 79.055 C6H

+
7 164.063 C13H

+
8 290.11 C23H

+
14 399.117 C32H

+
15

15.023 CH+
3 80.063 C6H

+
8 165.07 C13H

+
9 296.026 C23H4O

+ 400.125 C32H
+
16

24 C+
2 81.07 C6H

+
9 166.078 C13H

+
10 298.053 C22H6N

+
2 401.133 C32H

+
17

26.016 C2H
+
2 82.066 C5H8N

+ 170.016 C14H
+
2 300.094 C24H

+
12 407.086 C33H

+
11

27.023 C2H
+
3 83.037 C4H5NO+ 174.047 C14H

+
6 301.102 C24H

+
13 409.102 C33H

+
13

28.031 C2H
+
4 85.008 C7H

+ 176.063 C14H
+
8 302.11 C24H

+
14 411.117 C33H

+
15

29.039 C2H
+
5 86.016 C7H

+
2 178.078 C14H

+
10 303.117 C24H

+
15 412.125 C33H

+
16

31.018 CH+
3O 87.023 C7H

+
3 179.086 C14H

+
11 309.033 C22H3N

+
3 413.133 C33H

+
17

36 C+
3 88.031 C7H

+
4 184.035 C12H8S

+ 311.086 C25H
+
11 420.094 C34H

+
12

37.008 C3H
+ 89.039 C7H

+
5 187.055 C15H

+
7 313.102 C25H

+
13 422.11 C34H

+
14

38.016 C3H
+
2 91.055 C7H

+
7 189.07 C15H

+
9 314.11 C25H

+
14 423.117 C34H

+
15

39.023 C3H
+
3 92.063 C7H

+
8 200.063 C16H

+
8 315.117 C25H

+
15 424.125 C34H

+
16

40.031 C3H
+
4 93.07 C7H

+
9 202.078 C16H

+
10 322.078 C26H

+
10 425.133 C34H

+
17

41.039 C3H
+
5 98.016 C8H

+
2 203.086 C16H

+
11 324.094 C26H

+
12 431.086 C35H

+
11

43.018 C2H3O+ 99.023 C8H
+
3 211.055 C17H

+
7 325.102 C26H

+
13 433.102 C35H

+
13

43.055 C3H
+
7 100.031 C8H

+
4 213.07 C17H

+
9 326.11 C26H

+
14 435.117 C35H

+
15

49.008 C4H
+ 100.987 C3HO+

4 215.086 C17H
+
11 327.117 C26H

+
15 436.125 C35H

+
16

50.016 C4H
+
2 101.039 C8H

+
5 216.094 C17H

+
12 333.07 C27H

+
9 437.133 C35H

+
17

51.023 C4H
+
3 102.047 C8H

+
6 224.063 C18H

+
8 335.086 C27H

+
11 444.094 C36H

+
12

52.031 C4H
+
4 103.055 C8H

+
7 226.078 C18H

+
10 337.102 C27H

+
13 446.11 C36H

+
14

53.039 C4H
+
5 105.07 C8H

+
9 227.086 C18H

+
11 338.11 C27H

+
14 448.125 C36H

+
16

55.018 C3H3O
+ 109.008 C9H

+ 228.094 C18H
+
12 339.117 C27H

+
15 449.133 C36H

+
17

57.034 C3H5O+ 110.019 C6H6S+ 229.102 C18H
+
13 346.078 C28H

+
10 450.141 C36H

+
18

57.07 C4H
+
9 111.023 C9H

+
3 237.07 C19H

+
9 348.094 C28H

+
12 457.102 C37H

+
13

58.066 C3H8N
+ 113.039 C9H

+
5 239.086 C19H

+
11 350.11 C28H

+
14 459.117 C37H

+
15

59.05 C3H7O
+ 115.055 C9H

+
7 240.094 C19H

+
12 351.117 C28H

+
15 461.133 C37H

+
17

60.021 C2H4O
+
2 120.974 C5H5Fe+ 248.063 C20H

+
8 352.125 C28H

+
16 468.094 C38H

+
12

61.008 C5H
+ 122.016 C10H

+
2 250.078 C20H

+
10 357.07 C29H

+
9 470.11 C38H

+
14

62.016 C5H
+
2 123.023 C10H

+
3 251.086 C20H

+
11 359.086 C29H

+
11 472.125 C38H

+
16

63.023 C5H
+
3 126.047 C10H

+
6 252.094 C20H

+
12 361.102 C29H

+
13 473.133 C38H

+
17

64.031 C5H
+
4 127.055 C10H

+
7 253.102 C20H

+
13 363.117 C29H

+
15 474.141 C38H

+
18

65.039 C5H
+
5 128.063 C10H

+
8 261.07 C21H

+
9 370.078 C30H

+
10 481.102 C39H

+
13

66.047 C5H
+
6 139.055 C11H

+
7 263.086 C21H

+
11 372.094 C30H

+
12 483.117 C39H

+
15

67.055 C5H
+
7 141.07 C11H

+
9 264.094 C21H

+
12 374.11 C30H

+
14 485.133 C39H

+
17

69.07 C5H
+
9 142.078 C11H

+
10 265.102 C21H

+
13 375.117 C30H

+
15 487.149 C39H

+
19

70.066 C4H8N
+ 146.016 C12H

+
2 44.026 C2H4O

+ 376.125 C30H
+
16 494.11 C40H

+
14

73.053 C3H7NO+ 150.047 C12H
+
6 274.078 C22H

+
10 377.133 C30H

+
17 496.125 C40H

+
16

74.016 C6H
+
2 151.055 C12H

+
7 276.094 C22H

+
12 383.086 C31H

+
11 498.141 C40H

+
18

75.023 C6H
+
3 152.063 C12H

+
8 277.102 C22H

+
13 385.102 C31H

+
13

76.031 C6H
+
4 153.07 C12H

+
9 278.11 C22H

+
14 387.117 C31H

+
15

76.987 CHO+
4 155.086 C12H

+
11 285.043 C18H7NO+

3 388.125 C31H
+
16

76



Chapter 3. Size-selective characterization of ultra-fine particles emitted by an
internal combustion engine

Table 3.4 List of molecular and atomic species, with their exact mass, detected with SIMS
in negative polarity. The mass assignment accuracy is better than 20 ppm for all listed
peaks. Peaks that have been associated with the substrate are not shown.

mexact Formula mexact Formula mexact Formula mexact Formula mexact Formula

12 C− 44.998 CHO−

2 78.959 PO3− 110.016 C9H
−

2 168 C−

14

13.008 CH− 45.993 NO−

2 79.957 SO−

3 118.941 NaSO−

4 169.008 C14H
−

15.995 O− 48 C−

4 80.965 HSO−

3 120 C10
− 170.016 C14H

−

2

17.003 OH− 49.008 C4H
− 84 C−

7 121.008 C10H
− 180 C−

15

24 C−

2 50.003 C3N
− 85.008 C7H

− 122.016 C10H
−

2 181.008 C15H
−

25.008 C2H
− 55.018 C3H3O

− 86.016 C7H
−

2 132 C−

11 182.016 C15H
−

2

26.003 CN− 56.026 C3H4O
− 94.953 PO−

4 134.016 C11H
−

2 193.008 C16H
−

31.018 CH3O
− 57.034 C3H5O

− 95.952 SO−

4 135.023 C11H
−

3 204 C−

17

31.972 S− 60 C−

5 96 C−

8 144 C−

12 205.008 C17H
−

36 C−

3 61.008 C5H
− 96.96 HSO−

4 145.008 C12H
− 206.016 C17H

−

2

37.008 C3H
− 61.988 NO−

3 97.008 C8H
− 146.016 C12H

−

2 217.008 C18H
−

38.016 C3H
−

2 62.016 C5H
−

2 98.016 C8H
−

2 156 C−

13

40.019 C2H2N
− 62.996 HNO−

3 99.023 C8H
−

3 157.008 C13H
−

41.003 C2HO− 72 C−

6 108 C−

9 158.016 C13H
−

2

42.011 C2H
−

2O 73.008 C6H
− 109.008 C9H

− 159.023 C13H
−

3

All spectra obtained in the positive polarity are dominated by hydrocarbon frag-
ments CnH+

m. Masses between m/z 128 and 300 can be mostly attributed to PAHs.
Additional minor signals correspond to NH4

+ and oxygenated species such as CH3O+

(m/z 31), C2H4O2
+ (m/z 60) and CHO4

+ (m/z 77). CH3O+ can be associated
with methyl esters or ethers. Alternatively, it can correspond to primary alcohols
or methyl-carbinols. The oxygenated positive ions, CH3O+ and C2H4O2

+ present
the highest correlation (pearson coefficeint r = 0.98) between the integrated areas
of their peaks (normalized to the total ion count, TIC), thus indicating a common
source. For instance, isopropanol, which is used as a gas dryer additive in gasoline for
fuel system protection [159], could be a common source for these two ions. Ferrocene
(Fe(C5H5)2) is believed to be present in the fuel, since its fragment (FeC5H5

+) was
detected. Ferrocene is sometimes used as a fuel additive that acts as an antiknock
agent. Hopanes and n-alkanes (C26 – C36) were also detected, they are believed to
be linked to unburnt lubricant oil [160]. The high correlation between these peaks (r
= 0.85 – 0.98) also suggests a common source. The correlation between PAHs and
hopanes is almost non-existent, therefore we can conclude that PAHs are formed
during the combustion process and are not remnants of oil/fuel.

Negative polarity SIMS spectra, as presented in Figure 3.15, are dominated by
H−, O−, and OH− fragments. Additional strong features correspond to the Cn

− and
CnH− (n = 1 – 9) series with the hydrogenated carbon cluster CnH− being more
intense compared to Cn

− when n is an even number (except in the case of n =
1). Cn

− (n = 2 – 4) fragments are considered to be a marker for elemental carbon
(EC) in aerosol mass spectrometry (AMS) data [161]. The fact that detected carbon
clusters have the same source is confirmed by the high positive correlation factors
between C2

−, C3
−, and C4

−. The correlation between C3
− and C4

− is the highest
(rmax = 0.95), while the lowest is between C2

− and C4
− (rmin = 0.74).

All samples can be easily separated by size using PCA, Figure 3.16. The first
two principal components account for 92% and 95% of the total variation within

77



Chapter 3. Size-selective characterization of ultra-fine particles emitted by an
internal combustion engine

the data obtained in the positive and negative polarity, respectively. The loadings
plots (Figure 3.17) indicate that for positive polarity, the first principal component
receives a high negative contribution from CnH+

2n−1 and CnH+
2n+1 compounds (neg-

ative PC1), while other aliphatic species show a positive contribution. PC2 can be
seen as the partitioning of aliphatic species (positive PC2) and aromatic compounds,
such as PAHs and their fragments (negative PC2 value). For the negative polarity,
PC1 is related to the partitioning between oxygenated species and the Cn

−, CnH−

family (with a positive PC1 contribution linked to a high fraction of oxygenated
species, while a negative PC1 value indicates a high amount of Cn

−, CnH−, i.e.
a high EC). PC2 is linked to oxygenated species (positive for hydrocarbon-based
compounds and negative for oxygenated species containing S, P and N).

Figure 3.16 Size discrimination of FM2000 particles based on the PCA of positive (a)
and negative (b) SIMS spectra. The blue and green arrows indicate the main trends in
various classes of compounds extracted from the loadings plots (Figure 3.17).

The PCA score plots displayed in Figure 3.16 clearly show an evolution of the
particle chemical composition with the size in the FM2000 regime. From the above
observations, we can say that aliphatic species are concentrated predominantly on
samples FM2000100−180, FM200032−56, and FM200018−32 and that aromatic com-
pounds are present in comparable amounts on the lower four stages, 10 – 100 nm
particle size (FM200056−100, FM200032−56, FM200018−32 and FM200010−18). Sam-
ples FM200056−100, FM200032−56, and FM200018−32 (18 – 100 nm size range) exhibit
the highest amount of Cn

− and CnH− ions, and therefore have a high EC content.
Sample FM2000100−180 has the highest contribution from oxygenated compounds
that contain elements other than carbon and hydrogen (e.g. PO3

−, SO3
−, SO4

−,
PO4

−, NaSO4
−), while samples FM200056−100 and FM200010−18 have the lowest

contribution from these compounds.
To summarize, negative polarity SIMS data extracted from FM2000 samples

and transformed by PCA (Figure 3.16b) can be divided into three main groups
according to the amount and nature of oxygenated species present on the samples.
Specifically, the first group encompasses the two samples which exhibit the most
oxygenated hydrocarbons, i.e. FM200056−100 and FM200010−18. The second one
gathers the two samples which bear much less oxygenated hydrocarbons compared
to the others, along with more elemental carbon, i.e. FM200032−56 and FM200018−32.
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Figure 3.17 Contribution of different species to PC1 and PC2 for size-selected particles
collected in the FM2000 engine regime. Left panel - positive SIMS polarity, right panel -
negative SIMS polarity.

Lastly, the third group contains data points of FM200010−18 sample, which bears
the most inorganic oxygenated compounds of all samples.

The clustering of samples in the multidimensional space (i.e. on data not trans-
formed by PCA) was performed with hierarchical clustering analysis (HCA, Section
2.3.2.2). The distances between the samples are represented in form of a dendo-
gram, Figure 3.18. We can see that samples FM2000100−180, FM200032−56, and
FM200018−32 form a relatively compact cluster (small distance between data-points),
thus indicating their similarity. Likewise, FM200056−100 and FM200010−18 samples
are grouped together hence forming a second cluster, well separated from the first
one. Samples in these two clusters are thus very different, primarily due to the high
contribution of CnH+

2n−1 and CnH+
2n+1 ions to FM200056−100 and FM200010−18 (as

already shown by PCA). The distance between the blank sample and the second
cluster (FM200056−100 and FM200010−18 samples) is relatively small, which can be
explained by the lower coverage of these samples.

A detailed chemical characterization of particulate matter is desirable and can
elucidate the soot formation, growth, ageing, and reactivity. However, to facilitate
the comparison of mass spectrometry results with other experimental measurements
and also support the interaction with modelers that use the data as inputs for var-
ious scale simulations, individual compounds are often grouped into classes. Com-
pounds are grouped based on their chemical family (aromatics+, CnH+

2n−1, CnH+
2n−3,

hopanes+, n-alkanes+ – species related to OC [77, 161]), as well as their connection
to the elemental carbon content (Cn

−) [162, 163]. These chemical families/groups
have been chosen as they have different sources and roles in the formation and ageing
mechanism of combustion-generated particles (e.g. PAHs are associated with the
combustion of gasoline, while hopanoid compounds are seen as markers of unburnt
lubricating oil). The contribution of a group to a mass spectrum is equal to its
normalized (to TIC) intensity. As an example, trends in the chemical composition
for the FM2000 engine regime are illustrated in Figure 3.19, where the error bars
correspond to the standard deviation associated with the signal recorded in multi-
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Figure 3.18 Separation of size-selected particulates obtained in the FM2000 (fuel system
malfunction) engine regime by the hierarchical clustering analysis based on positive polarity
SIMS spectra.

ple zones of each sample. The normalized signals obtained for the blank filter are
given for comparison. For most chemical species, relative intensities of the blank
filter are negligible. The total contribution of aromatic compounds and the C−

n

family increases toward sample FM200018−32; a similar variation was also found for
other engine regimes such as NM2000 and NH2000 which will be discussed further
on. Aliphatic families (CnH+

2n−1 and CnH+
2n−3) are the most abundant on samples

FM2000100−180, FM200032−56 and FM200018−32, when only a small contribution is
observed for the other two samples (peak intensities comparable to those of the blank
aluminum foil). Hopanes and n-alkanes are mostly present on sample FM100−180 and
since they are attributed to the lubricating oil, one can conclude that the unburnt
oil is found predominantly on bigger particles. This is slightly different compared
to the OM2000 engine regime where the oil contribution is the highest on sample
OM200056−100. This difference might be linked to the state of the oil in the combus-
tion chamber: for the FM2000 regime, the oil originates from an oil film present on
the cylinder liner while for OM2000 regime, an excess of oil was deliberately added
to the combustion chamber which is atomized by the fast moving piston and forms
a mist.

The relative abundance of the C−

n species (markers of the elemental carbon) in
the negative polarity SIMS spectra is shown in Figure 3.19. The relative proportion
of these species increases from the sample made of the largest particles (100-180 nm)
to that holding the smallest ones, reaching its maximum for sample FM200018−32

and then dropping significantly for FM200010−18. Figure 3.19 shows, once again,
that the chemical composition of emitted particles changes with their size due to a
size-dependent contribution from different sources of particle emission (e.g. fuel/oil
combustion, unburnt oil). These trends represent essential information for the de-
velopment of a precise and reliable model for the formation of particles in an internal
combustion engine [61, 103].
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Figure 3.19 Integrated peak areas of positive and negative SIMS fragment ions of interest
normalized to the total ion count (TIC) for particles produced in the FM2000 engine regime
(low air/fuel ratio). The error bars represent the standard deviation among all analyzed
zones of the same sample.

3.3.2 Evolution of the chemical composition with engine regime

In the previous section it was shown that some chemical compounds of different
provenience are preferentially found on particles featuring a distinct size range. It
is now possible to determine the contribution of major sources to the formation and
chemical composition of particulates. On that basis, samples obtained in engine
operation regimes (OM2000, FM2000, NM2000, and NH2000) with different con-
tribution from fuel and oil (main sources of combustion generated particles) were
analyzed with SIMS and then compared using PCA. Before applying PCA, chemi-
cal formulas were assigned through mass defect analysis to the majority of detected
mass peaks. An example of mass defect plot is given in Figure 3.20 for the OM2000
positive polarity mass spectrum. Homologous series of peaks line up and important
patterns are apparent even for complex mass spectra. It was possible to associate
classes of molecules to the identified species: for instance aliphatic compounds ex-
hibit a stiffer slope (due to the higher number of hydrogen atoms present in the
molecule) than that of aromatic compounds, which appear in this representation
with a lower slope (smaller number of hydrogen atoms) [30]. The sequence of low-
mass defect compounds was attributed to oxygenated peaks ions (CmHnO

+
p ), whose

mass defect decreases with the number of oxygen atoms in the molecule. A group
of high-mass defect species was also identified and associated with hopanoid com-
pounds and n-alkanes (Figure 3.20a).

The first two PCA components, PC1 and PC2 (∼98%) are presented in Figure
3.21. It is clear that particles produced in an optimized engine regime (medium and
high load) are chemically very different from the ones produced in engine regimes
associated with a malfunction and therefore can be easily separated by the value of
their principal components (Figure 3.21a). PC1 alone (∼91%) allows the separation
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Figure 3.20 (a) Mass defect plot obtained from positive polarity SIMS mass spectrum
of the OM2000100−180 sample (addition of oil, medium load, 2000RPM). Four different
chemical classes are highlighted: oxygenated species (blue), aliphatic fragment (red), aro-
matic species (green), and hopanes/n-alkanes (purple). To improve the readability, the
marker size was kept constant. (b) A zoomed in portion of the mass defect plot showing
the alignment of homologous chemical compounds. The size of the markers is proportional
to the corresponding peak integrated area. Molecular formulas of homologous species are
displayed.
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of regimes, based on the abundance of aliphatic fragments (positive contribution
to PC1, Figure 3.22). Consequently, samples produced in non-optimal regimes are
characterized by a higher relative contribution from aliphatic fragment ions com-
pared to optimized engine regimes. PC2 is linked to the aliphatic fragment ions
and aromatic species (positive PC2 value), however some aliphatic fragment ions
(C5H7

+, C5H9
+, C3H7

+, C4H7
+) contribute to the negative value of PC2. Data

points corresponding to optimal engine regimes form a smaller cluster, implying
that particles produced in non-optimal conditions exhibit a much larger variability
in their chemical composition.

Figure 3.21 Score plots of PCA performed on SIMS data (positive polarity) revealing
sample separation according to (a) engine regime and (b) main source of particles. The
blue and green arrows indicate the main trends in various classes of compounds extracted
from the loadings plots (Figure 3.22).

Figure 3.22 Loading plots of PC1 and PC2 components corresponding to the PCA analysis
displayed in Figure 3.21. (a) Separation of engine regimes. (b) Separation of main source
of particles.

The two engine regimes associated with a malfunction have been compared using
the same statistical method, which further enables the distinction between the two
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main contributors to particulate emissions from the internal combustion engine: fuel
and oil, Figure 3.21b. PC1 (∼71%), which is accountable for the separation of the
two regimes (and consequently sources), is linked to the contribution of hydrogen-
rich hydrocarbons on the one hand (negative contribution) and to fragment ions
and aromatic species on the other hand (positive contribution, Figure 3.22). This
reveals that oil-related particles feature more hydrogen-rich hydrocarbons, while an
excess of gasoline leads to the production of more aromatic species. The increase
in the contribution of fragment ions in the latter is probably linked to the increase
in the aromatic contribution, since the majority of fragments can be associated
to the fragmentation of PAHs [154]. PC2 (∼20%) is associated with the presence
of aromatic hydrocarbons, thus confirming that the presence of aromatic species
can be seen as a marker of fuel combustion. Two data-points, corresponding to
OM200032−56, show a rather high contribution from OC, and aromatic compounds
in particular, unlike other OM samples. Since these compounds are linked to the
contribution of fuel, we can infer that, for the OM2000 regime, the surface organic
fraction found on particles in this size (32 – 56 nm) is linked to the combustion of
fuel.

3.3.3 Influence of the catalytic stripper on the chemical com-
position

The previous results, gathered from the analysis of particles collected from the “raw
exhaust”, revealed the presence of a multitude of organic species, with various de-
grees of volatility. For comparison purposes with the current regulations limiting
the number of non-volatile particles, “raw exhaust” particles have been further sub-
jected to a catalytic stripper (CS), whose action was to remove the volatile fraction
of the particles. The chemical characterization of such stripped particles is impor-
tant as it also helped assess the efficiency of the CS that was implemented in the
PEMS prototype. The volatile removal efficiency of the CS should be in accordance
with European Union regulations, i.e. >99% removal of ≥ 30 nm tetracontane
(CH3–(CH2)38–CH3) particles with an inlet concentration of ≥10000 cm−3 at the
minimum dilution [164]. However, supplementary efforts are currently being made
to better understand how the CS that complies with these regulations affects other
individual organic compounds that are commonly present on the surface of com-
bustion generated particles (such as PAHs), representing important information for
modeling the non-volatile fraction leaving the CS and entering the counting stage
of the instrument. To study the influence of the CS as well as its efficiency on dif-
ferent chemical species, two sets of combustion byproducts (i.e. both particles and
gas phase) are collected and subsequently analyzed. One set was sampled with and
one without the CS. Additionally, the performance of the CS was tested in different
regimes that produce particles with a substantially different chemical composition
as previously shown. The overall efficiency of the CS with regard to engine com-
bustion byproducts was first investigated on polydisperse particles and gas phase.
The study of the latter enabled the evaluation of CS efficiency in stripping gaseous
organic compounds, representing an important measure in minimizing their poten-
tial condensation in the sampling line. The study of CS efficiency in removing the
organic fraction from size-selected particles followed. All the analyses presented in
this section were performed with the high resolution two-step laser mass spectrome-
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ter (HR-L2MS, Section 2.2.2.3). The higher mass resolution enabled the distinction
between chemical species with the same nominal mass (e.g. m(C19)=228.0000 u and
m(C18H12)=228.0939 u), and thus, since chemical species exhibit different responses
to the catalytic oxidation, the efficiency of the CS could be better evaluated.

3.3.3.1 Polydisperse particles

Polydisperse particles and their corresponding gas phase were collected using the
double-filter sampling system described in Section 2.1.1.2. For each engine regime,
the collection was performed twice: once without the catalytic stripper, and once
with it in place. Mass spectra of polydisperse particles and their associated gas phase
sampled in the NH2000 engine regime (optimal operation conditions, high load) are
presented in Figure 3.23. To test the homogeneity of the surface and also to gather
data for the subsequent statistical analysis, the measurement was performed on 4
different zones of the same sample.

Figure 3.23 Mass spectra of NH2000FF/BF and NH2000CSFF/BF samples (polydisperse
particles and gas phase collected with and without the catalytic stripper) obtained with HR-
L2MS (λd = 532 nm, λi = 266 nm). The desorption and ionization fluences were optimized
for a maximum signal of unfragmented molecules. The displayed mass spectra correspond
to an average of four spectra obtained in different zones of the same sample.

Mass spectra of all samples but NH2000CSBF contain predominantly aromatic
species and their fragments. In addition, the absolute signal intensities recorded
for aromatic species is approximately 7 times smaller on particles that have been
sampled from the catalytic stripper. This indicates that the latter was able to signif-
icantly reduce the overall content of organic compounds. Note that the decrease in
the organic content is observed for both particulate and gas phase. The mass spec-
trum of the NH2000CSBF sample contains mostly carbon clusters and resembles the
blank back filter sample. The presence of carbon clusters on back filters, regardless
of the sampling conditions (i.e. with or without the catalytic stripper), is due to the
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layer of activated carbon particles. Therefore, a mass spectrum with only carbon
clusters (C+

n ) signifies that after the catalytic treatment few if any organic species
have remained in the gas phase and subsequently adsorbed on the back filter.

Once chemical formulas have been assigned to all detected mass peaks with the
mass defect analysis (Section 2.3) the contribution of each compound, or group
of highly correlated species, can be determined with PCA. For the polydisperse
particles, the first two principal components account for ∼ 68% of the variance
and are enough to discriminate between all samples, Figure 3.24a. The fact that
all samples are well separated (forming clearly defined and tight groups) implies
that they have a distinct chemical composition. The meaning of each component
(reported in Figure 3.24a) can be inferred from their corresponding loadings plot
shown in Figure 3.25 (PC1 – blue line, PC2 – red line).

The first principal component (∼59.4%) is linked to the contribution of carbon
clusters and oxygenated species (positive PC1 value), and aromatic species with
their corresponding fragments (negative PC1 value). Since aromatic species can be
considered as good indicators of the organic carbon content in soot samples [77, 85]
while carbon clusters (C+

n ) are commonly used as markers for the elemental carbon
[102, 153, 161], the first principal component can be seen as the partitioning between
the organic and elemental carbon content. The second principal component receives
a very small contribution from carbon clusters and oxygenated species unlike that
originating from aromatic compounds which clearly dominate PC2 loadings. The
positive value of PC2 is determined by the contribution of aromatic compounds with
at least 4 aromatic rings as well as some fragments, whereas its negative value is
associated with aromatic compounds with less than 4 aromatic rings. As the former
can be considered as non-volatile species and the latter as volatile and semi-volatile
compounds [85, 152], PC2 (∼8.8%) can be linked to the volatility of the surface
organic layer.

The first principal component is able, on its own, to separate all the samples,
even though it accounts for only 59.4% of the variance. Figure 3.24 shows that the
contribution from organic compounds to the gas phase (back filter) is smaller than
to the particulate phase sampled in the same regime (front filter). Moreover, the
contribution from organic species to both gas and particulate phases significantly
decreases when filters are collected after the CS, as indicated by the PC1 values they
show compared to their unstriped counterparts. We can, therefore, conclude that the
catalytic stripper is successful in removing the organic fraction from both particulate
and gas phases. However, as the sign of PC1 changes for the back filter (gas phase)
obtained with the catalytic stripper, the contribution of carbon clusters is much more
important for this sample. It is worth noting that this sample is situated very close
to the blank filter (black carbon on quartz fiber filter) on the PC1 axis. Carbon
clusters, C+

n , detected on both these samples are linked to the elemental carbon
content (EC) which for back filters is determined by the layer of activated carbon and
is not linked to the gas phase. Therefore, the catalytic stripper was able to remove
the majority of organic species from the gas phase, to the extent that no significant
amount of organic species is left to be absorbed by the back filter during sampling.
On the PC2 axis, the samples can still be separated based on the volatility of the
detected species. As a reminder, the particulate phase is characterized by a high
contribution of non-volatile compounds while the gas phase is mostly dominated by
volatile species [85, 152]. At the same time, the contribution of non-volatile species
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Figure 3.24 (a) Score plot of the first two principal components for polydisperse soot (pp)
and gas phase (gp) samples (NH2000FF/BF and NH2000CSFF/BF ). Ellipses highlight
different sampling regimes (with and without the CS) and are for visual purposes only.
The meaning of each principal component, derived from its loadings plot (Figure 3.25),
is illustrated with arrows. (b) Hierarchical clustering analysis performed on the results of
PCA (first five components, HCPC). The obtained clusters are displayed on the score plot
of the first two principal components. The same color code as in (a) is used here.

decreases after the catalytic treatment, implying that the catalytic stripper has a
higher removal efficiency for the high-mass compounds. The high PC2 value of the
control sample is determined mostly by some low-mass hydrocarbon fragments that
were detected primarily on the blank filter and, therefore, are not connected to the
gas phase.

The majority of the variance within the data set is explained by only a few prin-
cipal components (compared to hundreds of initial variables), in this case the first 5
principal components explain 90% of the variance. Even though the dimensionality
of the data is much smaller after the PCA, it can still be challenging to visualise
different clusters in the multidimensional space. In this context, HCPC was used
to evidence the clusters that form in the component space formed with the first 5
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Figure 3.25 Loadings plots for the first two principal components obtained from the mass
spectra of polydisperse particles and gas phase sampled with and without the catalytic strip-
per (NH2000FF/BF and NH2000CSFF/BF ): PC1 - upper panel, PC2 - lower panel.

principal components, Figure 3.24b. On the dendogram, Figure 3.24b, two main
clusters are defined: i) two front filters along with the back filter sampled without
the CS, and ii) the back filter sampled with the CS and the blank sample. This
implies that the gas phase (back filter) sampled with the catalytic stripper exhibits
chemical composition akin to that of black carbon and therefore proves, once again,
that the catalytic stripper removed the majority of organic compounds from the gas
phase.

A one-way clustering analysis is very useful to identify similar samples, but is
unable to explain the clustering criterion. The explanation should be drawn from the
results of other statistical methods, such as PCA. Another way of visualization of the
strong correlations within the data set is a two-way hierarchical clustering heat-map,
Figure 3.26. It is obtained by combining hierarchical clustering analyses performed
on both samples and detected species, that group the most similar samples and
species, with the numerical value for inter-sample correlation, Section 2.3.2.2. On the
heatmap obtained for the NH2000FF and NH2000CSFF , HCA groups the samples
into two major clusters (C+

1−3 and C+
4 ) – structure that is similar to the one obtained

by the HCPC. At the same time, the mass peaks are separated into the following
groups: carbon clusters, fragments, volatile, semi-volatile, and non-volatile species.
Having the clustering applied to both species and samples allows us to easily identify
the main contributors to a certain sample/group of samples. For instance, the
control sample and the back filter obtained with the catalytic stripper receive a high
contribution from carbon clusters while not being affected by non-volatile species,
Figure 3.26. The chemical composition of these samples is very similar, making this
technique unable to reliably distinguish between them. This means that very few
compounds have been adsorbed from the gas phase, probably, due to their removal
by the catalytic stripper. Front filters are characterized by a high correlation with
semi- and non-volatile species while the back filter collected without the catalytic
stripper is more correlated with volatile species. The correlation between carbon
clusters (Cn, marker of EC) detected on front filters increases significantly once the
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particles pass through the stripper. It should be noted that the color of each tile
is linked to the correlation between species, therefore it cannot be directly used to
compare the contribution of a species to several samples.

Figure 3.26 Two-way hierarchical clustering heat-map for ions of NH2000FF and
NH2000CSFF samples. The correlation between masses in individual samples is expressed
as relative value and represented by the cell color. Several zones on the heatmap that deter-
mine the separation between samples are highlighted. For instance, the separation between
cluster 4 (magenta) and the rest of the samples (cluster 1 (red), 2 (blue), and 3 (green))
is primarily determined by the different contribution of OC-related (e.g. aromatic species)
and EC-related (C+

n ) species.

When comparing only two samples, known to be different, it is useful to deter-
mine what chemical species contribute to this diversity, i.e. species that exhibit a
“differential expression” on the compared samples. This can be done with a volcano
plot – a way of displaying the fold change (a measure describing how much the rela-
tive signal changes between samples) of detected species along with their statistical
significance (likelihood that the relationship is not a result of a pure chance), Sec-
tion 2.3.2.3. The differences between the chemical composition of the particulate and
gas phases can be clearly seen when the front (particulate phase) and the back (gas
phase) filters sampled without the catalytic stripper are compared, Figure 3.27a.
The front filter receives a high contribution from higher-mass aromatic species, with
at least 4 aromatic rings. As previously mentioned, these species are usually con-
sidered to be non-volatile and are typically only present on the particulate phase
[85, 152]. It should be noted that all the peaks corresponding to carbon clusters
(C+

n ) have been excluded from this analysis since, in this case, they have a different
source. Carbon clusters detected on back filters are coming from the layer of black
carbon and not from the gas phase, therefore their consideration can skew the result
of the analysis. However, this is only true for this particular case (for the com-
parison between front and back filters – particulate and gas phase), for instance,
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when comparing only front filters, carbon clusters provide important information
about the elemental carbon content of the collected particles (Figure 3.27b) and
the impact of the catalytic stripper on the particulate phase can be identified. One
can see that once the particles pass through the catalytic stripper, the contribution
of aromatic compounds drastically decreases. Particles that are sampled with the
catalytic stripper are characterized by a high elemental carbon content (high contri-
bution from carbon clusters) implying, once again, that the organic carbon content
decreased. Moreover, these particles feature a high contribution from oxygen- and
nitrogen-bearing species which can be linked to the oxidation processes occuring in
the stripper. A similar trend is also observed for the two samples corresponding to
the gas phase (NH2000BF and NH2000CSBF ), Figure 3.27c. The sample obtained
without the CS presents a high content of aromatic compounds (mostly low-mass,
up to 4 aromatic rings), while the one sampled after the stripper is characterized
only by carbon clusters. The fact that no organic species contribute in a significant
way to the NH2000CSBF sample implies that the catalytic stripper removed the ma-
jority of these species from the gas phase and therefore only an insignificant amount
of organics was adsorbed onto the activated carbon layer. It is worth noting that the
aforementioned conclusions were obtained with a combination of several statistical
techniques that not only provide complementary information but also enables cross
validation of all findings. Moreover, using different statistical techniques (PCA,
HCPC) enables us to uncover general trends in large data sets as well as subtle
variations between only a couple of samples (smaller data sets, volcano plots).

The chemical composition of emitted particles strongly depends on combustion
conditions (i.e. engine operation regime) which is determined by a plethora of dif-
ferent parameters, for instance engine speed and applied load. The variation in the
chemical composition of particles generated in different engine regimes can be an
issue for measurement techniques required to remain reliable and precise in a wide
range of engine operation conditions (e.g. under real driving conditions). The relia-
bility of a particle measuring instrument can be improved by removing the majority
of organic compounds from the exhaust, including the ones responsible for the vari-
ation in the chemical composition, with a catalytic stripper. To assess whether the
catalytic stripper is able to remove the organic fraction to the extent that the vari-
ations between the chemical composition of particles produced in different engine
regimes is much smaller and would not cause any measurement artifacts, the partic-
ulate and gas phase sampled with and without the catalytic stripper in two different
engine regimes (NH1200 and NH2000, Table 2.3) were compared using principal
component analysis. The first two principal components account for ∼72% of the
variance and are able to separate well the samples. The meaning of the components
is once again determined from their loadings, Figure 3.28. The positive value of the
first principal component (∼63.9%) can be associated primarily with the contribu-
tion of carbon clusters (Cn) – marker species for the elemental carbon content (EC).
Its negative value is linked to the contribution of organic species (aromatic com-
pounds). Therefore, the first principal component can be seen as the partitioning
between EC and OC content. The second principal component (∼8.2%) is influ-
enced by non-volatile aromatic species (compounds with at least 4 aromatic rings)
with the mass smaller than m/z = 363 (positive PC2 value). The negative value of
PC2 is associated with volatile, semi-volatile species, and some high mass aromatic
compounds (m/z > 363). On the score plot, Figure 3.29, three major regions can
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Figure 3.27 Volcano plots showing the “differential expression” of detected chemical species
on different samples. Coloured markers are associated with compounds that have, at the
same time, a high statistical significance and fold change, while grey points correspond to
chemical species that have either a low statistical significance or fold change, and thus do not
contribute to the separation between two spectra. (a) Comparison between the particulate
and gas phase sampled without the catalytic stripper (NH2000FF and NH2000BF ), (b)
Comparison between the chemical composition of the particulate phase sampled with and
without the catalytic stripper (NH2000FF and NH2000CSFF ), (c) Influence of the catalytic
stripper on the chemical composition of the gas phase (NH2000BF and NH2000CSBF ).

be seen: i) particulate phase sampled without the catalytic stripper, ii) particulate
phase sampled after the catalytic stripper along with the gas phase sampled with-
out the stripper, and iii) the gas phase collected after the catalytic stripper. It’s
worth noting that even though the particulate phases sampled without the stripper
are located fairly close to each other and can be grouped together, their chemical
composition is still different. The PC1 score for the front filter (particulate phase)
of the NH1200FF sample is lower, thus indicating a higher contribution from organic
compounds. However, after the catalytic treatment, particles emitted in different
engine regimes (NH1200 and NH2000) appear to have a more comparable chemical
composition, depicted by their almost identical PC1 score. The gas phase contains
a much smaller initial amount of organic species (PC1 value is close to zero) which
are almost completely removed by the stripper (the PC1 changes its sign). It is
worth noting that the sign of the PC2 value for the particulate phase changes after
the catalytic treatment, thus indicating the removal of the vast majority of the high
mass organic species. The fact that the PC2 value for the gas phase samples is close
to zero indicates that these samples are not influenced in a significant way by the
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explained factor (PC2) and therefore cannot be separated with it.

Figure 3.28 Loadings plots for the first two principal components obtained from the
mass spectra of polydisperse particles and gas phase samples collected with and without the
catalytic stripper in two different engine regimes (NH1200 and NH2000, Table 2.3): PC1
– upper panel, PC2 – lower panel.

Figure 3.29 Score plot of the first two principal components for the polydisperse soot
particles and gas phase samples obtained with and without the catalytic stripper in two
different engine regimes (NH1200 and NH2000, Table 2.3). The arrow indicate the meaning
of the principal component derived from the corresponding loadings plot (Figure 3.28a).

A volcano plot was used to compare the particulate phase collected in different
engine regimes with and without the catalytic stripper. This allows the identification
of species that discriminate the samples and then determine whether the dissimi-
larity is statistically significant or not. Figure 3.30 shows the comparison between
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the particulate phase (front filters) obtained in different engine regimes and sampled
with and without the catalytic stripper. When comparing untreated particles, Fig-
ure 3.30a, we can see that while both samples contain a large amount of aromatic
compounds, the one obtained at a lower speed (NH1200FF ) contains more high-
mass species. These particles have a significantly different chemical composition,
demonstrated by the 55 compounds that contribute, in a statistically significant
way, to the separation between the two samples. On the other hand, particles that
have passed through the catalytic stripper appear to be very similar, Figure 3.30b.
Only a few species contribute to the separation between the particulate phase gen-
erated in two different engine regimes and that passed through CS (NH1200CSFF

and NH2000CSFF ). However, the majority of these species are carbon clusters (Cn)
– markers of the elemental carbon content, meaning that the organic fraction of
the catalytically treated particles is very similar. Even though data points with a
small fold change or statistical significance (shown in grey) cannot be used for data
interpretation, the change in the shape of their overall distribution can be also of
use. For the particles collected after the catalytic stripper, the majority of data
points have, at the same time, a very small statistical significance (linked to the
p-value) and a small fold change. This implies that the similarity in the chemical
composition is due to the removal of the majority of compounds.

Figure 3.30 Volcano plots showing the “differential expression” of chemical species be-
tween: (a) the particulate phase (front filters) collected in different engine regimes with-
out the catalytic stripper (NH2000FF and NH1200FF ), (b) the particulate phase collected
in different engine regimes with the catalytic stripper (NH2000CSFF and NH1200CSFF ).
Coloured markers are associated with compounds that have, at the same time, a high sta-
tistical significance and fold change, while grey points correspond to chemical species that
have either a low statistical significance or fold change, and thus do not contribute to the
separation between two spectra.

3.3.3.2 Size-selected particles

Chemical characterization of polydisperse particles can shed light on the composition
of engine emissions and the overall efficiency of the catalytic stripper in removing
the organic fraction. However, since the size distribution of emitted particles can
be rather broad, the chemical composition determined for the particles sampled on
quartz fiber filters (polydisperse particles) can be only seen as a weighted average
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composition of size selected particles. Considering that the size distribution of par-
ticles for all studied engine regimes has a maximum at 70–80 nm, the contribution
of the smallest nanopaticles is relatively small (mainly because of their low mass).
For that reason, the size dependent chemical composition should be studied. The
information about the size dependency of the particle chemical composition can
not only help better understand the fuel combustion process in the engine but also
deepen our understanding of the effects of the CS on the ICE particles (size- and
composition-wise). With that in mind, size-selected particles produced in the same
engine conditions as studied in the previous section and sampled with and without
the catalytic stripper were chemically characterized and compared. Since the parti-
cles were separated into 13 distinct size-bins by the NanoMOUDI cascade impactor,
the sampling time required to obtain an adequate coverage of the substrate was
significantly longer compared to the time used to collect polydisperse particles, see
Section 2.1.1.3.

Particles produced in the NH2000 engine regime and sampled with and without
the catalytic stripper were collected in sufficient quantities for chemical charac-
terization on the last 7 stages of the NanoMOUDI. These stages covered a quite
extended size-range: from 10 nm up to 560 nm (samples referred to as NH200010−18

– NH2000320−560). It’s worth noting that the filter installed at the exit of the last
impaction stage of NanoMOUDI (aerodynamic particle diameter < 10nm) was also
tested, however, its mass spectrum was nearly identical to that of a blank filter
and therefore it will not be considered in the following analysis. Mass spectra of
size-selected particles obtained with HR-L2MS (λd = 532nm and λi = 266nm) are
presented in Figure 3.31. One can see that mass spectra of particles collected with-
out the catalytic stripper (all sizes) show a high contribution from heavy-mass PAHs
(also hopanoid compounds). The majority of these species, however, are successfully
removed by the stripper – illustrated by the significant decrease in the absolute sig-
nal intensity. At the same time the contribution of carbon clusters (Cn) increases,
indirectly indicating the reduction in the organic carbon content. In contrast to
Back Filters that were described in the previous section, carbon clusters detected
on samples with size selected particles can be entirely associated with the collected
material as no black carbon layer was applied to the substrates (in this case, Al
foils) prior to sampling. Size wise, the relative contribution of low-mass PAHs and
their fragments increases toward smaller particles.

PCA was applied to, once again, reduce the dimensionality of the data set and
uncover hidden trends. The first two principal components account for ∼60% of
the variance in the data set and are able to discriminate between different samples
(with particles of different size and collected with or without the catalytic stripper),
Figure 3.32. The meaning of each component was derived using the contribution it
receives from each detected species, Figure 3.33.

The first principal component separates samples based on the contribution of
aromatic species (marker of the organic carbon) – positive PC1 values and carbon
clusters (markers of the elemental carbon) – negative PC1 scores. This component
enables the separation of particles collected with and without the catalytic stripper
(NH2000 and NH2000CS). Since the NH2000 samples have mainly positive PC1
scores, while the NH2000CS ones exhibit mainly negative scores, we can conclude
that a significant amount of the organic fraction present on the particles was success-
fully removed by the catalytic stripper. Moreover, the smallest analyzed particles
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Figure 3.31 Mass spectra of size-selected particles produced in the NH2000 engine regime
and sampled with (red line – NH2000CS) and without (blue line – NH2000) the catalytic
stripper. The labels indicate the NanoMOUDI size-bin that was used to collect the size-
selected particles. All displayed spectra have been obtained by averaging the signal recorded
in 4 different zones of each sample.

Figure 3.32 (a) Score plot of the first two principal components obtained from mass
spectra of size-selected particles collected with and without catalytic stripper (NH2000 and
NH2000CS, Table 2.3). The arrows show the meaning of the principal components derived
from their loadings. (b) HCPC performed on the first five principal components (explain-
ing more than 82% of the variance). The biggest clusters correspond to: small particles
collected with the catalytic stripper (NH2000CS10−18 and NH2000CS18−32) – black mark-
ers, small particles collected without the catalytic stripper (NH200010−18, NH200018−32,
and NH200032−56) – green markers, and bigger particles collected in both regimes – red
markers.

(NH200010−18 and NH200018−32) seem to be the most affected by this treatment.
This might be associated with the high relative content of organic species that are
nearly completely removed, thus leading to a significant change in the PC1 score.
Once the organic fraction is removed, the signal related to the elemental carbon
(EC) becomes more important (Cn ions) – decreasing PC1 score. This conclusion is
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Figure 3.33 Loadings plots of the first two principal components obtained from the mass
spectra of size-selected particles collected with and without the catalytic stripper (NH2000
and NH2000CS).

supported by volatile mass fraction measurements conducted by a group from Uni-
versity of Cambridge (A. Boies) in parallel with size-selective sampling. The volatile
mass fraction was determined with a combination of an Aerodynamic Aerosol Clas-
sifier (AAC, Cambustion Ltd.), a Differential Mobility Analyser (3080 DMA, TSI
Inc.), and a Centrifugal Particle Mass Analyser (CPMA, Cambustion Ltd.), Fig-
ure 3.34. Online measurements showed that the volatile mass fraction increases for
smaller particles which would make them more susceptible to a catalytic treatment,
Figure 3.35.

The contribution of PAHs (i.e. stabilomers [165]) can be derived from the second
principal component (negative PC2 score). Bigger particles (100 – 560 nm) receive
a higher contribution from PAHs which disappears once they pass through the cat-
alytic stripper (PC2 score changes from being negative to positive or almost zero).
It is worth noting that the spread between data points across the second dimension
(PC2) is much smaller for particles collected with the catalytic stripper (NH2000CS)
indicating that, when it comes to the organic fraction, the chemical composition of
stripped size-selected particles is not very different.

HCPC was performed on the first five principal components, accounting for more
than 82% of the variance within the data set, Figure 3.32b. For the analyzed samples,
we can distinguish three separate clusters: small particles collected with the catalytic
stripper (NH2000CS10−18 and NH2000CS18−32) – black markers, small particles col-
lected without the catalytic stripper (NH200010−18, NH200018−32, and NH200032−56)
– green markers, and bigger particles collected in both regimes – red markers. This
shows, once again, that the catalytic stripper has a very high impact on the smallest
particles, thus suggesting that they contain a higher surface organic fraction.

The compounds that are efficiently removed from the smallest particles by the
stripper can be identified with a volcano plot, Figure 3.36. We can see that the
catalytic stripper removes, as expected, the organic fraction from these particles.
This leads to a relative increase in the signal from carbon clusters. It is worth
noting that, for this particular size-bin, the stripper effectively removes PAHs from
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Figure 3.34 Schematic representation of the experimental setup used for simultaneous
online volatile mass fraction measurements and particle sampling. The on-line particle
characterization was performed with a series of Aerodynamic Aerosol Classifier (AAC),
differential mobility analyser (DMA), optional catalytic stripper (CS) and subsequent cen-
trifugal particle mass analyser (CPMA) followed by a condensation particle counter (CPC).

Figure 3.35 Variation of the volatile mass fraction with the particle size obtained from
online aerodynamic-mass-mobility measurements (A. Boies, University of Cambridge).

the entire mass-range. After the treatment (NH200010−18 sample), particles show a
negligible contribution from organic species and the only detected peaks correspond
to carbon clusters (data points with a negative fold change in Figure 3.36).

As already discussed in the previous section, chemical composition of emitted
particles strongly depends on the engine regime and can significantly affect the ac-
curacy of particle measurement systems. This also gives an opportunity to test
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Figure 3.36 (a) Score plot of the first two principal components obtained from mass
spectra of size-selected particles collected with and without catalytic stripper (NH2000
and NH2000CS) with datapoints corresponding to the smallest particles (10 – 18 nm)
highlighted. (b) Volcano plot for the smallest analyzed particles (NH200010−18 and
NH2000CS10−18) showing the “differentially expressed” species that result in the separation
by PCA of the two samples, Figure 3.32. Coloured markers are associated with compounds
that have, at the same time, a high statistical significance and fold change, while grey points
correspond to chemical species that have either a low statistical significance or fold change,
and thus do not contribute to the separation between two spectra.

whether the catalytic stripper maintains its high efficiency, observed with NH2000
particles, in other regimes (generating significantly more organic compounds). Size-
selected particles obtained in the NH2000 and NH1200 engine regime were chosen to
study the influence of the stripper on particles of the same size but different chem-
ical composition. Polydisperse particles produced in the same engine regimes were
analyzed in the previous section where it was determined that the exhaust produced
in the NH1200 regime has an overall higher organic content, Section 3.3.3.1. Size-
selected samples obtained in the NH1200 regime were analyzed using HR-L2MS
(λd = 532nm, λi = 266nm) and then compared with particles produced in the
NH2000 regime. As expected, mass spectra of all unstripped particles, Figure 3.37,
are dominated by aromatic compounds, present in the higher amount for the low
speed engine regime compared to the high speed one (i.e. OCNH1200 > OCNH2000),
for all size bins. The same trend is observed after passing in the CS (i.e. OCNH1200CS

> OCNH2000CS), although the OC content is much reduced for both engine regimes.

First of all, the differences between the chemical composition of size-selected
particles produced in the NH1200 and NH2000 engine regimes must be identified
(size-selected particles collected without catalytic stripper). This will later allow
the interpretation of the results for NH1200CS samples. PCA was used to compare
two sets of samples (NH1200 and NH1200CS). The first two principal components,
accounting for 61% of the variation in the data set, are located before the “elbow”
on the eigenvalue plot (Section 2.3.2.1) and are therefore used to explain the differ-
ences in the chemical composition. A positive PC1 value can be linked to a high
contribution from PAHs while a negative score is indicative of fragment or Cn pres-
ence. The samples can be separated based on the contribution they receive from
marker species of OC and EC with the help of the second principal component. For
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Figure 3.37 Mass spectra of size-selected particles produced in the NH1200 engine regime
and sampled with (red line – NH1200CS) and without (blue line – NH1200) the catalytic
stripper.

instance, samples with a high signal related to EC have a negative PC2 score, while
the ones with a high amount of organic species (i.e. OC) exhibit a positive PC2
value.

On the score plot, Figure 3.38a, it can be seen that data points corresponding
to different engine regimes are well separated by the first principal component. It
is then possible to distinguish between these two engine regimes based only on
the contribution from PAHs, fragments, and carbon clusters. On that account,
the NH1200 engine regime feature a much higher contribution from PAHs, with
particles from all size-bins having a negative PC1 score, with the sole exception
being NH120010−18. In contrast, particles emitted in the NH2000 engine regime
seem to have a high signal coming from fragments and carbon clusters. It is worth
recalling that PCA is emphasizing the differences and similarities between samples
and, therefore, the interpretation of the data should be only done by comparing
several samples. As a result, the fact that NH2000 samples show a positive PC1
score cannot be seen as an indicator of the missing organic fraction and only that
the relative contribution of peaks attributed to organic species is smaller compared
to NH1200 samples. The second principal component shows that in the NH1200
regime, the smallest particles have the highest OC/EC ratio, higher than on the
corresponding NH2000 sample. Putting the two components together, we can see
that bigger particles (56 – 560 nm) produced in the NH2000 regime have the highest
contribution from carbon clusters, i.e. high relative EC content. In addition, small
particles from the NH2000 regime (10 – 100 nm) are influenced the most by organic
species. It is worth noting that particles in the size range of 100 – 320 nm have a
similar PC2 score, implying that they are the least affected by the change in the
engine regime (NH1200 and NH2000 regimes).

After the differences between the chemical composition of particles produced in
different engine regimes have been identified, the effect of the catalytic stripper onto
these particles can be studied. PCA was applied to mass spectra of NH1200CS and
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Figure 3.38 Score plot of the first two principal components obtained from the mass spectra
of size-selected particles collected in the NH1200 and NH2000 engine regimes without (a)
and with (b) catalytic stripper. The arrows indicate the meaning of principal components
obtained from their corresponding loadings.

NH2000CS samples. The first two principal components explain 69% of the observed
variance and are able to distinguish between particles generated in different engine
regimes, even after they passed through the catalytic stripper. The loadings plot for
PC1 and PC2 is presented in the Figure 3.39 and is used to determine the physical
meaning of the separation between samples.

Figure 3.39 Loadings plots of the first two principal components obtained from mass
spectra of size-selected particles collected in the NH1200 and NH2000 regimes with the
catalytic stripper.

The samples can be grouped based on their OC/EC ratio inferred from the
first principal component (61%). Accordingly, the samples produced in the NH1200
regime and that passed through a catalytic stripper have a higher OC content com-
pared to the NH2000CS samples, Figure 3.38b. This is likely caused by the larger
initial organic fraction present on the particles. The amount of PAHs (positive
PC2 score), oxygenated species, and hopanoid compounds (negative PC2 score)
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can be inferred from the second principal component. Bigger NH1200CS parti-
cles (100 – 560 nm) are characterized by an increased contribution from hopanoid
compounds, which seem to be removed from smaller particles by the catalytic strip-
per. NH2000CS samples do not seem to have a high hopanoid content, the neg-
ative PC2 score observed for three size-bins (NH2000CS320−560, NH2000CS18−32,
NH2000CS10−18) are determined by oxygenated species. The NH2000CS cluster
in located very close to the PC2 axis, suggesting, once again, that these particles
contain a very small amount of organic fraction.

3.3.4 Conclusion

In this chapter the exhaust of a single-cylinder engine operated in various regimes
was characterized, providing extensive information relative to the structure, mor-
phology and chemical composition of the emitted particulate matter. Detailed
molecular-level characterization of particulate matter in conjunction with statis-
tical procedures demonstrated that the chemical composition depends on particle
size. Moreover, the identification of chemical markers allowed the definitive dis-
crimination of particles generated from different sources, as well as engine regimes,
even for samples where all particle sizes were collected simultaneously (i.e. polydis-
perse particles). For size-selected particles (collected with the NanoMoudi), particle
characterization allowed for a detailed description of the size-dependent chemical
composition, including attribution of particle sources and a direct link to fuel and
lubricant raw composition or combustion products. Moreover, it was possible to
discriminate particles of different sizes and collected in various regimes from their
specific chemical composition. Atomic force and electronic microscopy (SEM and
TEM) were employed to monitor the morphology of collected soot particles while
TERS was used for the first time to probe the nanostructure of sub-10 nm soot par-
ticles. It was shown that ultra fine particles that are produced in the same engine
regime and sampled in the same size-bin can be still very different.

The impact of the catalytic stripper on the chemical composition of size-selected,
polydisperse particles and the corresponding gas phase was also studied. It was
shown that the CS is able to remove the majority of particle-bound organic species
as well as most of organic compounds present in the gas phase. Polydisperse parti-
cles generated in different engine regimes and having significantly different chemical
composition become similar after going through the stripper.

When polydisperse particles are studied, a weighted average composition of par-
ticles in different size ranges is obtained. Individual weights are related to the initial
particle size distribution which can significantly change depending on the engine op-
eration regime. Further, the size dependent chemical composition, makes the direct
comparison between polydisperse particles sampled in different engine regimes more
difficult. This illustrates how important it is to sample and characterize size-selected
particulate matter, especially since the chemical composition of smaller particles
(with a relative low particle mass) cannot be otherwise inferred. It was discovered
that small particles (< 32 nm) are more affected by the catalytic stripper, implying
that they hold a larger surface volatile fraction. This conclusion is also supported by
online aerodynamic-mass-mobility measurements indicating that the volatile mass
fraction decreases for larger particles. A multitude of chemical species (e.g. PAHs)
are present in the surface organic layer, therefore, a higher volatile fraction could
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be potentially linked to a higher overall toxicity. Consequently, ultra-fine particles
matter generated by gasoline engines can possibly present a double risk – due to
their small size they penetrate deeper in the respiratory system while also carrying
a larger amount of potentially toxic compounds. This illustrates the importance of
characterizing size-selected particles. Such measurements enable the study of differ-
ent particle sources, and their physico-chemical evolution throughout the exhaust
system – including interaction with the catalytic stripper, and thus allow to inter-
pret the measured PN at the exhaust out using the new measurement system under
real road conditions.
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Chapter 4

A novel laser-based method to

measure the adsorption energy on

carbonaceous surfaces

4.1 Introduction

Carbon is the second most abundant element in the biosphere and carbonaceous
materials are used in a wide range of applications including aerospace and defense,
automotive, energy, construction, electronics, and sports. The extensive use of
carbon-based materials in their multiple forms (e.g. carbon fibers, carbon nan-
otubes, graphene) is determined by their superior properties including excellent
stiffness, high tensile strength, low thermal expansion, and good temperature toler-
ance [166, 167]. Carbon-based materials can also be turned into metal-free catalysts
and serve as a promising alternative to transform sustainable biomass into renewable
energy systems [168].

Due to their excellent adsorption capacities, carbonaceous materials are widely
employed as filtration media. Carbon nanotubes (CNT) show great potential at
revolutionizing water and gas treatment technologies [169] as they provide much
higher surface areas, adsorption capacities, and faster kinetics than activated car-
bon – the currently prevailing filtration agent. The utility of the adsorptive fixation
of organics in the gas and liquid phases for treating wastewaters and emission gasses
is already showcased for a number of harmful compounds [72–75]. Another consid-
erable advantage of carbon nanostructures is that their properties can be tailored
to target certain chemical species (e.g. toxins, heavy metal ions) [72, 170, 171].

For carbonaceous materials, the downside of exhibiting high adsorptive capacities
is the potential to act as surface carriers for a variety of chemical compounds. This
can lead to a long-range transport of toxic species adsorbed on the surface of these
materials. This effect is commonly observed with combustion generated aerosols
(soot), which consist of a carbonaceous matrix often coated with a plethora of or-
ganic species [21, 78, 153], many of them exhibiting a proven carcinogenic potential
[11–13]. This considerably increases the impact of combustion generated particles on
human health, especially since their inhalation can result in health problems beyond
the lungs [14]. In fact, the presence of combustion derived nanoparticles has been
detected in the frontal cortex of autopsy brain samples [15], urine of healthy children
[16], and even in the fetal side of the placenta [17]. If transported to the fetus, these
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particles – as surface carriers for potentially toxic species – could significantly affect
fetal health and development [17].

In this context, the benefit of identifying the adsorption mechanism on carbona-
ceous surfaces and its associated adsorption energy is threefold. It can provide
necessary information to better understand, and potentially minimize, the health
impact of carbonaceous aerosols. It can help design better carbon-based materials
for industrial use. And finally, it can offer some insights into the complex and still
only partially understood soot formation mechanism since adsorption energies de-
fine whether the surface species (adsorbates) are chemisorbed or physisorbed, and
therefore if the surface molecular compounds result from surface chemistry (rem-
nants of the soot formation) or physical condensation [76]. Adsorption performances
are governed by physical and chemical parameters that greatly vary across adsor-
bate/adsorbent systems. Thus, a systematic study needs to be undertaken in order
to determine i) to what extent the adsorption energy depends on the nature and the
size of the adsorbate, and ii) the type of interactions established between adsorbate
and adsorbent. Depending upon the nature of the adsorbate (gas or liquid) and
adsorbent (e.g. polycrystalline film, single-crystal, oxides, or nanoparticle surfaces,
powders suspended in a liquid or loose powders) [172], various microcalorimetry
techniques, such as single-crystal adsorption calorimetry (SCAC), isothermal titra-
tion calorimetry (ITC), and differential scanning calorimetry (DSC) [173, 174], or
temperature-programmed desorption (TPD) [175, 176] are commonly used to either
measure directly the heat of adsorption (microcalorimetry) [177–179], or evaluate
the activation energy of desorption (TPD). Despite their advantages, the applica-
tion of these conventional techniques to systems exhibiting meso or macro scale
(micrometer- or sub-millimeter sized) inhomogeneities or field-collected samples ex-
hibiting small quantities of matter and complex compositions (i.e. with a multitude
of co-adsorbed species) becomes at best arduous and at worst impossible.

In this chapter, a novel method of determining the adsorption energy of chemical
species is presented. The proposed method relies on laser-induced thermal desorp-
tion (LITD). One of the unique characteristics of the method is its ability to be
applied to systems exhibiting sub-millimeter range heterogeneities. Specifically, it
can be utilized to recover the mean adsorption energy of analytes present in distinct
areas of a sample with a lateral resolution defined by the diameter of the utilized laser
spot. The method requires no sample preparation prior to analysis (e.g. extraction
of material) and necessitates only micrograms of materials to operate. Therefore, it
can be directly applied to field-collected and natural samples, for which collecting
as much as micrograms of material can be challenging (e.g. sampling of aircraft
engine [77] or on-road vehicle internal combustion engine emissions [153]). This is
especially important when the focus is on size-select particles [102, 103] as small
as 10 nm with an average particle mass of only several attograms. The method
also enables the simultaneous study of one or several analytes co-adsorbed on the
same surface, which is particularly adapted to real-world complex mixtures. These
characteristics, in conjunction with the very low limit of detection (sub-femtomole),
make this method a valuable solution when more conventional techniques cannot be
utilized.

The chapter is divided into several sections. First, an overview of previous works
is presented, describing earlier studies that first linked the desorption behaviour
with the analyte-surface interaction. Several experimental considerations are then

104



Chapter 4. A novel laser-based method to measure the adsorption energy on
carbonaceous surfaces

provided, detailing different approaches used here to gather experimental data. The
following section is dedicated to the development of the theoretical part of the
method, where two different models describing the laser-induced thermal desorp-
tion of chemical species from a surface are derived, along with the mathematical
apparatus needed to fit the models to experimental data. Finally, the results of
the analysis performed with the developed method on a variety of samples are pre-
sented. The method was applied to several samples containing either a single or
several co-adsorbed species (both organic and inorganic compounds were tested).
Moreover, the performance of the proposed technique was evaluated for a number
of carbonaceous surfaces (porous and non-porous) featuring a variable number of
surface defects. The potential application of the method to the analysis of complex,
field-collected samples is also discussed.

4.2 Previous works

Laser-induced desorption, phenomenon the described method is based on, is largely
used in the field of interface preparation and in the study of processes occurring at
the surface level. The effectiveness of this technique was demonstrated for clean-
ing and annealing surfaces [180, 181], analyzing adsorbed compounds [182, 183],
and desorbing large organic molecules [78, 98, 153, 184]. This technique was previ-
ously used to study surface diffusion [185], probe surface reactions [186], and even
attempted to investigate adsorption/desorption kinetics [187–189].

In spite of multiple studies, the laser-induced desorption mechanism is not com-
pletely understood. Moreover, multiple models are used to explain the experimen-
tally obtained desorption signal and subsequently extract important information
about the desorbed species. Early studies showed that H, CO, and CO2 molecules
were desorbed from a variety of surfaces when hit by high energy laser beams [187],
phenomenon interpreted as a purely thermal effect. This effect was later used to
study the adsorption and desorption kinetics of these gases by means of relaxation
methods [190]. LITD was also used to examine the desorption of Na and Cs atoms
with a sub-monolayer surface concentration from Ge (100) substrates [191]. The
authors postulated that the adsorption energy of these metals decreases with ana-
lyte coverage due to the higher contribution of the adsorbate-adsorbent interaction.
The adsorption energy, however, was not determined in that study and, instead, the
conclusion was drawn from the measured variation of Na or Cs coverages. A more
detailed study of desorption from metal surfaces was performed by Christmann et al.
[190] (desorption of H2 from Ni (100), (110) and (111) surfaces), Wedler and Ruh-
mann [192] (desorption of CO from Fe surfaces), Arnolds et al. [193] (desorption of
benzene from Pt (111) surfaces) where LITD was used to determine the adsorption
kinetics and even compare the results with the values obtained with other methods.

The majority of these previous studies used a single high-fluence laser pulse to
desorb all the adsorbed species from the surface, thereby “cleaning” the irradiated
spot of the sample with only one laser pulse. However, when a lower desorption
laser fluence is used, not all the molecules can be desorbed by a single laser pulse.
In this case, multiple, consecutive laser pulses can be used to desorb all the com-
pounds present on the surface [194]. Since after each desorption pulse the surface
concentration of molecules reduces, the amount of desorbed compounds decreases
after each subsequent laser pulse, thus resulting in a pseudo-exponential (Arrhenius-
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type) variation of both surface coverage and desorbed amount. The shape of such a
variation was first linked to the energetics of the adsorbate-adsorbent interaction by
Specht and Blades [76]. The authors postulated that the decay obtained for pyrene
desorbing from charcoal corresponds to molecules that are weakly bound to the sur-
face, while the relatively constant signal that followed was associated with molecules
that have a stronger interaction with the carbonaceous surface. The observed decay,
however, was not used to evaluate the strength of the pyrene-surface interaction. A
similar decay, observed by Faccinetto and coworkers [78], was used to determine the
limit of detection of the L2MS technique in our laboratory. Although the energetics
of the analyte-surface bond was not studied, the authors demonstrated that a sin-
gle form of interaction between the analyte and the carbonaceous surface (in this
case physisorption) can be achieved on surrogate soot samples (since no constant
background was observed). A different approach was proposed by Dreisewerd et al.
[195] to derive the activation energy of desorption from sinapic acid and bovine in-
sulin thick layers deposited on stainless steel, based on the evolution of the desorbed
amount of molecules with the irradiation laser fluence. These studies motivated us to
go further and utilize the previously mentioned signal decay and fluence dependency
to retrieve the desorption energy of organic and inorganic compounds adsorbed (at
low, sub-monolayer coverage) on carbonaceous surfaces. Moreover, by developing
a theoretical model of laser-induced thermal desorption, an extra step was taken
toward better understanding fast processes occurring at the sample surface.

4.3 Experimental considerations

This section provides a summary of the experimental approaches used to acquire
data for adsorption energy determination. Moreover, several experimental consid-
erations required for the development of the theoretical model are discussed. The
development and validation of the method required well characterized samples and
was performed with “surrogate soot” samples described in Section 2.1.2. Briefly, sev-
eral chemical species were chosen as adsorbates: polycyclic aromatic hydrocarbons,
as they are known to be present on the surface of soot particles collected from real
combustors, and a heavy metal (Pb) since carbonaceous materials are often used
to remove heavy metals from aqueous solutions. They were adsorbed in controlled
concentration on three types of adsorbents: activated carbon nanoparticles (60 –
80 nm average particle size, 80 – 150 m2g−1 specific surface area), graphite sheets,
and highly-oriented pyrolitic graphite (HOPG). The synthesized samples used in
the following are summarized in Table 2.4. Considering the low coverages and the
preparation protocol, we can assume that no lateral interaction between adsorbate
molecules is present, and that the coverage is homogeneous across the surface.

4.3.1 Experimental approaches

The experimental setup used to obtain the characteristic signal decay or fluence
curve is based on the L2MS technique described in detail in Section 2.2.2.2. During
measurements, the desorption fluence was carefully adjusted to be in the low, pre-
ablation regime [78, 98], which ensures the desorption of neutral species from the
surface of the sample without affecting the underlying carbonaceous substrate. Two
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distinct approaches were followed to collect experimental data used for adsorption
energy determination: “signal decay” and “fluence curve”.

“Signal decay” experimental approach

The first experimental approach is presented in Figure 4.1a-c: A region of the sample
(delimited by the laser spot on the surface) is irradiated with successive nano-second,
constant low-fluence laser pulses (10 Hz repetition rate). For each pulse, a fraction
of desorbed molecules is ionized by the second ns laser and detected by the mass
spectrometer. Mass spectra are so recorded for successive laser pulses and the signal
corresponding to the adsorbate of interest (integrated area, including the peaks
associated with its isotopic distribution) is plotted as a function of applied laser
pulses (Figure 4.1c). The pseudo-exponential decay observed simply illustrates a
gradual “cleaning” of the irradiated spot by the successive desorption pulses. If
this decay is “slow” (i.e. a high number of laser pulses is needed to “clean” the
surface) then one can infer a strong interaction between the adsorbate and the
surface. Conversely, a faster decay (in the same irradiation conditions) will be
indicative of looser bonding of the adsorbate to the surface.

To account for possible experimental fluctuations (mainly due to desorption and
ionization lasers), several equivalent measurements are performed in different spots
of the same sample. For this first experimental approach, four signal decays are
recorded for the same laser set-point, each one in a pristine zone of the sample.

“Fluence curve” experimental approach

The second approach (called “fluence curve”, Figure 4.1d-e) relies on the variation
of the adsorbate signal intensity with the desorption laser fluence. In this case,
multiple spots on the sample surface are irradiated with nanosecond laser pulses
delivering distinct laser fluences (typically in the range 20–140mJ cm−2), each re-
sulting in desorption of distinct amounts of adsorbate from the surface (the higher
the fluence, the higher the number of desorbed molecules). For this approach, the
signal corresponding only to the first desorption laser pulse is recorded for different
fluences from distinct sample spots (Figure 4.1d). Recording each signal from a
pristine surface spot (i.e. which was not irradiated before) ensures the same initial
coverage for each desorption pulse.

For this second approach, four experimental data points per desorption fluence
value were acquired on four distinct (pristine) zones of the sample (e.g. for pyrene,
seven desorption fluence values were utilized resulting in 28 experimental datapoints
/ irradiated spots in total). As all measurements are performed in different spots
on the sample, each datapoint can be considered as fully independent. Therefore,
different combinations of these points can be made to build distinct “fluence curves”.
Among all possible combinations, a total of 10 distinct fluence curves are constructed
by randomly combining experimental datapoints.

4.3.2 Detected molecules

The signal recorded by the mass spectrometer is proportional to the number of
molecules desorbing from the sample surface (only a fraction of them being ionized
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Figure 4.1 (a) Schematic representation of the “signal decay” approach: adsorbate cover-
age evolution upon successive laser irradiation (at constant fluence, F0) of the same spot
on the sample surface. (b) Recorded mass spectra corresponding to two distinct desorption
laser pulses (left – 1st pulse, right – 13th pulse). (c) Signal (pyrene) recorded by the mass
spectrometer for the first 15 laser pulses successively applied on the same spot of a pyrene
/ activated carbon sample. (d) Schematic representation of the “fluence curve” approach
– different zones of the sample irradiated with single laser pulses of various fluences. (e)
Recorded “fluence curve”.

by the ionization laser). For nanoporous samples (as those synthesized using acti-
vated carbon as adsorbent), one can raise the question of detecting molecules which
come from underneath the “geometrical” (z = 0) surface of the sample. In fact, for
our experimental arrangement, the ratio between the ionization beam radius and
the distance to the sample surface (Figure 4.2) implies that only desorbed molecules
having a lateral velocity component close to zero will get a chance to be ionized
and detected, i.e. this considerably reduces the probability for a molecule possibly
desorbing from underneath the z = 0 sample surface (in the case of porous adsor-
bents) to be ionized. Moreover, the time delay between the desorption and ionization
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pulses (4 ns pulse duration each) is set to 100 µs by a digital delay/pulse generator,
Section 2.2.2.2. This value is optimized to match the maximum of the velocity dis-
tribution of the molecules originating from the sample surface. All the species that
are potentially desorbing from the “volume” of the material and manage to reach
the surface and “escape” the (porous) sample (i.e. without being re-adsorbed on the
pore walls), will not only exhibit much lower axial velocities (with relatively higher
lateral velocities), but also will leave the surface of the sample at a later time as they
have to travel within the pore network first. A time delay of even a few nanoseconds
or a trajectory deviating from the normal to the surface by more than 1° will make
these molecules miss the ionization beam pulse. Therefore, the unique configuration
of the experimental setup allows us to specifically target molecules that originate
from the sample surface, and thus only surface desorption will be considered for the
theoretical model.

Figure 4.2 Schematic representation of the laser desorption / laser ionization / ToF-MS
experimental arrangement. The desorption laser beam (green) with a top-hat transverse
beam profile forms a 700µm spot on the sample surface. The desorbed neutral molecules
form a “plume” (dark yellow) which propagates from the sample surface (z axis) toward
the ionization region situated in between the extraction electrodes of the Time-Of-Flight
(TOF) mass spectrometer. A pulsed UV ionization laser beam (purple, y axis) intersects
the desorption plume 100 µs after the desorption beam hits the surface. The obtained ions
are then extracted and accelerated (x axis) toward a 1-meter long reflectron TOF mass
spectrometer (see Section 2.2.2.2).

4.3.3 Sample (surface) evolution upon irradiation

Based on the previous work performed in our laboratory [78], the desorption fluences
used here were carefully adjusted to avoid damaging (i.e. ablating) the carbon ma-
trix of the adsorbent. This was confirmed by the absence of atomic carbon or carbon
clusters signal (representative of the ablation of the carbonaceous substrate) in the
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mass spectra. Moreover, the “gentle” desorption of the adsorbates was confirmed
by the absence of any fragmentation process in the mass spectra (i.e. only intact,
unfragmented adsorbate molecules were detected).

However, when considering the high peak power provided by the desorption
laser to the sample (irradiance in the range of MW cm−2), one can raise the ques-
tion of possible structural modification of the irradiated sample after application
of each laser pulse on its surface. Previous experimental [196] and simulation [78]
works revealed fast transient (nanosecond range) surface temperature increase as
high as 2000 K, followed by a slower (microsecond range) cooling toward its initial
temperature. However, despite this high surface temperatures (reached for only
nanoseconds) it was demonstrated that such a fast transient process generated with
low-fluence pulses as the ones used here does not result in adsorbent nanostructure
rearrangement. Previous works on amorphous carbon films [197] or black carbon
nanoparticles [196] irradiated by nanosecond Nd:YAG laser pulses showed that no
significant change in the sample structure was induced in the low fluence regime
(typically <50 mJ·cm−2). In the work of Abrahamson and coworkers [196], multi-
wavelength pyrometry was used to measure transient surface temperatures of more
than 2000°C, while no notable difference in carbon nanostructure (i.e. no rearrange-
ment) was observed by transmission electron microscopy.

For the first experimental approach (i.e. signal decay, when a single region of the
surface is irradiated with successive nanosecond laser pulses resulting in the gradual
desorption of the adsorbate), it is worth noting that the changing adsorbate surface
concentration upon subsequent irradiations does not affect the thermal and optical
properties of the system as long as the adsorbed chemical species are transparent to
the desorption pulse (λd = 532 nm) and as the system exhibits a very low surface
coverage (both conditions are met in this work). As the L2MS technique involves
the fast removal of species from the vicinity of the sample [198, 199], re-adsorption
of desorbed species is negligible. Additionally, any lateral diffusion of molecules
across the surface that could potentially replenish the laser spot in between two
consecutive desorption laser pulses (100 ms) can be neglected. For instance, it would
take minutes for a pyrene molecule to travel a distance of 1µm on a carbon surface
[200]. Therefore, the physical characteristics of the sample will not change with
the increasing number of desorption pulses and thus not influence the desorption
process.

4.4 Theoretical framework

While discussing the fundamentals of adsorption processes it is useful to distinguish
between different types of adsorption that can occur on the surface. Depending on
the origin and the value of the attractive force between the adsorbent and adsorbate
and whether it perturbs the electronic structure, the phenomenon of adsorption can
be categorised into two types: physisorption and chemisorption [201, 202].

The term physisorption refers to the case when the adsorbate-adsorbent inter-
action is based on weak forces. The forces involved in physical adsorption include
both Van-der-Waals forces and electrostatic interactions (i.e. polarization, dipole
and quadrupole interactions). The Van-der-Waals forces are always present while
the contribution of electrostatic forces is only significant in the case of adsorbents
with an ionic structure, such as zeolites [202]. Since the interaction is weak, the
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physisorbed atom or molecule does not disturb the structural environment near the
adsorption site (i.e. there is no significant redistribution of electron density) [203].
A typical example of physisorption is the low-temperature adsorption of noble-gas
atoms on metal surfaces.

Chemisorption corresponds to the case when a strong chemical bond is formed
between the adsorbate and the substrate atoms. The nature of the bond can lie any-
where between a complete ionic (with an electronic charge transfer) and a complete
covalent (with sharing electrons) bond. The strong interaction changes the chemical
state of adsorbed molecules and can even cause their dissociation with formation of
new species. The state of the substrate can also change. This involves modifica-
tions ranging from a simple relaxation of the interlayer spacing of the top layer to a
complete rearrangement in the atomic structure of the surface layer [203]. A typical
example of chemisorption is adsorption of metal atoms on metal or semiconductor
surfaces at high temperatures.

Even though this classification is useful, many intermediary cases exist, where
adsorbate–adsorbant systems do not fit straightforwardly into one of the two cate-
gories. The general features that help distinguish between physi- and chemisorption
are presented in Table 4.1. The focus of this study is the physical adsorption and
therefore several assumptions will be used henceforth:

• The adsorption is non-specific (i.e. there is a homogeneous coverage of adsor-
bate at the macroscopic scale);

• No dissociation occurs during adsorption/desorption;

• The process of adsorption is non-activated;

Table 4.1 Typical characteristics of adsorption processes.

Physisorption Chemisorption

Low heat of adsorption High heat of adsorption
(on the same order of magnitude as the energy

of condensation)
(on same order of magnitude as the energy change
in a chemical reaction between a solid and a fluid)

Non specific Highly specific

Monolayer or multilayer Monolayer only

No dissociation of adsorbed species May involve dissociation

Only significant at relatively low temperatures Can occur in a wide range of temperatures

(decreases with temperature) (increases with temperature)

Rapid, non-activated and reversible May be slow, activated and irreversible

No electron transfer Electron transfer leading to bond formation

(polarization of adsorbate can occur)

The desorption of adsorbed species from the surface is considered the reverse
process of adsorption. Therefore, the rate of desorption can be used to determine the
energetics of the process. Moreover, since only physisorbed molecules are considered
here, the desorption energy obtained in this way is equal to the adsorption energy
and therefore can be used to characterize the adsorption process.
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4.4.1 Thermal desorption of physisorbed species

In a macroscopic physisorption model, the surface concentration of the adsorbate
is modeled as a function of equilibrium gas pressure. For a simple physisorption
system, the relation between the adsorbate surface coverage θ (in monolayers) and
the gas pressure p is given by the Langmuir adsorption isotherm [203]:

θ =
bp

1 + bp
(4.1)

where b is a temperature dependent constant given by:

b =
s0

ν
√
2πmkBT

exp

(

Edes

kBT

)

(4.2)

with s0 the sticking probability (0 ≤ s0 ≤ 1), m the mass of the adsorbate molecule,
ν the pre-exponential frequency factor for desorption and Edes the activation en-
ergy for desorption. The relationship (4.1) is only true when there is no interaction
between neighbouring adsorbate molecules. This assumption, however, is not valid
for all physisorption systems. In many systems, the interaction between adsor-
bates becomes significant at high surface coverages. Furthermore, depending on
the magnitude of adsorbate-adsorbate and adsorbate-surface interactions, mono- or
multi-layer adsorbate systems can be formed. However, at low adsorbate coverages
(10−3 − 10−2 monolayers) any effects of interaction between neighbouring adsorbed
molecules can be neglected [202] and therefore equation (4.1) is valid for samples
that have been studied in this work (Section 4.3).

In the kinetic approach, the desorption is described in terms of the desorption
rate – the number of molecules that desorb from a unit of surface per unit of time.
Assuming that all adsorbed atoms or molecules occupy identical sites, the desorption
rate can be expressed by the Polanyi-Wigner equation [203]:

rdes = −
dθ

dt
= νθn exp

(

−
Edes

kBT

)

(4.3)

where n is the order of the desorption kinetics (usually n = 1 for physisorption). The
first-order pre-exponential factor ν (measured in s−1) is also called attempt frequency
and is on the order of the atomic frequency of the crystal lattice (∼ 1013s−1) [204].
For the atom or molecule to leave the surface it needs to overcome the activation
barrier for desorption – desorption energy. Since physisorption is a non-activated
process, the activation energy of desorption is equal to the adsorption energy: Eads =
Edes, and therefore these two terms will be used interchangeably hereafter.

As seen in (4.3), the driving force of desorption is the surface temperature (i.e.
the adsorbed species gain enough energy from the thermal vibrations of surface
atoms to escape the adsorption well and leave the surface). Therefore, one of the
most common methods of determining the energetics of the adsorbate-adsorbant in-
teraction involves the manipulation of the sample temperature. Traditional methods
are based on either monitoring the desorption process at fixed temperature values
(isothermal method) or during a slow and monotonous increase in the temperature
of the adsorbate-covered sample (temperature-programmed desorption) [203]. These
methods are built around conventional heat sources (e.g. resistive heating) capable
of heating the entire sample at relatively low rates. In desorption studies, atoms
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and molecules that originate from the surface of the sample are the most impor-
tant since they participate in the surface driven chemical reactions and therefore
can be used to interpret the macroscopic behavior of the studied system. In this
case, heating of the whole sample is not required and a heating source that targets
only the surface can be used. Such localized sample heating can be achieved with a
pulsed laser. Moreover, a much higher heating rate (up to 1011K/s with a nanosec-
ond pulsed laser) can be obtained, unattainable with conventional heating sources.
A high heating rate is essential for the desorption of large molecules without their
fragmentation [205]. Laser-based heating is used here to induce the desorption of
species from the sample. In the following sections the process of laser-induced heat-
ing will be described and two different models of laser-induced thermal desorption
will be derived. The described models will be subsequently used to determine the
adsorption energy of several chemical compounds from experimental data.

4.4.1.1 “Effective temperature” desorption model

As an initial step, a steady-state approach was used to simplify the real physical
process. Within this approximation, an “effective temperature” model is utilized to
calculate the desorption rate of the adsorbates. While this model constitutes only
a crude approximation of the physical process at play, its simplicity makes it quite
advantageous for situations where computational speed is important. In addition,
as this model was used in the past to describe single desorption events [195], its
adaptation to our experimental conditions provides a proper basis for comparison.

In this simplified model, the number of desorbed molecules N for short-pulse
(nanoseconds and below) laser excitations can be described by [195]:

N ≈ A · exp
(

−Eads

kB (T0 +BF )

)

(4.4)

where Eads is the adsorption energy, B is a factor that describes the conversion of
deposited energy into surface temperature increase, T0 the initial temperature, F the
desorption laser fluence at the surface, and kB the Boltzmann constant. The term
(T0 +BF ) can be interpreted as an “effective” steady-state temperature reached by
the surface upon laser irradiation. The factor A can be expressed as A = pQ, where
p reflects the probability of a molecule to be desorbed. Q, the surface adsorbate
concentration in the irradiated spot, changes after each successive desorption laser
pulse.

The energy deposited into the sample unit volume is determined by the incident
laser fluence, and accounts for the reflection R and the optical absorption coefficient
α of the sample. The fluence used here is relatively low, therefore nonlinear absorp-
tion can be neglected. Taking all into account, the B parameter can be calculated
as follows [195]:

B = (1−R)
α(λ0)

ρc
(4.5)

where c is the specific heat capacity of the sample, λ0 is the desorption laser wave-
length and ρ is the sample density. The value of the B parameter can considerably
change depending on the actual sample characteristics; however, a good approxima-
tion can be obtained with values reported in the literature. B can also be determined
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Table 4.2 B parameters calculated from (Equation 4.5) for activated carbon particles and
graphite, along with physical parameters sourced from the literature (references in brackets)
and used in the calculation.

Parameter
Carbonaceous surface

Activated carbon particles Graphite

R 0.2 [206] 0.1 [207]

α, 107m−1 1.0951 [78, 208] 3.4385 [207]

ρ, 103kg m−3 0.4 [78] 1.9 [208]

c, J K−1 kg−1 840 [78] 970 [208, 209]

B, J−1 Km2 26.0 16.2

using the measured physical parameters of the sample (e.g. α, ρ) prior to the adsorp-
tion energy determination. Such measurements, depending on the sample, are not
always possible since characterizing several micrograms of material can be challeng-
ing and adds extra preparation steps that can potentially damage and/or contam-
inate the sample (often being very expensive to obtain and/or unique). Therefore,
the developed model should be able to determine the adsorption energy based on
only an “initial guess” for the B parameter obtained with values sourced from the
literature. The B parameter values calculated for two different adsorbent materials
used in this work (nano-porous soot and graphite surfaces, see Section 4.3), along
with the physical constants used in their calculation, are presented in Table 4.2. The
values for the B parameter calculated in such a way can be only seen as estimates,
sufficiently close to the real B value and only intended to be used as an “initial guess”
by the fitting algorithm.

Because the surface concentration of adsorbed species decreases after each des-
orption pulse, the pre-exponential factor A in (4.4) decreases with each subsequent
laser pulse. The first laser pulse will yield N1 desorbed molecules:

N1 = p ·Q0 · exp
(

−
Eads

kB(T0 +BF )

)

(4.6)

where Q0 is the initial number of adsorbed molecules in the irradiated spot. The
number of molecules that remain on the irradiated surface after the first desorption
pulse is:

Q1 = Q0 −N1 = Q0

(

1− p · exp
(

−
Eads

kB(T0 +BF )

))

(4.7)

The second laser pulse will result in the desorption of N2 molecules from the
surface:

N2 = p ·Q0

(

1− p · exp
(

−
Eads

kB(T0 +BF )

))

exp

(

−
Eads

kB(T0 +BF )

)

(4.8)

Assuming that Eads does not change with the surface concentration, Nj molecules
will be desorbed on the jth desorption pulse:
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Nj = p ·Q0

(

1− p · exp
(

−
Eads

kB(T0 +BF )

))j−1

· exp
(

−
Eads

kB(T0 +BF )

)

(4.9)

The total number of molecules desorbed in j laser shots is:

N(j) =

j
∑

1

(

p ·Q0

(

1− p · exp
(

−
Eads

kB(T0 +BF )

))j−1

· exp
(

−
Eads

kB(T0 +BF )

))

(4.10)

In order to correlate the number of desorbed molecules with the signal recorded
at the detector, another factor is introduced:

Sj = m ·Nj = m · p ·Q0

(

1− p · exp
(

−
Eads

kB(T0 +BF )

))j−1

· exp
(

−
Eads

kB(T0 +BF )

)
(4.11)

where Sj is the signal recorded at the detector and m is the proportionality factor.
The sample will reach different temperatures for different desorption fluences

which will effectively change the desorption rate. Therefore, the adsorption energy
can also be retrieved from the “fluence curve” – variation of the recorded signal
with the desorption laser fluence. In this case, the initial surface concentration of
the adsorbate, Q0 should be always the same, i.e. the desorption laser pulse must
always irradiate a pristine surface (previously not irradiated by the laser). The
“fluence curve” can thus be expressed as follows:

S(F ) = m · p ·Q0 · exp
(

−
Eads

kB(T0 +BF )

)

(4.12)

Fitting the signal decay and fluence curves with equations (4.11)) and (4.12),
respectively, can be challenging as they contain two highly correlated parameters.
Since the “effective” temperature reached by the surface upon laser irradiation is
significantly higher than its initial temperature (i.e. BF >> T0), the adsorption
energy Eads and the “nuisance parameter” [170, 171] B are highly correlated. This
renders the use of the regular least-squares fitting technique very difficult. Therefore,
Bayesian statistics methods were used instead to retrieve the value for the adsorption
energy (see Section 4.4.2).

4.4.1.2 Transient laser-induced heating

The model described in the previous section, while greatly simplifying the calcula-
tions, approximates the desorption process to a steady-state phenomenon. However,
to better represent the physical reality, the fast variation of the surface temperature
during desorption must be taken into account. This sections provides details on the
process of determining the temporal and spatial temperature profiles of the sample,
required to better model the laser-induced thermal desorption process.
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When a pulsed laser beam hits a sample surface, a part of its energy is passed on
to the sample. The physical properties of the sample material determine the portion
of laser energy that is transferred to the material. This energy transfer induces a
temperature jump that, depending on its magnitude, may trigger the desorption of
adsorbates that are present on the surface, alter the surface (nanostructure changes),
or even ablate micro-volumes of sample. The latter only occurs at higher laser
fluences that were not used here and therefore are out of the scope of this work.

A variety of studies addressed the fast heating of solid samples exposed to lasers,
describing the processes occurring at different wavelengths, laser irradiances, pulse
lengths and on various target materials [78, 194, 210–214]. The common approach
used to describe laser-solid interactions at a macroscopic scale is by using the ther-
mal heat conduction equation. For low-fluence nanosecond laser pulses, the energy
passed on to the sample does not lead to its melting nor its evaporation, therefore
no phase transition terms are needed in the equations [212]. Most of the studies
focus on the temperature variation in the sample volume (i.e. along the z depth
axis) without considering the radial temperature variation on the surface. More-
over, the laser pulse is often considered as a surface heat source (z = 0), which does
not take into account its propagation into the sample volume as described by the
Beer-Lambert law [78]. In this study, a model for laser-induced heating similar to
the one presented by Faccinetto et al. [78] was adapted and extended to all three
dimensions of the sample. To be able to calculate the temperature variation upon
laser irradiation, the analyzed sample must be considered as a medium character-
ized by continuous specific heat capacity cp, thermal conductivity k and density ρ.
This consideration is justified if the dimensions of the affected zone is much larger
than the scale of surface heterogeneities which is the case for this study (see Section
4.3). In case of laser desorption with a low enough fluence, which will not trigger
a phase explosion, the surface temperature will rise and, ultimately, decrease due
to the thermal relaxation. Heat propagation in all three dimensions was calculated
with the following equation:

ρ(T ) · cp(T )
∂T (x, y, z, t)

∂t
= k(T )

(

∂2T (x, y, z, t)

∂x2
+

∂2T (x, y, z, t)

∂y2
+

+
∂2T (x, y, z, t)

∂z2

)

+ qH(x, y, z, t)

(4.13)

where T is the local surface temperature of the sample as a function of the time t and
position on the surface (x, y, z). ρ, cp and k are the density, specific heat capacity
and thermal conductivity of the sample, all being functions of the temperature. The
term qH(x, y, z, t) describes the heat source which, in this case, is the desorption
laser pulse. To match the characteristics of the laser pulse used in the experiments
(Section 2.2.2.2), the heat source is represented as a flat space profile (equivalent to
a top-hat laser profile) in the calculations. In the temporal domain, the laser beam
is represented as a Gaussian pulse. The intensity of the laser pulse is absorbed by
the sample according to the Beer-Lambert law:

qH(x, y, z, t) = α I0 (1−R) · f(x, y) · g(t) · e−αz
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f(x, y) =

{

1,
√

x2 + y2 ≤ rdes

0, otherwise
(4.14)

g(t) =
1

σ
√
2π

· exp

[

−
1

2

(

t− t0
σ

)2
]

, where σ =
τdes

2
√
2 ln 2

where R is the sample surface reflectivity, α is the adsorption coefficient at the
desorption wavelength (532 nm), I0 is the pulse peak irradiance. The f(x, y) and
g(t) functions define the space and time profiles of the pulsed laser beam of radius
rdes (top-hat) and duration τdes (full width at half maximum, Gaussian profile).
Previous studies conducted by multi-wavelength pyrometry [196] showed no change
in the structural or optical properties of carbonaceous surfaces (similar to the ones
used here, Section 4.3) for a laser-induced transient temperature increase of more
than 2000°C, which is above the maximum temperatures reached here. Accordingly,
the R and α parameters were kept constant in the calculations. This approach is also
commonly adopted in the laser-induced incandescence (LII) community, where even
higher temperatures (4000 K) are reached [215]. The boundary conditions required
to solve Equation (4.13) are:

{

T (x → ∞, y → ∞, z → ∞, t) = Ti

T (x, y, x, t = 0) = Ti

(4.15)

where Ti is the initial temperature of the sample. The thermal conductivity of
graphite samples can be found in the literature [208]. For porous materials, such as
activated carbon (ac), the thermal conductivity kac strongly depends on the porosity
as the efficiency of phonon propagation is related to the number of contact points
between the nanoparticles forming the sample. In this case, the thermal conductivity
of the ac layer can be expressed as [216]:

kac(T ) = kgraph(T )

[

(1− ξ)3/2 + ξ1/4
kair(T )

kgraph(T )

]

(4.16)

where kac is the calculated thermal conductivity of the activated carbon layer, kgraph
is the thermal conductivity of bulk graphite [208] and kair is the conductivity of the
air filling the pores. The layer porosity ξ is given by:

ξ = 1−
ρac

ρgraph
(4.17)

where ρac and ρgraph are the densities of activated carbon and graphite, respectively.
The parameters required to calculate the temperature profile of the studied sam-

ple were either taken from the literature or calculated from the values for graphite
while accounting for the porosity of the sample, Equation (4.16) [78, 208, 209, 216–
218]. The temperature variations of all parameters required for solving Equation
(4.13) are presented in Figure 4.3. Physical parameters for the graphite and HOPG
samples used in this work (see Section 4.3) are identical which allows the use of the
same physical characteristics for these two sets of samples.

Equation (4.13) was solved using the COMSOL Multiphysics simulation platform
with finite element methods. The temporal and spatial temperature evolutions cal-
culated for activated carbon and graphite (Figure 4.4) show a fast increase with
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Figure 4.3 Temperature variation of physical parameters used for temperature profile cal-
culations sourced from the literature: the density of graphite [208] and activated carbon (ac)
[78], specific heat capacity of graphite [208, 211] and ac [217], and thermal conductivity of
graphite [208] and air [176]. The thermal conductivity of activated carbon was calculated
using Equation (4.16).

a maximum value reached at t=5.5 ns in the center of the irradiated surface, fol-
lowed by a slower cooling toward the initial sample temperature (on a microsecond
timescale). The heat-affected sample depth is in the range of 100 µm (Figure 4.4b),
which is significantly lower than the thickness of the samples used in this study (Sec-
tion 2.1.2). Even though the obtained depth and temporal profiles follow a similar
trend to the ones previously reported [194, 211, 212], a direct, quantitative com-
parison is not possible, as the temperature profiles reported in the literature were
computed for different substrates and desorption laser characteristics (e.g. wave-
length, pulse duration, fluence).

Once the temperature profile is known, it is possible to calculate the time de-
pendence of the desorption rate and the number of molecules desorbed from each
unit of surface. Moreover, the total number of molecules desorbed after a single
desorption laser pulse can be also determined.

4.4.1.3 Transient temperature desorption model

The temperature profile calculated in the previous section can now be used to model
the desorption of species present on the sample surface. Since chemical species ex-
amined here (see Section 4.3) are transparent to the desorption pulse (λd = 532nm)
and also have a very low surface coverage, their thermal and optical properties can

118



Chapter 4. A novel laser-based method to measure the adsorption energy on
carbonaceous surfaces

Figure 4.4 Temperature profiles calculated for activated carbon (blue lines) and graphite
(green lines) obtained for Fdes = 32 mJ cm−2: (a) temporal variation of the temperature
in the center of the irradiated spot T(x=0, y=0, z=0, t), (b) temperature depth profile in
the center of the sample at t=5.5 ns, T(x=0, y=0, z, t=5.5 ns). The temporal profile of
the desorption laser is plotted for comparison (red dashed line).

be neglected [78]. Therefore, the temperature variation at the surface will be the
same throughout a multitude of desorption pulses, regardless of the change in the
adsorbate surface coverage. Although the temperature variation model returns 3D
and temporal variations of the temperature, only data at z=0 (i.e. surface temper-
ature profiles) are needed here, as the experimental setup used in this work probes
only molecules desorbing from the sample surface (z=0, see Section 4.3.2).

If the sample is irradiated with a low fluence laser pulse, it will promote the
desorption of only a portion of adsorbed species. The number of molecules desorbing
from the surface of the sample after the first desorption laser pulse can be expressed
as follows:

N1 =

∫∫ +∞

−∞

Q0(x, y) ·

(

1− exp

(

−ν

∫ 1

f

0

exp

(

−
Eads

kBT (x, y, z = 0, t)

)

dt

))

dxdy

(4.18)
where Q0 is the initial adsorbate surface concentration and f is the repetition rate
of the desorption laser. If the same spot on the sample surface continues to be
irradiated with equivalent desorption pulses, the number of molecules left on the
surface will progressively decrease after each subsequent laser pulse. Assuming that
the adsorption energy, Eads, does not change with the surface concentration, Nj, the
total number of molecules desorbed on the jth desorption pulse can be determined
with the following relationship:

Nj =

∫∫ +∞

−∞

Qj−1(x, y) ·

(

1− exp

(

−ν

∫ 1

f

0

exp

(

−
Eads

kBT (x, y, z = 0, t)

)

dt

))

dxdy

(4.19)
Qj−1(x, y) represents the analyte surface concentration after the (j−1)th desorption
pulse (i.e. before the jth desorption pulse). Figure 4.5 presents simulation examples
for the temporal evolution of the desorption rate of pyrene adsorbed on activated
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carbon and graphite (initial coverage θ0 = 10−3 ML) and for successive laser pulses
applied on the same spot.

Figure 4.5 (a) Comparison between temporal evolution of the desorption rate for pyrene
molecules desorbing from activated carbon and graphite (with an initial surface coverage of
10−3 monolayers) induced by adsorption of an identical laser pulse. (b) Temporal evolution
of the desorption rate of pyrene from activated carbon for successive laser pulses. The
temporal laser profile is shown for comparison (red dashed line).

The assumption of a non-varying adsorption energy is only correct for very low
coverages (sub-monolayer), when the interaction between adsorbed molecules is min-
imal (the case studied here, see Section 4.3). A low coverage also reduces the possi-
bility of adsorbates forming islands of stacked molecules [219] and thus ensures that
the only interaction probed is between adsorbates and the adsorbent surface. More-
over, under these experimental conditions any lateral diffusion of molecules across
the surface that could potentially replenish the laser spot between desorption laser
pulses can also be neglected [200].

A two-step laser mass spectrometer is used to obtain experimental data neces-
sary for a proof of concept study (Section 4.3), therefore the model must take into
consideration all the losses that can occur during experimental data collection. To
account for the ionization efficiency, transfer function of the mass spectrometer as
well as for the efficiency of the detector, a proportionality factor m is introduced.

Sj = m ·Nj = m ·
∫∫ +∞

−∞

Qj−1(x, y) ·

(

1− exp

(

− ν ·

·
∫ 1

f

0

exp

(

−
Eads

kBT (x, y, z = 0, t)

)

dt

))

dxdy

(4.20)

where Sj is the signal recorded by the detector. The only unknowns in this equation
are the pre-exponential factor ν, the adsorption energy Eads, and the proportionality
factor m. Equation (4.20) models the variation of the signal recorded by the mass
spectrometer upon irradiation of the sample with a number of consecutive laser
pulses (i.e. signal decay curve). The adsorption energy of an analyte can be retrieved
by fitting experimental data with Equation (4.20). The fitting algorithm, described
in Section 4.4.2, requires an “initial guess” – a starting point relatively close to
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the actual values. The initial values for the adsorption energy and pre-exponential
parameter were taken in accordance with literature data (e.g. Eads = 0.98 eV [220,
221] and ν = 1012 s−1 [204, 219, 222] for pyrene).

4.4.2 Data fitting process

Fitting the experimental data (i.e. signal decay and fluence curves) with the devel-
oped models for laser-induced thermal desorption with the intention of retrieving the
adsorption energy can be challenging as some of the unknown parameters are highly
correlated. Fitting experimental data with functions that contain highly correlated
parameters and/or multiple exponential functions using a regular least-squares fit-
ting technique can be difficult and, more importantly, very unstable, especially when
dealing with a small number of potentially “noisy” data points. In such cases, the
outcome of the fit highly depends on the provided initial guess, making the result
unreliable. To overcome this issue, the search method [223] can be used – an im-
plementation of the least-squares fitting algorithm believed to be more stable when
it comes to highly correlated models. This method is fitting the experimental data
multiple times, each time with different initial values (in user-defined ranges), each
resulting in a unique set of values for the fitted parameters. The most probable
value for the fitted parameters (e.g. Eads) is then taken as the “true” value along
with the standard deviation of the distribution obtained from multiple fits. Since a
large number of initial values combinations is tested, this method is characterized
by a rather slow rate of convergence, especially for functions with a large number
of parameters (n > 2). Moreover, the obtained distribution for fitted parameters is
determined by the choice of initial values (i.e. widths of the user-defined ranges),
which means that the returned parameter values can potentially be biased and that
another fitting technique should be used instead.

4.4.2.1 Markov chains Monte Carlo fitting

Statistical Bayesian inference framework [224–226] provides powerful tools for esti-
mating complex models where the maximum likelihood-based estimation methods
fail. A commonly used method for numerical approximation of the inference that
converges at a much faster rate is the Markov chains Monte Carlo (MCMC). The
MCMC method is designed to estimate the joint posterior distribution of a pa-
rameter of interest by random sampling in the probability space. Many problems
described by models containing a large number of free parameters, making them
expensive to compute with regular methods (e.g. problems in cosmology and astro-
physics that deal with low signal-to-noise measurements [224–226]), have benefited
from MCMC. One of the most important benefits of Bayesian data analysis is the
ability to minimize the impact of nuisance parameters [226] – parameters that are
required to model the studied process but otherwise are not the main objective of the
fit. Most uses of the MCMC are based on the Metropolis-Hastings (M-H) method
[224–226] or its derivatives and consist of three main parts:

• Monte Carlo simulations generating random numbers to model complex sys-
tems.

• Markov chains - sequences of events that are probabilistically related to one
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another. Each event comes from a set of outcomes and each outcome deter-
mines the next one, in accordance with a fixed set of probabilities.

• The acceptance-rejection sampling is an iterative algorithm that generates
parameter values from their unknown theoretical posterior distribution.

MCMC allows to generate a data subset covering many possible outcomes of a
given system in order to obtain an estimate of the theoretical posterior distribu-
tion that can be used to extract statistical measures as mean, median or standard
deviation. The simulation process is based on a Markov behavior of the iterative
algorithm [225, 226]. An example of a model that can benefit from the use of the
MCMC algorithm is the laser induced thermal desorption, Section 4.4.1.1. In case of
the steady-state approximation, Equation 4.11 contains two exponential functions
that make the fitting of the experimental data with a regular least-squares technique
[224] very difficult. Additionally, the parameter of interest Eads is highly correlated
with the nuisance parameter B, making the retrieval of the former even more com-
plicated. The MCMC method can be used to fit the experimental data and retrieve
the Eads value with a significantly narrower credibility interval. The performance of
the M-H sampler can be very sensitive to the initial choice of parameters. The result
of the MCMC fit will be more reliable for longer chains. For this reason, the first
values of the Markov chain are usually dropped. Thus, to determine optimal param-
eters in a data-driven way, a lengthy “burn-in” period must be used. The burn-in
allows to start the MCMC procedure with parameters chosen for convenience that
might be located in low probability regions, Figure 4.6a. Once the chain has entered
the high-probability region, the states of the Markov chain become more represen-
tative of the correct distribution (the convergence is achieved). All the values after
the convergence are then used to retrieve the distributions and mode values of all
parameters, Figure 4.6.

Figure 4.6 (a) Example of a Markov chain obtained during fitting of experimental data
with equation (4.11). The convergence of the fit is depicted with a red dashed line. The
last portion of the chain (orange line) is used to determine the posterior distribution of the
fitted parameter (b). The distribution is then used to identify the most probable value and
variance of the determined parameter.

4.4.2.2 Retrieving the average values and error bars of fitted parameters

The posterior distribution associated with the fit of the models on a given set of data
only reflects the “mathematical” fitting error and does not fully reflect experimental
measurement sources of variability such as stability of the desorption and ionization
lasers. The latter can be determined by considering several equivalent measurements
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performed in distinct zones of the same sample (with the same adsorbate coverage).
Therefore, for each experimental set-point (i.e. same (time-averaged) desorption
and ionization laser fluences) four measurements were performed in distinct zones of
the sample (A, B, C, and D). The analyzed regions do not overlap and therefore all
measurements can be considered as being independent. For the first experimental
approach (i.e. signal decay), four signal decays (one per each zone) were recorded,
while for the second one (i.e. fluence curve), four data points were recorded for each
desorption fluence value, see Section 4.3. The recorded experimental data points,
obtained with multiple values for the desorption fluence, were then combined to
generate 10 distinct fluence curves. Signal decays and fluence curves obtained in
this way were then fitted with the proposed mathematical model.

The individual fits (i.e. of individual signal decays or fluence curves) provide the
estimated values and associated with them variances for all the parameters of interest
(e.g. Eads, B) throughout the posterior distributions (i.e. credibility intervals, Figure
4.6b). Figure 4.7 illustrates the individual fits of four signal decays recorded in
the same experimental conditions (the solid lines represent the “most probable fit”
(mode) of the Bayesian posterior distribution for each dataset). The variation of
the recorded signal displayed in Figure 4.7 is determined by measurement variability
(e.g. fluctuations in the desorption/ionization laser fluence). In order to account
for the measurement variability and determine “physically-significant” average values
and error bars associated with the fitted parameters (called “estimators” henceforth),
the “internal” ’ (i.e. inside one individual dataset) and “external” (i.e. between
different datasets, such as A, B, C, D zones in the signal decay approach) variances
must be combined. A methodology proposed by Buckland et al. [227] and Slud et
al. [228] was used to combine the estimators – “estimator aggregation” methodology.
For a given parameter β̂, let β̂i be the estimators obtained from data collected in
the zone i, i ∈ A,B,C,D. Then, the best linear-combination estimator for the β̂
parameter with respect to the mean squared error will be:

β̂ =
n
∑

i=1

ωiβ̂i (4.21)

where ωi =
V ar−1(β̂i)∑
j V ar−1(β̂j)

is the weight associated with each estimator, retrieved from

fitting individual datasets (either signal decays or fluence curves). Assuming the in-
dependence of data recorded in different zones of the sample, the standard deviation
of the β̂ parameter is given by:

σ(β̂) =

√

V ar(β̂) =

√

∑

i

ω2
i (V ar(β̂i) + (β̂i − β̂)2) (4.22)

The first term in Equation (4.22) represents the “internal” variance of each dataset,
while the second term represents the “external” variance (i.e. between datasets).

The average values and error bars were calculated for the parameters of interest
with the described method and reported in Section 4.5 in the form β̂ ± σ(β̂). The
validity of the method can be verified with the “average” fitting curve (i.e. average
for all datasets) calculated with the average values for the required parameters. An
example of such a curve obtained with the “effective temperature” model is presented
in Figure 4.7 (dashed line).
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Figure 4.7 Symbols: pyrene molecule signal recorded in the same experimental conditions
(Fdes = 32 mJ cm−2) from four different zones (A, B, C, D) of the same pyrene / activated
carbon sample (homogeneous coverage). Solid lines: most probable (mode) fits returned
by the Bayesian posterior distribution for each individual dataset. Dashed line: effective
temperature model decay curve generated with average parameter values.

4.5 Results on various systems

In order to validate the proposed method of adsorption energy determination (Sec-
tion 4.4), adsorbant-adsorbate systems featuring different energetics must be stud-
ied. In this manner, the method is tested for a wide range of adsorption energies thus
ensuring its validity and reliability. Different adsorption energies can be achieved
by either using different chemical species that are adsorbed on the same substrate
or by studying the same compound adsorbed on different surfaces. In this section,
the results of adsorption energy measurements performed on a set of different sam-
ples (Table 2.4) is reported. The measurements were performed with surrogate soot
samples containing organic species, such as PAHs, designed to mimic combustion-
generated soot particles, as well as lead (Pb) – heavy metal often removed from waste
waters with porous carbonaceous materials [170, 171]. Further, the performance of
the method is tested with more ordered surfaces such as graphite and HOPG. This
not only illustrates the impact of the adsorbent structure on the energetics of the
system but also showcases the performance and versatility of the described method.
Finally, the extension of the method toward the analysis of field collected samples is
discussed. Two different experimental approaches have been used to obtain the data
necessary for adsorption energy measurements, namely “signal decay” and “fluence
curve” that were described in Section 4.3.
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4.5.1 Adsorption energy measurements on surrogate soot sys-
tems

4.5.1.1 Pyrene/activated carbon system

The described method was first tested with a surrogate soot system composed of
pyrene adsorbed on activated carbon particles (Table 2.4), forming a system struc-
turally resembling the real-world soot particles [21, 101, 153] but having a prede-
fined chemical composition (2 · 10−3 monolayers of pyrene). For the “signal decay”
approach, four zones on the same surface (of homogeneous adsorbate concentration)
were probed (at constant fluence, 32 mJ cm−2) in order to test the experimental
reproducibility. The signals recorded and averaged over the 4 zones along with
the associated experimental error bars (2σ) are displayed in Figure 4.8a. The av-
eraged experimental data were then fitted with both the “effective” and transient
temperature models to determine the adsorption energy of pyrene. The correlations
between the fitted parameters (e.g. between Eads and B, Section 4.4) prevented the
use of traditional least-squares fitting algorithms and a Bayesian fitting approach
was required for a reliable and repeatable fitting, in particular the Markov chain
Monte Carlo algorithm (Section 4.4.2). From the obtained fit it was then possible
to retrieve the most probable value of the adsorption energy along with its posterior
distribution (or credibility interval) [224, 226], while also minimizing the impact of
nuisance parameters [225].

Figure 4.8 (a) Experimental signal decay recorded for pyrene desorbing from activated
carbon (Fdes = 32mJ cm−2, four zone average data points) along with the fits with the
“effective temperature” (red dashed line) and transient (green dashed line) models. The fits
correspond to the mode of the Bayesian posterior distribution of Eads. (b) Bayesian poste-
rior distribution retrieved with the “effective temperature” (top) and transient temperature
model (bottom). Shaded areas represent the 95% credibility intervals of Eads.

Figure 4.8b displays the normalized posterior distributions of the fitted adsorp-
tion energy Eads, along with its 95% credibility intervals (shaded areas). The dis-
tribution returned by the transient model fit is much narrower (two orders of mag-
nitude narrower) compared to the one obtained with the “effective temperature”
model. This difference is determined by the lower correlation between the fitted
parameters present in the transient temperature model. The modes of the posterior
distributions displayed in Figure 4.8b for Eads are associated with the most proba-
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ble fits within the batch performed for each model. These fits are represented by
the red (“effective temperature” model) and green (transient temperature model)
dashed lines in Figure 4.8a. It should be noted that even though the two curves
fit the experimental data equally well, they represent two fundamentally different
concepts. The first one results from an approximation that the desorption process
occurs at a constant (“effective”) surface temperature, while the second one better
represents the physical reality by taking into account the fast variation of the sur-
face temperature during the desorption process. The credibility intervals displayed
in Figure 4.8b are a measure of the “goodness” of the mathematical fit applied to
the average experimental data, and therefore do not define on its own the experi-
mental dispersion (induced by the detection scheme) of individual datasets recorded
from different zones on the same homogeneous sample (see Section 4.3). To derive
the experimentally-related error bars of the calculated adsorption energies, the data
obtained in different zones of the sample are individually fitted and then combined
with the help of the “aggregation of estimators” technique (Section 4.4.2). The de-
rived average adsorption energies and their associated error bars are listed in Table
4.3 for both models.

Table 4.3 Main parameters derived with the “signal decay” experimental approach with
the steady-state and transient models. Mean values and error bars are computed using the
procedure described in Section 4.4.2.

Monitored

compound

Adsorbate/Adsorbent

system

Steady-state model Transient model

Eads, eV B, J−1
Km

2
Eads, eV ν, 1012

s
−1

Pyrene / activated carbon 0.949±0.049 23.9±3.4 0.965±0.014 1.56±0.21

Pyrene
(Pyrene + coronene) /

activated carbon
0.961±0.054 20.4±2.8 0.958±0.018 1.31±0.34

Pyrene / graphite sheet 0.681±0.019 14.1±1.9 0.696±0.010 1.24±0.18

Pyrene / HOPG 0.476±0.021 13.5±1.9 0.508±0.011 1.38±0.13

Coronene
(Pyrene + coronene) /

activated carbon
1.519±0.022 22.8±2.4 1.513±0.013 2.46±0.15

Pb Pb / activated carbon 0.226±0.024 20.6±2.3 0.243±0.011 7.46±0.26

Both models provide similar adsorption energies (Esteady−state
ads = 0.949 eV ,

Etransient
ads = 0.965 eV ), which are also well in line with the literature value measured

for pyrene adsorbed on soot particles using thermal desorption kinetics (0.986 eV ) [220].
Similar to the “signal decay” experimental approach, the “fluence curve” method
(Figure 4.9) returns a mean value of 0.968 eV for the adsorption energy, when ap-
plied to the same sample (Table 4.4). Moreover, the values of the B parameter
returned by the two approaches (Bdecay = 23.9 ± 3.4 J−1 · K · m2 and Bfluence =
21.3± 2.1 J−1 ·K ·m2) are in good agreement with each other and slightly smaller
than the initial estimation calculated using literature values. The retrieved pre-
exponential factor ν (1.56 · 1012 s−1) is also close to the initial guess. The good
agreement with previous works not only validates the analytical method but also
confirms that the analyzed samples (surrogate soot) mimic well soot samples col-
lected from real combustors that are thoroughly described in the literature.
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Figure 4.9 (a) Steady-state model fitted to the “fluence curve” recorded for pyrene des-
orbing from activated carbon. Each data-point is the average of the signal obtained in four
different zones of the same sample, irradiated with the same fluence. (b) Posterior dis-
tribution of adsorption energy retrieved with the “effective temperature” model. The most
probable fit (mode of the distribution) is plotted (dashed line) in (a).

Table 4.4 Estimated adsorption energy (Eads) and B parameter for 3 species desorbing
from distinct environments. Values of Eads were retrieved using the fluence curve ex-
perimental approach, mathematically described by the “effective temperature” model. The
reported values represent the average parameters computed with the procedure described in
Section 4.4.2.

Monitored

compound

Adsorbate/Adsorbent

system

Fluence curve

Eads, eV B, J−1Km2

Pyrene / activated carbon 0.968 ± 0.041 21.3 ± 2.1

Pyrene
(Pyrene + coronene) /

activated carbon
0.983 ± 0.038 22.4 ± 2.5

Pyrene / graphite sheet 0.662 ± 0.015 15.1 ± 1.4

Coronene
(Pyrene + coronene) /

activated carbon
1.508 ± 0.024 23.1 ± 1.1

Pb Pb / activated carbon 0.206 ± 0.015 21.1 ± 2.1

4.5.1.2 Binary system: Pyrene and Coronene adsorbed on activated
carbon

After demonstrating the capability of the method with a single chemical compound
(pyrene) adsorbed onto activated carbon, the proposed method is tested with a
system consisting of two different polycyclic aromatic compounds (pyrene – C16H10

and coronene – C24H12) adsorbed onto the same substrate. The adsorbed amount
for each compound is low enough (10−3 – 10−2 monolayer) to exclude any lateral
interactions between the adsorbed molecules. Pyrene and coronene were chosen since
they both are known to be present on combustion generated soot samples [78, 101,
103, 153] and, at the same time, exhibit significantly different adsorption energies,
which makes them perfect candidates to test the Eads determination method. Since
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the signal of multiple mass peaks could be monitored at the same time by time-
of-flight mass spectrometry, the adsorption energy of several species can be studied
concurrently.

Signal decays recorded for the two adsorbates (pyrene and coronene) are fitted
with the two temperature models (steady-state and transient). The values obtained
for pyrene with both models are very close to each other (Esteady−state

ads = 0.961 eV
and Etransient

ads = 0.958 eV , Table 4.3) and to the values previously determined when
pyrene was the only analyte adsorbed onto activated carbon (Esteady−state

ads = 0.949 eV
and Etransient

ads = 0.965 eV ). For coronene, the fits of the signal decay curves yield
adsorption energies of 1.519 eV and 1.513 eV with the “effective” (steady-state) and
transient temperature models, respectively (Table 4.3, Figure 4.10a). The obtained
values for the adsorption energy are in line with those experimentally determined
with temperature programmed desorption measurements for coronene adsorbed on
carbon nanofibers (1.31−1.50 eV ) [219]. The adsorption energies of the two analytes
are also retrieved from their “fluence curves” (Table 4.4, Figure 4.10b), with values
very close to those previously determined from the signal decay.

Figure 4.10 (a) Symbols: four-zone averaged experimental data for pyrene (blue) and
coronene (purple) desorbed in the same experimental conditions (Fdes = 43mJ cm−2) from
the same (pyrene+coronene) / activated carbon sample (homogeneous coverage). Dashed
lines: effective temperature model decay curves calculated with average parameter values
from Table 4.3. Solid lines: transient temperature model decay curves calculated with av-
erage parameter values from Table 4.3. (b) Symbols: average experimental data for pyrene
(blue) and coronene (purple) desorbed from multiple zones of the same (pyrene+coronene)
/ activated carbon sample (homogeneous coverage) for a range of desorption fluence values.
Dashed lines: effective temperature model fluence curves calculated with average parameter
values from Table 4.4.

The B parameters determined from the two fits of the binary adsorbate system
(i.e. pyrene and coronene adsorbed onto activated carbon) are in good agreement
with each other and also with the ones retrieved for the previous single adsorbate
system (pyrene / activated carbon). Similarly, the ν parameter for pyrene agrees
well between the two systems. Coronene shows a higher ν value (with respect to
pyrene), as expected from theoretical calculations [204, 222]. These results demon-
strate the robustness of the adsorption energy calculation method from laser-induced
thermal desorption experiments and allow us to conceive its extension to other ad-
sorbate/adsorbent systems.
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4.5.1.3 Desorption of heavy metals: Pb / activated carbon

Heavy metals (e.g. Pb) are common contaminants of industrial wastewater and are
usually removed using various carbonaceous materials [170, 171, 229]. Therefore, the
study of the interaction between heavy metals, proven to be carcinogenic even at low
concentration, and materials used for their removal from water, such as activated
carbon, is of great importance. Detection of lead on soot particles (presumably
coming from combustion of leaded gasoline) was already shown to be possible with
laser-based mass spectrometry (e.g. Particle Analysis by Laser Mass Spectrometry,
PALMS) employing UV ionization of desorbed species [230, 231].

PbCl2 salt was dissolved in deionized water and the resulting solution was used
as a source of lead (see Section 4.3). Mass spectra recorded upon sample irradiation
with the 532 nm laser and ejecta ionization with the 266 nm laser exhibited the
characteristic isotopic distribution of Pb+ in the m/z 204–208 range, as shown in
Figure 4.11. No signal for Pb2+ or other lead derivatives was present in the mass
spectra. Moreover, experiments performed with the ionization laser switched off
gave no signal in the mass spectra, i.e. the ionized lead is not directly sampled
from the surface. The absence of Pb2+ ions can be explained by a relatively low
desorption fluence used in the experiments (limited by the carbonaceous surface ab-
lation threshold) that might be too low for desorbing these ions from the surface.
Moreover, the formation of Pb2+ in the aqueous solution is only one of many other
possibilities, as Pb − Cl is not a “pure” ionic bond (∆χPb−Cl < 1.7). Furthermore,
in aqueous solution the formation of an array of (partially) solvated ions is to be
expected. All these ions can then adsorb onto activated carbon via different mecha-
nisms (e.g. adsorption, surface precipitation, ion exchange, sorption) [171, 232–236]
and participate to further acid/base, redox or coordination reaction at the particle
surface. A thorough investigation of such a complex surface chemistry is well beyond
the scope of the present work.

Figure 4.11 Pb+ isotopes (m/z 204–208) detected by 532 nm laser desorption of the
lead/activated carbon prepared sample / 266 nm laser ionization of the ejecta / time-of-
flight mass spectrometry. Comparison with the natural isotopic abundance of Pb [237].

The signal recorded for Pb vanishes in fewer desorption pulses than in case of
aromatic species when using the same desorption fluence, Figure 4.12a. As a result,
the obtained signal decay curve contains fewer data points which results in a higher
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fitting error for all parameters. Nonetheless, fitting both models to the experimental
data, Figure 4.12a, resulted in values for the adsorption energy (Esteady−state

ads =
0.226 eV and Etransient

ads = 0.243 eV , Table 4.3) close to that found in the literature
(0.21 eV for Pb adsorbed on carbon particles obtained from bio waste [171]). A
similar value (Efluence

ads = 0.206 eV ) was also determined from the fluence curve
(Figure 4.12b, Table 4.4). The adsorption energy of Pb to carbonaceous surfaces is
therefore much lower compared to that of aromatic species [171]. The B parameter
(which is only related to the adsorbent material) is in good agreement (within the
limits of the error bars) with the values returned by the “effective temperature”
model fits on the other samples involving activated carbon (see Table 4.3). The
pre-exponential factor determined from the transient model fit (ν = 7.5 · 1012 s−1)
is in line with its theoretical value, estimated from pre-exponential factors reported
for small adsorbates [204]. To the best of our knowledge, no ν experimental value
for this system was reported in the literature.

Figure 4.12 (a) Symbols: four-zone averaged experimental data for lead desorbed in the
same experimental conditions (Fdes = 104mJ · cm−2) from the same lead/activated car-
bon sample (homogeneous coverage). Dashed lines: decay curves calculated with average
parameter values from Table 4.3. (b) Symbols: average experimental data for lead desorbed
in the same experimental conditions from multiple zones of the same lead/activated carbon
sample (homogeneous coverage). Dashed line: effective temperature model fluence curve
calculated with average parameter values from Table 4.4.

4.5.2 Effect of the adsorbent: from activated carbon to graphite
surfaces

To further explore the capabilities of the proposed method, systems exhibiting sig-
nificantly different adsorption energies need to be explored. This can be realized by
testing either distinct adsorbates on the same adsorbent or, conversely, the same ad-
sorbate on distinct adsorbents, the latter being studied here. The adsorption energy
retrieved by the proposed method corresponds to the average energy of all desorbed
molecules. If the irradiated surface contains n different adsorption sites, each one
characterized by a different adsorption energy, then the measured Eads can be ex-
pressed as an average of all adsorption energy values (i.e. energies that correspond
to all existing sites).
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Various surface defects can act as adsorption sites (e.g. vacancies, impurities) and
most of them are present and abundant on the surface of surrogate (and combustion-
generated) soot particles. The adsorption energy of aromatic compounds on adsor-
bents exhibiting defect-rich surfaces is higher than that expected when the same
compounds are adsorbed on a defect-free carbon lattice [238–240]. Since the sur-
faces of materials such as graphite and highly oriented pyrolytic graphite (HOPG)
contain a much smaller number of defects compared to activated carbon, the ad-
sorption energy of pyrene (as well as other chemical species) on such substrates is
expected to be substantially lower.

As predicted, the shape of the signal decay curve and the adsorption energy of
pyrene desorbed from a graphite sheet and HOPG are noticeably different, Figure
4.13. Since the adsorption energy is lower, a smaller number of laser pulses are re-
quired to desorb all molecules present on the irradiated spot, hence a shorter signal
decay curve is observed. The adsorption energies obtained from the fits performed
with the two models (steady-state and transient) are, yet again, very similar. Ad-
sorption energies obtained for pyrene adsorbed on HOPG (Table 4.3) are in line with
values resulting from ab initio calculations (0.42 – 0.5 eV ) [238–240]. A spread in the
values reported in the literature is determined by the use of different computational
methods. To the best of our knowledge, no experimental measurement for either
system (pyrene/HOPG or pyrene/graphite sheet) was reported in the literature.

Figure 4.13 Experimental datapoints (four-zone average) recorded with the “signal decay”
approach for pyrene desorbing from (a) graphite sheet (Fdes = 50mJ cm−2) and (b) HOPG
(Fdes = 61mJ cm−2). Steady-state (red dashed line) and transient (green dashed line)
decay curves calculated with parameters from Table 4.3.

It is also possible to obtain “fluence curves” for pyrene desorbing from graphite
and retrieve the adsorption energy and B parameter, Table 4.4. The values for
Eads and B (0.662 eV and 15.1 J−1 · K · m2, respectively) are also in line with the
values previously obtained from the signal decay (0.681 eV and 14.1 J−1 · K · m2,
respectively). Moreover, the obtained B values are close to the one calculated with
values sourced from the literature (16.2 J−1 ·K ·m2).

The adsorption energy value obtained for pyrene desorbing from the graphite
sheet ranges between the ones retrieved for activated carbon and HOPG, which
is expected since this substrate contains an intermediate number of defects com-
pared to HOPG (fewer surface defects) and activated carbon (more surface defects).
This assumption can be verified using Raman spectroscopy [21]. Raman spectra,
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obtained with a Renishaw spectrometer (514 nm excitation wavelength, see Section
2.2.1.3), of the analyzed samples (activated carbon, graphite sheet and HOPG) were
deconvoluted into two bands - D (associated with the disordered structure, centered
at 1350 cm−1) and G (arising from the stretching of the C − C bond, centered at
1580 cm−1) [146, 241], Figure 4.14. Even though Raman spectra of soot particles are
usually deconvoluted into five or even six different bands [21, 85], D and G bands by
themselves are able to provide useful information about the presence of structural
defects and allow to make a qualitative comparison of the studied samples. It can
be clearly seen that for the activated carbon sample both bands exhibit comparable
intensities while for the other substrates the D band has a much smaller intensity
and completely vanishes for the HOPG sample. This indicates that for the graphite
sheet and HOPG the contribution of surface defects is significantly reduced, effec-
tively lowering the number of adsorption sites related to them. As a result, a higher
percentage of desorbed molecules will originate from adsorption sites associated with
the ideal graphitic lattice, which, for carbonaceous substrates, are characterized by a
lower adsorption energy [239, 242, 243]. It is worth noting that the D band provides
information only about the disordered graphitic lattice (e.g. graphene layer edges)
and cannot be used to study the contribution of other defects, for instance impu-
rities. Nevertheless, this information is extremely useful and explains the observed
decrease in the adsorption energy of pyrene.

Figure 4.14 Comparison between Raman spectra of three different carbonaceous samples
used in adsorption energy studies: activated carbon, graphite sheet, and HOPG. Spectra
were deconvoluted into two bands: D and G.

4.6 Toward studying complex soot samples

In the previous subsection it was shown that the structure of the substrate impacts
the mean adsorption energy of a compound. When it comes to combustion gen-
erated soot particles, the structure of emitted particles highly depends on the fuel
and combustion conditions. Therefore, the adsorption energy obtained with the
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proposed method would change in accordance with the combustion regime. Fur-
ther, chemical species generated during the combustion process can be found at the
same time in two phases: adsorbed on the surface of soot particles and in the gas
phase [85, 152]. Chemical compounds that are present in the gas phase can adsorb
on different surfaces, including soot particles, during the transport or collection of
combustion by-products. The ability to differentiate between species that have been
adsorbed on the surface of soot particles during soot formation and the ones that
adsorbed at a later stage (chemi- or physisorbed, respectively) can potentially reveal
the key species that are present in the combustion region during soot inception pe-
riod. This separation between the two groups of compounds (adsorbed during and
after combustion) can be achieved by measuring their adsorption energy. As a first
step in developing a reliable detection and classification method, a soot sample was
analyzed, Figure 4.15. The sample was obtained (A. Faccinetto) by collecting com-
bustion generated byproducts (both particulate and gas phase) from a laboratory
methane flame using an impactor centered onto a Ti wafer. This sampling system,
developed by A. Faccinetto and C. Irimiea and described in more detail in [30, 120],
spatially separates the particulate and gas phase. The separation between phases
enables the study of the same compound (combustion generated) adsorbed to either
bare Ti wafer (during collection) or soot particles. Three different concentric regions
are seen on the sample: the first (center) corresponds to soot particles, the second
one (first light circle) is associated with the condensed gas phase adsorbed on the Ti
surface, and the third (grey circle) is a mixture of the two phases, Figure 4.15. The
third region forms due to bouncing of soot particles from the center of the sample
during the collection process. The association between the zone on the sample and
its composition was confirmed by Raman spectroscopy performed on each of the
three zones, Figure 4.15. A strong soot signature (D and G bands) was identified in
the center of the sample (soot particles) superimposed on a high fluorescence back-
ground. The observed fluorescence background can be attributed to surface organic
content [244] (i.e. organic species such as PAHs adsorbed on the surface of soot
particles). Only the fluorescence background was detected in the second zone of the
sample, suggesting that this zone is associated with species condensed from the gas
phase on the Ti surface. A much weaker soot signature, compared to the center of
the sample, was detected in the third zone, indicating the small amount of present
soot particles.

The signal decay curve for m/z 202 was recorded for each of the aforementioned
regions and then compared, Figure 4.16. The signal decays obtained for the three
zones clearly show a different behavior determined by the mean adsorption energy
of the C16H10 compound. It seems that the adsorption energy is the smallest for
compounds desorbing from the Ti wafer (associated with the condensed gas phase)
as the signal vanishes after fewer desorption pulses. For the central region (soot
particles), the decay resembles the one observed for surrogate soot. The decay
from the third region (mixture of particulate and gas phase), as expected, appears
to be a combination of the other two, so that the analyte is desorbing from both
soot particles and Ti wafer. It is clear that only by following the signal decay it
was possible to discriminate between different zones of the sample containing the
same chemical compound adsorbed on different surfaces, and thus having different
desorption energies. This shows the potential of the proposed method in the study
of samples exhibiting sub-millimeter range heterogeneities.
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Figure 4.15 Laboratory flame byproducts deposited on a Ti wafer with a home-built im-
pactor (top left) and Raman/fluorescence spectra recorded on various zones of the sample.
The sampling technique enables the separation of the two phases present in combustion
byproducts: particulate and gas phase. The sample contains three different concentric re-
gions: center – corresponds to soot particles and gas phase condensed on their surface, first
light circle – gas phase (condensable gas) adsorbed on T i wafer, and the second, darker
circle – a mixture of the two phases containing a lower amount of soot particles. Raman
spectra of each zone of the sample (bottom panel) illustrate a significantly different response.

Figure 4.16 Signal decays corresponding to different zones (soot, condensed gas phase,
and soot+gas phase) of the sample shown in Figure 4.15.
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4.7 Conclusion

In this section, a new method of adsorption energy determination based on laser
induced thermal desorption was formulated and experimentally validated. Two dif-
ferent mathematical equations modeling the desorption phenomena were derived.
The “effective temperature” model approximates the desorption process to a steady
state phenomenon. This model, while greatly simplifying the calculations, also only
constitutes a rough approximation of the physical process. The higher computa-
tional speed allows it to be used in conjunction with real-time chemical mapping
to better characterize the zone of interest (shown to be possible for a sample with
spatially separated particulate and gas phase). The more elaborated transient tem-
perature model accounts for the fast variation of the surface temperature triggered
by the absorption of the laser pulse. This model implies increased complexity, but
it describes a scenario much closer to the physical reality. Additionally, this model
features very little correlation between the variables. Both models fit well the exper-
imental data and provide results close to the values reported in the literature that
were determined from temperature programmed desorption measurements and ab
initio calculations. The adsorption energy was determined for two organic molecules
(pyrene and coronene) as well as for an inorganic adsorbate (lead). This approach
was also able to retrieve the adsorption energy of different compounds co-adsorbed
on the same sample (from the same measurements). This serves as a good “proof of
concept” for the method, proving that laser induced desorption combined with the
mathematical formulations presented here can be used to study adsorption mecha-
nisms.

The presented method is sensitive enough to show how the structure of the adsor-
bent (e.g. number of surface defects) can significantly change the mean adsorption
energy. As expected, the adsorption energies derived from the experiments increase
with the number of surface defects. As a result, this method can be used to probe
and monitor defect densities of various adsorbate/adsorbent systems, complement-
ing the sample characterization obtained with other surface sensitive techniques, for
instance, micro-Raman spectroscopy. While currently limited to sub-millimeter scale
heterogeneities, the lateral resolution could be improved by reducing the diameter of
the desorption laser spot size. The high sensitivity of the technique (ensured by the
mass spectrometric detection) can be used to finely map spatial variations of physi-
and chemisorption interactions across heterogeneous samples, possibly containing
small surface inclusions (regions with a distinct composition).

The capabilities of the proposed method open perspectives of application in var-
ious fields. First, it can serve as a benchmark for adsorbate/adsorbent systems
against which other methods (e.g. ab initio calculations) can be compared. On
a technological level, it can also encourage the development of advanced materi-
als specially designed to selectively target and capture dangerous compounds such
as toxins or heavy metals [245]. This method can be used to characterize cat-
alytic and energy storage materials [246] as well as thin films grown by physical
or chemical deposition methods [247, 248], which can (depending on the deposition
geometry, substrate etc.) exhibit quite large heterogeneities [249, 250] in their adhe-
sion/adsorption properties. The local character of the proposed technique (defined
by the laser beam diameter) in conjunction with a fast mathematical treatment (in
the form of the simplified “effective temperature” model) can help in implement-
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ing a real-time, spatially-resolved probe directly in the technological process line.
Finally, in the combustion field, the proposed method can help shed light on the
formation process of soot particles [30, 99] by identifying the origin of the aromatic
species present on their surface (i.e. remnants of the nucleation/growth process or
condensation from the gas phase).
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Conclusions and perspectives

The main objectives of my PhD work was the study of the physico-chemical charac-
teristics of size-selected particles emitted by a gasoline direct injection engine, and
the development of a new analytical approach for measuring the adsorption energy
of chemical species on carbonaceous surfaces. Therefore, this research is structured
into two main topics. The first topic is related to the collection of size-selected soot
particles from an ICE engine and their subsequent analysis. The combination of
multiple analytical techniques employed in this study resulted in a comprehensive
physico-chemical characterization of ICE emissions. As the reactivity and toxicity
of combustion-generated particles, such as soot emissions of an ICE, are mainly
determined by their surface chemical composition, it is also important to study
the interaction of adsorbed chemical compounds with the particle surface, in order
to truly understand and predict their impact on climate and human health . For
that reason, the second part of the thesis is dedicated to fundamental adsorption
studies, involving various chemical species (adsorbate) and carbonaceous surfaces
(adsorbent), with the ultimate goal being the development and validation of a novel
laser-based method for determining the adsorption energy of adsorbates.

As already mentioned, the first part of the thesis focused on the physico-chemical
characterization of engine emissions, study performed in the framework of the H2020
PEMS4Nano project with the objective to develop a robust, reliable and repro-
ducible particle emission monitoring system for particles as small as 10 nm thus
contributing to possible future automobile regulations. In this project, a bottom-up
approach was selected for the development of such a system, involving a theoreti-
cal framework meant to model particle formation and evolution in the engine and
exhaust system [61]. Training and validation of such a model requires extensive infor-
mation about the physico-chemical properties of the emitted particles – a database
that was obtained in this study. Furthermore, both polydisperse and size-selected
particles were analyzed as to gain insight into the size variation of soot properties,
and offer a higher level of data granularity. A single-cylinder test engine was used
as a particle generator. Engine emissions obtained in several regimes were stud-
ied, encompassing a number of operating conditions encountered during real driving
conditions as well as some associated with common mechanical malfunctions (e.g.
engine wear, fuel system failure).

Particles were sampled from the engine exhaust and separated into different
size-bins for subsequent analysis. Additionally, an original two-filter system [85, 86]
was employed to sample simultaneously the gas phase and the particulate matter
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(without size-selection) from the exhaust of the engine on separate substrates. A
multitechnique offline analysis was then employed to acquire extensive information
about the structure, morphology and chemical composition of collected samples.
The morphology and nanostructure of individual particles were studied by means of
scanning or transmission electron microscopy (TEM) and atomic force microscopy
/ tip-enhanced Raman spectrometry (AFM/TERS). These measurements demon-
strate the ability to study individual solid particles as small as 6 nm that were
explicitly identified as being soot based on their unique Raman signatures (D and G
bands obtained with TERS) and turbostratic nanostructure (TEM). These TERS
measurements were performed, to the best of our knowledge, for the first time on
ultra-fine combustion-generated particulate matter and show how diverse the soot
particles are (at least in terms of nanostructure), even when they are generated by
the same engine, operating in the same conditions, and collected in the same size
bin [103]. This finding is very important for interpreting the off-line chemical com-
position measurements that followed and were carried out by mass spectrometry
techniques that rather than probing individual particles, deal with many of them
at the same time (the number is determined by the laser or ion beam diameter).
Therefore, the properties and trends derived from the subsequent chemical composi-
tion analyses are averaged over many (different) particles, and thus are statistically
significant. Such trends offer valuable input for the theoretical model, also operating
with statistical approaches on particles ensembles [61].

Detailed molecular-level characterization of particulate matter was obtained with
ex-situ techniques such as Time-of-Flight Secondary Ion Mass Spectrometry and
Two-Step Laser Mass Spectrometry. The latter has been developed by the ANA-
TRAC group for more than 15 years to study the surface chemical composition of
combustion-generated particles [30, 78, 97–99, 102, 103, 184, 198, 251, 252]. The ob-
tained information in conjunction with statistical procedures [30, 102, 103] showed
decisive evidence that the chemical composition depends on particle size. Moreover,
such a molecular-level characterization allowed the identification of key chemical
markers (e.g. aromatic compounds, hopanoid species) that helped us identify the
main particle production source (e.g. fuel, lubricant, engine wear). In addition, the
specific chemical composition was used to discriminate particles that were produced
in different engine regimes, including the ones associated with mechanical failures.
Such a separation was also possible for samples containing gaseous emissions (i.e.
the gas phase) and even where all particle sizes were collected simultaneously (i.e.
polydisperse particles). A clear relationship was observed between the elemental
carbon (EC) content and carbon clusters, as well as an excellent correlation be-
tween the organic carbon (OC) content, the volatility, and the presence of aromatic
species. The aromatic compounds proved to be the main chemical species associated
with the volatile organic fraction. The OC/EC partitioning was additionally shown
to vary with particle size and engine regime [103].

The particle measurement programme [46] specifies that only solid (non-volatile)
particles (i.e. particles that do not evaporate below 350°C) must be measured, and
thus requires the addition of a volatile particle removal (VPR) system to the particle
measurement device. Current PMP compliant systems use an evaporative tube (ET)
to remove the volatile particles, which proved to be a robust and reliable solution
for measurements of particulates larger than 23 nm. When it comes to smaller ones,
specifically smaller than 23 nm, the use of ET may lead to a significant increase in the
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number of artifact ultrafine particles formed by renucleation of semivolatiles [253].
Therefore, the use of the a catalytic stripper (CS) seem to be more effective in pre-
venting the formation of non-solid artifacts [253], which may considerably increase
the robustness of the PMP system for ultra-fine particles. Moreover, the measure-
ments performed with both a CS and an ET showed that the differences between
the results obtained for different VPR systems only become significant for smaller
particles [253], and thus a CS-equipped PMP system will be backward compatible
with previous regulations (i.e. measurements obtained with a CS-equipped PMP
system for particles larger than 23 nm will be equivalent to the ones obtained with
an ET). In order to evaluate the efficiency of a PMP compliant CS, measurements
of the volatile organic fraction were performed on different phases collected from the
ICE exhaust (i.e. particulate and gas phase) as well as on size-selected particles.
Mass spectrometry analyses showed that the catalytic stripper effectively removed
the organic content regardless of the phase (gas or particles), as demonstrated by
a drastic reduction (more than one order of magnitude) of the corresponding par-
tial ion count. Regarding size-selected particles, it was discovered that the smallest
ones (10–32 nm) hold a larger volatile fraction, and thus are the most affected by
the removal of organic compounds by the catalytic stripper. A similar conclusion
(i.e. that smallest nanoparticles have the most important surface-organic fraction)
was obtained with online aerodynamic-mass-mobility measurements∗ performed in
parallel with the collection of samples analyzed here [254]. Moreover, there is an
excellent agreement between the theoretical predictions [61] and independently per-
formed chemical and physical characterizations. These findings highlight that the
volatile fraction covering the solid carbonaceous core of particulates present in the
raw engine exhaust may represent a significant fraction of the overall particle mass.
These results evidence the importance of stripping the volatile fraction from the
sampled exhaust (with a CS) as to obtain reliable and repeatable measurements for
particles as small as 10 nm in a variety of engine regimes. Ultimately, a PMP system
that includes a CS, designed to have both a high catalytic function efficiency and low
particle losses, and calibrated with the theoretical model trained on experimental
data presented in this work represents a robust technology that can serve as a basis
for regulating sub-23 nm particles.

The presented work and conclusions give the motivation for the second part of
this PhD which focuses on fundamental studies of the adsorption process of various
chemical species on carbonaceous surfaces. Adsorption studies can help identify the
adsorption mechanism of chemical compounds present on a surface (physisorption
or chemisorption) which is beneficial for a number of reasons. First, since the be-
havior of carbonaceous particles, such as soot, in the atmosphere is determined by
the processes occurring at the surface, information on the adsorption energy (i.e.
interaction strength between an atom/molecule and the surface) can provide neces-
sary information to better understand, predict, and potentially minimize the health
and climate impact of carbonaceous particle emissions. For one, the adsorption en-
ergy of condensed species is closely related to the volatility of the surface organic
layer present on soot particles, and thus can help predict the impact of various VPR
systems. Ultimately, such information can be used to design a VPR system well
adapted for the treatment of particles emitted by a given source. Another reason

∗Measurements performed by a research group from University of Cambridge led by Dr. Adam
Boies.
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to study the adsorption mechanism on carbonaceous particles is the potential to
gain insights into the complex and still only partially understood soot formation
process [30, 99] by identifying the origin of the aromatic species present on their
surface. This is possible since adsorption energies define whether the surface species
(adsorbates) are chemisorbed or physisorbed, and therefore if the surface molecular
compounds result from surface chemistry (remnants of the soot formation) or phys-
ical condensation [76]. Finally, since carbonaceous materials are ubiquitous, such
studies can help design better carbon-based advanced materials for industrial use,
for instance materials designed for adsorptive fixation of organics/toxins in the gas
and liquid phases for treating wastewaters and emission gasses [72–75, 245].

Within the adsorption studies, a new method of adsorption energy determina-
tion based on laser-induced thermal desorption was formulated and experimentally
validated. The development of this method included derivation of two different
mathematical models describing laser-induced desorption phenomena. The “effec-
tive temperature” model approximates the desorption process to a steady state phe-
nomenon. While only representing a rough approximation of the physical process,
this method greatly simplifies the calculations, and thus can be used in conjunction
with real-time and spatially-resolved chemical mapping as to better characterize the
surface of heterogeneous samples, for instance, directly in the technological process
line for advanced materials. The validity of such an approach was demonstrated
for a sample with spatially separated particulate and gas phase, each characterized
by a different adsorption energy. The more elaborate transient temperature model
accounts for the fast variation of surface temperature triggered by the absorption
of the laser pulse. This transient temperature model, while being more complex
and computation intensive, describes a scenario much closer to physical reality. In
addition, it features very little correlation between the variables. The method was
validated by determining the adsorption energy for two organic molecules (pyrene
and coronene) as well as for an inorganic adsorbate (lead). Both mathematical mod-
els fit well the experimental data and provide results close to the values reported
in the literature that were determined from temperature programmed desorption
measurements and ab initio calculations. The developed approach was also able to
retrieve the adsorption energy of different compounds co-adsorbed on the same sam-
ple (from the same measurements). These measurements serve as a good “proof of
concept” for the method, proving that laser-induced desorption combined with the
derived mathematical formulations can be used to study adsorption mechanisms.

The developed method has high enough sensitivity to show how the structure
of the adsorbent (e.g. number of surface defects) impacts the mean adsorption
energy characterizing the adsorbate-adsorbent system. Specifically, the measured
mean adsorption energy increases with the number of surface defects. As a result,
the proposed method can be used to probe and monitor adsorbent defect densities,
complementing the sample characterization obtained with other surface sensitive
techniques, for instance, micro-Raman spectroscopy. The high sensitivity of the
technique, on account of the low detection limit of the mass spectrometric setup,
can be used to finely map spatial variations of physi- and chemisorption interactions
across heterogeneous samples.

The results obtained during this thesis point out that the analysis of combustion-
generated aerosols can be very complex, and can require further optimization of
the methodology in place. Therefore, this work brings new research opportunities
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for improving both the instrumentation and data-treatment methodology. First,
the spatial resolution of the HR-L2MS instrument is significantly improved with
the addition of a new ion source that combines laser desorption/ionization with an
optical microscope, Figure 5.1. The new source∗∗ was installed and tested during this
work with some preliminary optimizations applied during several pilot experiments.
In the new configuration, transmission and reflection images of the sample can be
obtained simultaneously with the desorption, and subsequent ionization of adsorbed
species, Figure 5.1. The lateral resolution of the setup is considerably improved
by decreasing the laser-irradiated sample area to only ∼300µm2. The new source
features a fully motorized sample holder with a nm-range positioning resolution,
which in conjunction with a reduced laser desorption spot enables the high-resolution
chemical mapping of the analyzed sample. The obtained chemical image can be later
superimposed on the optical picture of the sample, and thus considerably facilitating
the analysis of heterogeneous surfaces. The optimization of the new source along
with the development of the real-time chemical mapping methodology, well adapted
for the analysis of highly heterogeneous samples, is undertaken by another PhD
student (Siveen Thlaijeh).

Figure 5.1 Top panel – 3D representation of the new ion source installed on the HR-L2MS
instrument that combines laser desorption and laser ionization with optical microscopy.
Bottom panel – Internal layout of the new ion source illustrating the relative position of
optical microscopy elements. The sample, positioned horizontally on a motorized platform,
is irradiated at normal incidence by a desorption laser beam, focused on its surface with
the Cassegrain objective (the same objective as used for microscopy). The ionization laser
intercepts the expanding plume in an orthogonal direction. The ions are then guided into
the inlet of the ion source, described in Section 2.2.2.3.

∗∗The new ion source was manufactured by Fasmatech S&T.
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The new desorption/ionization source, once well characterized and optimized,
will significantly contribute to the further development of various research axes.
First and foremost, a much smaller desorption spot (∼10 µm diameter instead of
currently 700 µm) will allow the refinement of the adsorption energy values deter-
mined in this work with a much smaller mapping scale. With this in mind, a new
PhD thesis (Joelle Al Aseel) will start (Oct. 2020) in collaboration with the the-
oretical physico-chemistry group of the PhLAM laboratory. Systematic adsorption
studies of species present on a variety of substrates, not only carbonaceous, will be
continued and refined at experimental and theoretical levels. The new source will be
also beneficial for targeting micrometer-range heterogeneities, a great asset in, e.g.,
the search for organic matter in fossil inclusions for paleontological purposes (quest
for early-life molecular markers, thesis of S. Thlaijeh in collaboration with Dr. K.
Lepot, LOG laboratory). From the combustion perspective, a smaller desorption
laser spot translates into fewer irradiated particles, and thus can help highlight the
variability between particles produced in the same regime and sampled in the same
conditions (which was already observed here with microscopy techniques, Chapter
3). The new source will enable the analysis of sub-picogram amounts of field- or
lab-collected samples, which represents a significant improvement for the adsorption
energy studies and for the chemical analysis itself.

Furthermore, the analysis of some samples can be quite challenging (or impos-
sible) under vacuum conditions. One example is given by the analysis of in vivo
biological tissues to, e.g. detect molecular markers of cancers. The collaboration
started by the ANATRAC group with the PRISM laboratory (Prof. I. Fournier,
Prof. M. Salzet) led to the development of an atmospheric pressure IR laser des-
orption approach dedicated to medical/biological purposes [255–261]. Efforts to
generalize this to all types of samples, by changing the desorption/ablation mecha-
nism with the use of other wavelengths, and by adjoining various and complementary
highly-effective post-ionization sources (photonic, plasma, electron attachment etc.)
are starting, especially in the frame of the new France-Bayern funded project with
the Technical University of Münich (Prof. C. Haisch). The final goal of these ef-
forts is to propose a versatile multi-diagnostic experimental arrangement combining
atmospheric pressure mass spectrometry, Raman spectroscopy, and Laser Induced
Breakdown Spectroscopy (LIBS) in a unique instrument. A PhD thesis co-funded
by Horiba Scientific (Dr. S. Legendre) will start on this subject in October 2020
(Vikas Madhur). As said above, the experimental developments performed in this
work could be helpful for these future endeavors.

At the theoretical/computational level, the new tools developed in this thesis will
serve further works (for instance, those related to the control and data processing of
the new HR-L2MS spectrometer) and open some interesting perspectives. As pre-
viously mentioned, the physico-chemical characterization of combustion-generated
soot particles obtained in this work was used by the University of Cambridge and
CMCL Innovations for the development of a theoretical model to simulate the for-
mation and evolution of soot particles in the engine. Information on the chemical
composition of emitted particles, clustered by unsupervised machine learning algo-
rithms into several groups, was later linked to specific sources (i.e. fuel, lubricant,
engine wear) or engine regimes. Therefore, such a comprehensive database can also
be used to help interpret mass spectrometry data obtained from other soot parti-
cles or even other types of samples. This can be achieved by utilizing supervised
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machine learning algorithms trained and validated on the available, already labeled
data. Such a model, based either on decision trees, combination of PCA, clustering
and k-nearest neighbors algorithm or even neural networks [262], has the poten-
tial of determining the provenience (e.g. in terms of engine regime and size-bin) of
soot particles only from the obtained mass spectrum in a fully automated manner.
Moreover, such a model will also be able to assign chemical formulas to unknown
mass peaks and perform cross-validation to ensure a high assignment confidence. A
model built with the data presented in this work will only be able to make accurate
predictions for particulate matter emitted by a gasoline engine. However, as a large
number of combustion-generated aerosols collected from a variety of sources were
analyzed during the development of the L2MS instrument by the ANATRAC group,
a great amount of mass spectrometry data was generated and can be used to extend
the capabilities of the prediction model. Training a model on such a large dataset
will allow the algorithm to differentiate between, e.g. soot particles produced by
different combustors operating on different fuels. This automatization can poten-
tially enable the on-site real-time identification of major particle producers (source
apportionment) in polluted areas, at a molecular level of description beyond the
current performances of aerosol mass spectrometers and associated data processing.
The development of such a model represents an exciting perspective for the work
started here.
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Caractérisation physico-chimique de nanoparticules sélection-
nées en taille émises par moteur à combustion interne et méth-
ode originale pour la mesure des énergies d’adsorption sur sur-
faces carbonées par spectrométrie de masse laser

Résumé
Les émissions à l’échelle mondiale de particules carbonées fines et ultra-fines présentent
un risque bien connu pour la santé et soulèvent des préoccupations environnementales im-
portantes. Bien que les niveaux ambiants de particules carbonées aient été considérable-
ment réduits au cours des dernières décennies par les restrictions successives des normes
d’émission, leurs rejets dans l’atmosphère continuent de représenter l’une des principales
sources de particules dans les zones urbaines. Les émissions de particules ultra-fines (suie)
générées par les moteurs essence à combustion interne modernes sont au centre des préoc-
cupations puisque les plus petites d’entre elles ne sont actuellement pas concernées par
les règlementations sur les émissions automobiles qui se limitent aux particules de taille
supérieure à 23 nm. Les effets potentiels sur l’environnement et la santé de ces émissions
ultra-fines ne sont pas encore complètement compris en raison de l’absence de caractérisa-
tion expérimentale de ces nanoparticules carbonées.

La caractérisation physico-chimique détaillée de particules sélectionnées en taille émises
par un moteur essence à combustion interne a été réalisée dans ce travail pour fournir des
informations cruciales au bon développement de nouvelles technologies pour la détection
et la mesure des particules de taille inférieure à 23 nm. Ces analyses ont été réalisées dans
le cadre du projet H2020 PEMS4Nano qui vise à développer une technologie de mesure
robuste, fiable et reproductible de particules ultrafines atteignant une taille aussi petite
que 10 nm émises sur banc de test et en conditions réelles de conduite. Les caractérisa-
tions chimiques de ces particules sélectionnées en taille ont été réalisées par spectrométrie
de masse (par exemple de type désorption ionisation laser, L2MS), qui révèle au niveau
moléculaire des informations essentielles sur les classes chimiques des composés les consti-
tuant telles que les organosulfates, les hydrocarbures oxygénés, les hydrocarbures azotés,
les métaux ou les hydrocarbures aromatiques polycycliques. La morphologie des particules
émises a été sondée avec des techniques de microscopie à force atomique, microscopie élec-
tronique en transmission et à balayage. La spectroscopie Raman exaltée par effet de pointe
a été également appliquée pour la première fois à des particules de combustion inférieures
à 10 nm pour recueillir des informations sur leur nanostructure.

La composition chimique de suface et la nature de l’interaction entre les adsorbats et la
surface (chimi/physi-sorption) régissent la réactivité des particules dans l’environnement
et leurs effets nocifs sur la santé humaine. Afin de mieux comprendre ces interactions et
prédire leurs impacts, il est nécessaire de pouvoir déterminer les énergies d’adsorption des
composés chimiques présents à la surface des particules. Dans ce but a été développée et
validée dans ce travail une nouvelle méthode basée sur le phénomène de désorption induite
par laser pour déduire l’énergie d’adsorption d’espèces chimiques sur différents types de
surfaces carbonées à partir de spectres de masse L2MS. Cette procédure expérimentale a
été développée pour être rapide, résolue spatialement, sensible aux molécules de surface,
et, supplémentée par un modèle théorique décrivant le phénomène de désorption, permet
de déterminer l’énergie d’adsorption sur une grande variété d’échantillons. La preuve de
concept de la méthode a été fournie par son application à des systèmes chimiques de
complexité grandissante, montrant son énorme potentiel pour l’étude d’échantillons de
terrain complexes.

Mots-clés: spectrométrie de masse laser, caractérisation physico-chimique, aérosols

générés par la combustion, moteur à combustion interne, surfaces carbonées,

nanoparticules



Physico-chemical characterization of size-selected internal com-
bustion engine nanoparticles and original method for measur-
ing adsorption energies on carbonaceous surfaces by laser mass
spectrometry

Abstract

The extensive global emissions of fine and ultra-fine carbon-based particulates present a
well-known health risk and raise significant environmental concern. Although the ambi-
ent particulate matter levels have been significantly reduced in the past decades by the
successive tightening of emission standards, transport emission of carbonaceous particles
continues to represent one of the main sources of particulates in urban areas. A major con-
cern is now raised by the ultra-fine particle (soot) emissions of modern internal combustion
engines. A large portion of these emissions are not covered by existing vehicle emission
regulations that only limit the number of particles larger than 23 nm. The potential envi-
ronmental and health effects of ultra-fine vehicle emissions are still not entirely understood
due to the lack of experimental characterization of such carbonaceous nanoparticles.

Detailed physico-chemical characterizations of size-selected particulate matter emitted
by an internal combustion gasoline engine (ICE) were carried out in this work to support
the development process of measurement technologies for sub-23 nm particles. These
analyses were performed in the framework of the H2020 PEMS4Nano project which aims
to develop robust, reliable, and reproducible measurement technology for particles down
to 10 nm for both chassis dyno and real driving emissions. Chemical characterizations
of the ICE size-selected particles were performed using mass spectrometry, such as laser
desorption/ionization mass spectrometry, L2MS, which gives access to detailed molecular
information on the chemical classes of critical interest such as organosulphates, oxygenated
hydrocarbons, nitrogenated hydrocarbons, metals, or polycyclic aromatic hydrocarbons.
The morphology of the emitted particles was probed with atomic force microscopy and
transmission and scanning electron microscopies. Tip-Enhanced Raman Spectroscopy was
applied for the first time to sub-10 nm combustion-generated particles to gather information
on their nanostructure.

The reactivity of particles is mainly driven by the surface chemical composition and by
the strength of the interaction between the adsorbates and the surface (physi- /chemisorp-
tion), therefore, to truly understand and predict the impact of soot emissions, the adsorp-
tion energies of chemical compounds present on their surface must be also determined. In
this regard, a novel laser-based method for determining the adsorption energy of chemi-
cal species on various carbonaceous surfaces was developed and validated. This involved
the development of a fast, spatially resolved, surface-sensitive experimental procedure
and a theoretical model that allows us to determine the adsorption energy of chemical
species adsorbed on a wide variety of samples. The proof of concept of this method has
been demonstrated on several surrogate carbonaceous systems of varying complexity which
demonstrated the great potential of the method for the future analyses of field collected
samples.

Keywords: laser mass spectrometry, physico-chemical characterization, combustion-

generated aerosols, internal combustion engine, carbonaceous surface, nanopar-

ticles
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