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Abstract

Hyperspectral imaging is used in many fields of science, for its powerful ability
to gather information in both the spatial and spectral domain. Applications
range from cell imaging in biology to remote sensing in agricultural sciences.
However, in many applications and methods, the information within the spec-
tral image is not fully utilized, leading to sub-optimal results. One of the
more prominent concerns is spatial correlation, as it is either completely dis-
regarded or considered in a sub-optimal way. In fact, the spatial dimension
is usually unfolded pixelwise to provide a two-dimensional data matrix prior
to applying chemometric methods, such as decomposition by Principal Com-
ponent Analysis (PCA) or Multivariate Curve Resolution-Alternating Least
Squares (MCR-ALS). In the thesis project, novel tools have been developed
to simultaneously consider the spatial and spectral dimensions, as well as
to improve mixture resolution in challenging situations, where current tools
might fail to retrieve adequate solutions.
The first developed tool is named ”Image Decomposition, Encoding and Lo-
calization” (IDEL) which takes a spatial approach to spectral image analysis
maintaining the link to the spectral features that are responsible for the
observed spatial patterns. IDEL combines an exploitation step based on
wavelet filters, with a compression step based on image encoding and mul-
tivariate data analysis, and a final reconstruction in the original domain of
the most essential spatial-spectral information. IDEL has been applied on
several benchmarks representing a varied set of situations, simulated and
real. At first, simulations were developed to apply the approach in a con-
trolled manner, then moving to challenging real case studies i.e., recognition
of biological traces dispersed on different surfaces in the context of forensic
analysis, or food component distributions in food quality control. Results
showed the capability of the methodology, obtaining a new perspective on
the data that was previously difficult to access. The second tool tackles the
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very critical issue of under-represented minor components in mixtures that
the standard MCR-ALS algorithm, fails to recover, especially in presence of
noise. The proposed method is based on a weighting scheme tuned on sam-
ple (of a given mixture composition) relevance with respect to the degree of
purity each sample represents. This novel tool, named weighted MCR-ALS
has been tested in simulated data, and then applied to a pseudo real image of
a pharmaceutical tablet, where considerable gains are obtained, with respect
to the current state-of-the art. Both tools have been coded in MATLAB.
The IDEL function has been developed including a default set of parameters
that are applicable in different situations and ready to be utilized by non-
experts of the field. At the same time parameter tuning can be handled by
expert users. Both tools are set up to work across a broad range of situations.

Keywords: spectral imaging, wavelet transform, image analysis, decompo-
sition, spectral unmixing, multivariate curve resolution



Riassunto

L’imaging iperspettrale e utilizzato in molti ambiti scientifici, per la sua
capacità di acquisire informazioni sia nel dominio spaziale che in quello spet-
trale. I campi di applicazioni si estendono da tecniche di imaging (Raman,
multicanale, etc.) nello studio delle cellule in biologia al telerilevamento nelle
scienze agrarie. Tuttavia, in molte applicazioni le metodologie sviluppate non
utilizzano completamente le informazioni contenute nell’immagine spettrale,
portando a risultati non ottimali. Uno dei problemi più rilevanti e che la
correlazione spaziale viene completamente ignorata o considerata in maniera
inadeguata. Infatti, la maggiorparte degli approcci prevede l’unfolding pix-
elwise della dimensione spaziale per fornire una matrice di dati bidimension-
ale, che sarà poi sottoposta all’applicazione di metodi chemiometrici, come
la decomposizione mediante l’analisi delle componenti principali (PCA) o
la risoluzione spettrale mediante il metodo Multivariate Curve Resolution
(MCR-ALS). Nel progetto di tesi sono stati sviluppati nuovi approcci/ al-
goritmi per considerare simultaneamente le dimensioni spaziale e spettrale e
per migliorare la risoluzione dei componenti puri in miscele complesse, dove
i metodi attuali forniscono soluzioni non del tutto adeguate.
Il primo algoritmo sviluppato e stato chiamato “Image Decomposition, En-
coding and Localization” (IDEL), e adotta un approccio spaziale nell’analisi
delle immagini spettrali, evidenziando la corrispondenza tra i patterns spaziali
osservati ed i profili spettrali che ne sono responsabili. IDEL utilizza uno step
di esplorazione/espansione basato su filtri wavelet, combinato con uno step
di compressione basato sulla codifica delle immagini mediante descrittori.
La successiva analisi multi-variata dei dati di imagine compressi consente
di catturare l’informazione spaziale-spettrale più essenziale, ed infine la sua
ricostruzione nel dominio originale. IDEL e stato applicato a diversi bench-
marks che descrivono diverse situazioni, simulate e reali. Inizialmente sono
state messe a punto simulazioni per applicare l’approccio in modo controllato,
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per poi passare a casi di studio reali impegnativi, come il riconoscimento di
tracce biologiche disperse su diverse superfici nel contesto dell’analisi forense
o la distribuzione di componenti alimentari nel controllo della qualità degli al-
imenti. I risultati hanno dimostrato la capacita della metodologia, ottenendo
una nuova prospettiva sui dati che in precedenza erano di difficile compren-
sione. Il secondo approccio/algoritmo risolve il problema molto critico della
presenza all’interno di una miscela di una o più componenti minoritarie, nel
senso di presenti in numero limitato di pixels rispetto alle altre (caso che
corrisponde ad esempio ad un componente in tracce), che l’algoritmo MCR-
ALS standard non riesce ad isolare, soprattutto in presenza di rumore. Il
metodo proposto si basa su uno schema di ponderazione tarato sulla ril-
evanza del campione, nel caso delle imagini un pixel, (di una data com-
posizione della miscela) rispetto al grado di purezza che ciascun campione
rappresenta. Questo nuovo strumento, denominato “weighted MCR-ALS”, e
stato testato su dati simulati e poi applicato ad un’immagine in spettroscopia
Raman pseudo-reale di una compressa farmaceutica, ottenendo notevoli van-
taggi rispetto all’attuale stato dell’arte. Entrambi gli algoritmi sono stati
codificati in MATLAB. La funzione IDEL e stata sviluppata includendo un
insieme di parametri pre definiti, applicabili in diverse situazioni e pronti per
essere utilizzati dai non esperti del settore. Allo stesso tempo, la regolazione
dei parametri può essere gestita da utenti esperti. Entrambi gli strumenti
sono stati progettati per lavorare su un’ampia gamma di situazioni.

Parole chiave: analisi dell’immagine spettrale, wavelet transform, analisi
dell’immagine, decomposizione, scomposizione spettrale, multivariate curve
resolution



Résumé

L’imagerie hyperspectrale est utilisée dans de nombreux domaines scien-
tifiques en raison de sa puissante capacité à acquérir des informations dans
les domaines spatial et spectral. Ses applications vont de l’imagerie cellulaire
en biologie à la télédétection en sciences agricoles. Cependant, dans de nom-
breuses applications et méthodes, les informations contenues dans l’image
spectrale ne sont pas pleinement exploitées, ce qui conduit à des résultats
sous-optimaux. L’un des problèmes les plus importants est la corrélation spa-
tiale, qui est soit complètement ignorée, soit insuffisamment prise en compte.
En effet, la dimension spatiale est généralement décomposée en pixels pour
créer une matrice de données bidimensionnelle, à laquelle sera appliquée des
méthodes chimiométriques, telles que la décomposition par l’analyse en com-
posantes principales (ACP) ou la résolution multivariée de courbes par moin-
dres carrés alternés (MCR-ALS). Dans le cadre du projet de cette thèse, de
nouveaux outils ont été développés afin de prendre en compte les dimensions
spatiales et spectrales de manière simultanée, et d’améliorer la résolution de
mélanges dans des situations complexes, où les outils actuels ne sont pas
toujours en mesure de trouver des solutions adéquates.
Le premier outil développé est appelé ”Image Decomposition, Encoding and
Localisation” (IDEL), et adopte une approche spatiale de l’analyse d’images
spectrales, une méthode qui conserve le lien des caractéristiques spectrales re-
sponsables des modèles spatiaux observés. IDEL combine une étape d’exploit-
ation basée sur les filtres d’ondelettes, à une phase de compression basée sur
le codage d’image et l’analyse de données multivariées, et une reconstruc-
tion finale dans le domaine original des informations spatiales-spectrales les
plus essentielles. IDEL a été appliqué à plusieurs cas de référence décrivant
différentes situations, simulées et réelles. Dans un premier temps, des simula-
tions ont été mises en place pour appliquer l’approche de manière contrôlée,
avant de passer à des études de cas réels plus complexes, tels que la re-
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connaissance de traces biologiques dispersées sur différentes surfaces dans
le contexte de l’analyse médico-légale, ou la distribution de composants al-
imentaires dans le contrôle de la qualité des aliments. Les résultats ont
démontré la capacité de la méthodologie, en offrant une nouvelle perspec-
tive sur des données qui étaient auparavant difficiles à comprendre. Le sec-
ond outil résout le problème crucial des composants minoritaires dans les
mélanges d’échantillons, que l’algorithme standard MCR-ALS ne parvient
pas à récupérer, surtout en présence de bruit. La méthode proposée est basée
sur un schéma de pondération calibré à la pertinence de l’échantillon (d’une
composition donnée) par rapport au degré de pureté que chaque échantillon
représente. Ce nouvel outil, appelé ”MCR-ALS pondéré”, a été testé sur des
données simulées, puis appliqué à l’image pseudo-réelle d’un comprimé phar-
maceutique, ce qui a permis d’obtenir d’avantage de données significatives
par rapport aux techniques précédentes. Les deux outils ont été codés sur
MATLAB. La fonction IDEL a été développée en incluant un ensemble de
paramètres prédéfinis, applicables dans différentes situations et prêts à être
utilisés à la fois par des experts dans le domaine, et par des non-spécialistes.
Ces deux outils sont conçus pour fonctionner dans un large éventail de situ-
ations.

Mots clés : image spectrale, wavelet transform, décomposition, déconvolution
spectrale, multivariate curve resolution



Samenvatting

Hyperspectral imaging wordt in veel wetenschapsgebieden gebruikt vanwege
het krachtige vermogen om informatie te verzamelen in zowel het ruimtelijke
als het spectrale domein. Toepassingen variëren van cel-imaging in de biolo-
gie tot remote sensing in de landbouwwetenschappen. In veel toepassingen en
methoden wordt de informatie binnen het spectrale beeld echter niet volledig
benut, wat leidt tot suboptimale resultaten. Een van de meer prominente zor-
gen is ruimtelijke correlatie, aangezien deze ofwel volledig wordt genegeerd of
op een suboptimale manier wordt beschouwd. In feite wordt de ruimtelijke di-
mensie gewoonlijk pixels-gewijs uitgevouwen om een tweedimensionale data-
matrix te verschaffen voordat chemometrische methoden worden toegepast,
zoals decompositie door Principal Component Analysis (PCA) of Multivari-
ate Curve Resolution-Alternating Least Squares (MCR-ALS). In het project
zijn nieuwe tools ontwikkeld om tegelijkertijd rekening te houden met de
ruimtelijke en spectrale dimensies, en om de resolutie van mengsels te ver-
beteren in uitdagende situaties, waar de huidige tools mogelijk niet in staat
zijn om adequate oplossingen te vinden.
De eerste ontwikkelde tool heet ”Image Decomposition, Encoding and Lo-
calization” (IDEL), die een ruimtelijke benadering hanteert voor spectrale
beeldanalyse en de link behoudt met de spectrale kenmerken die verantwo-
ordelijk zijn voor de waargenomen ruimtelijke patronen. IDEL combineert
een exploitatiestap op basis van wavelet-filters met een compressiestap op
basis van beeldcodering en multivariate data-analyse, en een uiteindelijke re-
constructie in het oorspronkelijke domein van de meest essentiële ruimtelijk-
spectrale informatie. IDEL is toegepast op verschillende benchmarks die een
gevarieerde reeks situaties vertegenwoordigen, gesimuleerd en echt. In eerste
instantie werden simulaties ontwikkeld om de aanpak op een gecontroleerde
manier toe te passen, en daarna op uitdagende, echte case-studies, zoals
herkenning van biologische sporen verspreid over verschillende oppervlakken
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in de context van forensische analyse, of distributie van voedselcomponen-
ten bij voedselkwaliteitscontrole. De resultaten toonden het vermogen van
de methodologie aan, waardoor een nieuw perspectief werd verkregen op de
gegevens die voorheen moeilijk toegankelijk waren. De tweede tool pakt
het zeer kritieke probleem aan van ondervertegenwoordigde componenten in
mengsels die het standaard MCR-ALS-algoritme niet kan herstellen, vooral
in de aanwezigheid van ruis. De voorgestelde methode is gebaseerd op een
weging-schema dat is afgestemd op de relevantie van de sample (van een
bepaalde mengsels) met betrekking tot de mate van zuiverheid die elke sam-
ple vertegenwoordigt. Dit nieuwe hulpmiddel, genaamd weighted MCR-ALS,
is getest in gesimuleerde gegevens en vervolgens toegepast op een pseudo-reëel
beeld van een farmaceutisch tablet, waar aanzienlijke winst wordt behaald
ten opzichte van de huidige stand van de techniek. Beide tools zijn gecodeerd
in MATLAB. De IDEL-functie is ontwikkeld met een set van standaard pa-
rameters die van toepassing zijn in verschillende situaties en klaar zijn om te
worden gebruikt door onervaren gebruikers in het veld. Tegelijkertijd kan het
afstemmen van parameters worden afgehandeld door de ervaren gebruikers.
Beide tools zijn ingesteld om in een breed scala van situaties te werken.

Sleutelwoorden: spectrale beelvorming, wavelet transform, beeldenanalyse,
decompositie, spectrale ontleding, multivariate curve resolution
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Chapter 1

Introduction

This chapter serves as an introduction to the field of spectral image analysis,
providing a rudimentary understanding of spectral imaging and data analysis
within the context of the thesis.

1.1 Spectral imaging

Spectral analysis by means of imaging is a dominant field within science, and
spans a vast amount of disciplines, ranging from cell analysis [5] in biology to
entire galaxies in astronomy [6]. Spectral imaging can be viewed differently,
depending on the perspective taken. It can be the method of taking spectra
of an area at discrete spatial coordinates or the method of taking images at a
set of discrete spectral channels. An illustration is presented in figure 1.1A,
showing the two perspectives. In either case a data cube is obtained, which
is three-dimensional that has two separate spatial and one single spectral di-
mensions. There are many ways of capturing a spectral image, to stay within
the scope of the thesis, we will go over a general methodology. Depending
on the apparatus, different approaches to retrieving the signal can be em-
ployed [7]. Firstly, the simplest, measuring a spectrum at a pixel position
(point scan), and moving towards the next pixel, this generates data illus-
trated in figure 1.1A (top). Secondly, single images can be taken at discrete
spectral channels (wavelength scan), this is visualised in figure 1.1A (bot-
tom). There are more ways of analyses e.g., line scanning or snapshot, where
a line of pixels or an entire image, respectively, is analysed simultaneously at
a set of spectral channels. For for the sake of understanding spectral imaging,
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2 CHAPTER 1. INTRODUCTION

Figure 1.1: Illustration of A) a spectral (top) and imaging (bottom) perspec-
tive of a spectral image; B) different measurement units of a spectral signal

the first two perspectives are adequate.

Another parameter of importance is the specific unit of measurement.
The three main units are illustrated in figure 1.1B. Starting with absorbance,
which is a unit of the amount of light absorbed by the surface and is directly
related to the chemical composition and concentration of the compounds
within it. Secondly, reflectance, which is the amount of light that is reflected
off the surface analysed, this is in relation to the chemical and morphological
composition of the surface. The final point is transmittance, which is the
amount that is not absorbed, nor reflected, and this is in direct relation
to the chemical composition of the surface, as well as the thickness of the
sample.

1.2 Data analysis

Staying within the scope of the thesis, spectral image analysis will be con-
fined to decomposing spectral images into their individual sources of variance,
extracting the relevant information, and visualising it in an understandable
form. Relevant information can be e.g. in the image as distributions, pat-
terns, objects, in the spectrum, as signatures of specific compounds, or in
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the link between the two domains. In the following sections the different
perspectives in analysing spectral images are briefly illustrated.

1.2.1 Spectral analysis

If a spectral perspective is taken, usually the first step is to unfold the two
spatial dimensions to obtain a data matrix that has size pixels × pixels by
spectral channels. The pixels are viewed as individual samples and any cor-
relation between pixels is ignored. A brief introduction is provided on one
of the more prominent ways of analysis, i.e. the utilisation of the Lambert-
Beer law [8–10], which states that, in solution, there is a linear relation-
ship between the concentration of a chemical compound and its absorbance.
Equation 1.1 formalises this relationship:

A(λ) = ϵ(λ) c l (1.1)

where, A is the absorbance, ϵ the absorptivity of a chemical compound at
a spectral channel (λ), l the path length and c the concentration. The path
length can be assumed to be constant, and is set as 1. This relationship can
be expanded to a mixture of multiple chemical compounds n, across a set of
samples x, and can be written as:

d(x, λ) =
n∑

i=1

(c(x, i)× ϵ(λ, i)) (1.2)

where d is the measurement, at a spectral channel from a specific sample.
This can be further simplified with matrix notation:

D = CST + E (1.3)

where D(I × J) is the absorbance for I samples and J spectral channels,
C(I × n) are the concentrations of the samples for the n different chemical
compounds, S(J × n) are the absorptivity’s for the spectral channels of the
different chemical compounds and E(I×J) is the instrumental error. C and
S are usually denominated as the concentration and spectral profiles, respec-
tively. With this representation, a bilinear relationship is apparent and the
standard analysis methodologies exploit exactly this relationship to recover
the underlying sources within the data.
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1.2.2 Image analysis

Perpendicular to spectral analysis is viewing the data cube as images at
specific spectral channels. Taking this perspective requires tools that can ex-
ploit the information within and between pixels. The field of image analysis
is incredibly vast, and to stay within the scope of the thesis, a subsection of
image processing will be discussed that is within the bounds of image decom-
position and encoding. Although fields such as neural networks and machine
learning play a big role in image processing, these are not within the scope
of the thesis and therefore not discussed.

Within an image is information regarding the morphological aspects of the
investigated surface. Morphological aspects consider the presence of objects
and the surface on which the objects are. Object/surface shape, roughness,
thickness and homogeneity are some aspects to consider in imaging. Different
mathematical operations can be applied to determine the various aspects, as
well as highlight or enhance specific aspects that are of importance. E.g.,
enhancing the contrast of objects with respect to the background can increase
the visibility within an image. The objective is to recover the objects or
textures that are of importance and related directly to the morphology of
the surface analysed.

1.2.3 Spectral image analysis

The goal within spectral image analysis is the recovery of chemically and/or
physically different objects. The information available is no longer, just spec-
tra or images, but a combination of the two domains. The problems that
present an opportunity for spectral imaging, are in situations where it cannot
be solved in either domain and utilising the information that is present be-
tween the two domains becomes necessary, this is coined the spatial-spectral
interplay.

Taking reflectance as an example, the signal is dependent on the morphol-
ogy and chemical composition of the surface analysed. In such a scenario,
the chemical information can be obscured due to the morphological aspects,
and vice versa. In this situation the information recovered in either domain,
would be affected by the other. This has its opposite effect as well, where if
two objects have a similar chemical composition, if physically distinguishable
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within the image the two objects can be recovered, independently.

The thesis is presented in the framework of the development of novel tools
that are able to exploit the relationships within and between the two domains
to extract relevant information within spectral imaging data.

Hyper-
A small note to consider within the context of the thesis, is that the standard

nomenclature within the field of spectral imaging for the analysis of images at a

number of spectral channels > 20 is usually denominated by the adjective hyper-,

as in hyperspectral imaging. However a reference to [11] is presented, where Polder

and Gowen advice against such wording. The thesis will not use the hyper- prefix

and present it only as spectral imaging.
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Chapter 2

State of the art

In this chapter the state of the art in spectral image analysis is discussed,
presenting a brief overview of current spectral imaging analyses, and then
moving on the the three perspectives of data analysis that are within the
scope of the thesis i.e., spectral, spatial and spatial-spectral. A brief discus-
sion on data pretreatment is presented, as well as a final paragraph on the
objective of the thesis.

2.1 Spectral imaging

Spectral imaging is an incredibly broad and deep area of science that is ap-
plied across numerous disciplines [12] e.g., agricultural [13], forensic [14, 15],
medical [5,16,17], pharmaceutical [18,19], conservation and restoration [20],
remote sensing [21], quality control [22–24], and astronomy [6] fields just to
name a few. The analyses range from cell analysis in biology [25, 26], to
atmosphere decomposition in astronomy [27]. The broad nature of the anal-
yses translates to vastly different objectives or data, as e.g. in food quality
control, the objective may be real-time analysis of foods [23], while within
the conservation sciences, the objective can be to uncover the underlying
composition of paintings [28], which might lead to understanding the painter
and the timeframe of the work.

7
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2.2 Spectral image analysis

An overview of the methods applied taking the three different perspectives
is presented.

2.2.1 Spectral analysis

Firstly, a spectral perspective can be taken, where the data are viewed as
spectra, where the correlation between samples is not considered [29]. The
methods for data analysis consider the pixels to be a set of samples, and
usually by unfolding, a data matrix is generated that has the dimensions
pixels by spectral channels that is further analysed. Methods for classifi-
cation [30–32], unmixing [33] or regression [15] are used to further analyse
these data. Within in the context of unmixing, different strategies can be
employed, with one of the most well-known techniques being multivariate
curve resolution (MCR) [34], where the assumption is that the data are bi-
linear and non-negative. Which is a fair assumption to make with regards
to absorbance spectroscopy, however in some cases e.g., near-infrared imag-
ing, where absorbance can become difficult to measure due to scattering
effects dominating the signal, the bilinear relationship might not necessar-
ily hold [35, 36]. Some methods of pre-processing can be applied to remove
such effects [37] e.g. multiplicative scatter correction (MSC) [38]. MSC is
used to equalise the scattering, however this is not taking into considera-
tion that different pixels might have different scattering contributions [39]
and trying to remove any pixel-pixel relationships that are present within
the scattering contributions will not always succeed, requiring more complex
solutions [35, 40–42]. With regards to reflectance some spatial correlation is
present that has to be accounted for [26].

2.2.2 Image analysis

The other side of the coin, with respect to spectral image analysis is the
image processing field. Within this field the focus is on the pixel-pixel re-
lationships, with different objectives in mind, e.g. image enhancement, by
frequency filtering or contrast enhancement [43,44]; segmentation by cluster-
ing [45] or edge detection [46]; object detection [4]; texture analysis [47–49],
by image encoding [50–53]; image decomposition [54]. Different processing
techniques allow for various aspects to be highlighted, e.g. with Fourier
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transform (FT) [55], where image quality can be significantly improved for a
better visualisation of the underlying components. FT is used predominantly
in signal processing [56], for its incredible power to decompose a signal into
its sine and cosine functions, and isolate the frequency content. It is how-
ever, also used in image processing, for filtering noise and increasing image
quality. Object detection is used where texture analysis can identify physical
aspects of components [4]. Image encoding transforms images into vectors
of values that describe spatial features [50]. This allows for data reduction,
making multivariate data analysis applicable without the destruction of the
spatial information, as well as making classification much easier [57]. Lastly,
image decomposition, where single images are decomposed into separate con-
stituents that make up the original. Work-horse algorithms can be applied,
such as principal component analysis (PCA) [58], however staying in the
context of image analysis, the more prominent texture decomposition tech-
niques are wavelet transform (WT) [59] and Gabor filters (GF) [60], similar
to FT. GF uses a complex number that is the multiplication of a sinusoidal
and gaussian function, and is able to detect the frequency and orientation
of textures in images. It has been compared to human visual prowess. WT
decomposes the image into a set of different frequency contents and orien-
tations. Although the methods are used in similar areas and seem similar,
WT uses a more methodical approach to extracting spatial information and
shows a higher discriminatory power [60]. Similarly to spectral analysis, a
disregard for the other side of the coin, in this case spectral correlation, will
prevent chemical interpretation.

2.3 Spatial-spectral analysis

Novel developments towards spatial-spectral analyses have become promi-
nent within the different fields [61]. One such approach is multivariate im-
age analysis (MIA), where the unfolded imaging data is augmented with
pixel neighbour information, to incorporate local-spatial information before
it is analysed with multivariate analysis tools, such as PCA or partial least
squares (PLS) regression [52, 62, 63]. MIA has been originally proposed for
RGB images [62, 63] then extended to multi-channel images [64] and only
recently to spectral images [62]. However, the number of neighbouring pixels
increases rapidly with the distance (or window size in pixels) from the centre
pixel at which to consider the neighbourhood, and this applies to all spectral
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channels, making the data unmanageable in some cases. In this context, a
parsimonious solution can be used to employ multivariate curve resolution-
alternating least square (MCR-ALS) using image processing constraints to
take into account the spatial structure [65–67]. Nonetheless, this does require
the data to strictly follow a bilinear model. If different compounds exhibit
distinct spatial features (i.e., textural patterns), and/or two (or more) of
these different compounds show a significant overlap along both the spectral
and the spatial domain, this approach may not be applicable. Some work has
also been done on image segmentation, with the integration of the spectral
domain [68], as well as utilising the spectral and spatial domain, interactively
switching between the two modes [69, 70]. The analysis of textural features
in spectral imaging has also been explored, by using the wavelet transform
(WT) [64, 71–75]. These analyses i) use a MIA-like approach, where the
local spatial information is extracted by WT, and 2D-WT sub-images are
then analysed by multivariate analysis [64,71–73], either on each single sub-
image [71,72] or on the entire data sets [64,73,74]; ii) exploit 3D-WT on the
imaging data cube [75] or iii) fuse the 2D-WT sub-images obtained at each
spectral channel [76]. These approaches also aim at linking the spectral and
spatial domains, however in some cases the spectral interpretation is not so
straightforward [75], while in others the dimensionality of the data matrix
when passing from multispectral [64] to larger spectral images become quite
large [74].

2.4 Data pre-treatment

The preprocessing of data has been briefly touched on, but as it is important
in any data analysis methodology and inherently linked with the spectral
imaging apparatus and the data analysis methodology [77, 78], a brief ex-
planation is provided on the positioning of this aspect. When an imaging
perspective is taken, the focus is on the enhancement of the discrete images,
by means of e.g., FT, contrast enhancement, where a better distinction of
components is visible within the images. Considering a spectral perspective,
the importance falls e.g., on generating bilinear data, removal of baseline or
spikes [32]. However, when a spatial-spectral perspective is taken, the consid-
eration has to be both on the image as well as on the spectral correlation [79].
Singling out either domain might affect the other.
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2.5 Objective

A general trend across the literature leans towards a fusion of the two fields,
i.e. spectroscopy and image processing. Recent work [64, 67, 76] shows that
incorporating some information from either domain is becoming easier and
new developments in the field are not uncommon. However, a note to take
is that the fusion of the two fields does not always present stand-alone novel
methods, but a fusion of existing methods to generate novel solutions to ex-
isting issues. The objective of this thesis is exactly the development of novel
solutions that exploit well-established methodologies within the respective
communities to tackle prominent issues within spectral image analysis. Si-
multaneously tackling case-studies that highlight the issues as well as bench-
marks to present the novel tools in controlled environments.
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Chapter 3

Image Decomposition,
Encoding and Localisation

Image processing methods are incredibly powerful [44,47,52], and extensions
towards spectral images have seen novel developments [64, 75]. The objec-
tive of an imaging perspective incorporating spectral information is to utilise
current image processing methodologies to extract, highlight or expand the
spatial information while exploiting the spectral information.

Image Decomposition, Encoding and Localisation (IDEL) is a general
framework developed where images are decomposed to emphasise and expand
the spatial information and then encode it to reduce the dimensionality and
highlight specific spatial features. A final step is performed to localise the rel-
evant decomposed images within the encoded information. Within this work
IDEL relies on wavelet transform [80] to expand the spatial dimension. By
applying two-dimensional stationary wavelet transform (2D-SWT) [64], the
single images at discrete spectral channels are decomposed into sub-images
that contain spatial features of different frequency contents and orientations.
This isolates distinct spatial features within an image. An encoding algo-
rithm is applied, that is able to retrieve averaged local spatial features of
single images by encoding grey-level co-occurence matrices (GLCM) into a
vector of descriptors [50, 52, 53]. This enables the method to reduce every
image into a single vector. Lastly to recover specific spectral signatures for
each spatial feature, multivariate data analysis is applied in various forms.
In this chapter the algorithm will be broken down into its subsections and
the data transformations are explained along with the algorithm. Bench-

13
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mark data are used to corroborate the results from IDEL. Different data sets
are analysed that are generated across various fields, i.e. an oil in water
emulsion, biological liquids on fabrics, and foods. Each data set has different
properties that will highlight the benefits and drawbacks of IDEL.

3.1 IDEL – Algorithm

The approach consists of five consecutive steps: (1) 2D-SWT decomposi-
tion of the spectral image resulting in wavelet sub-images; (2) from these
sub-images, computation of the GLCM; (3) calculation of morphological de-
scriptors from each GLCM; (4) rearrangement of the obtained descriptors
into a descriptors matrix (DM); and (5) multivariate modelling of this ma-
trix for the exploration of the variability of the morphological descriptors
across spectral channels. The process is illustrated in figure 3.1.

Figure 3.1: Illustration of the IDEL framework. The spectral dimension is
coloured after every step for the sake of a better visualisation. a) generic
spectral image; b) the sub-images obtained after 2D-SWT decomposition of
a; c) GLCM maps obtained from each sub-image of the wavelet decomposi-
tion depicted in b; d) the descriptors calculated from the GLCM maps; e)
rearrangement of d to obtain a single descriptors matrix (DM); f) generating
a multivariate model of DM
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These main steps, described in the following three subsections, are de-
composition, encoding and localisation. Decomposition (figure 3.1 step 1)
exploits the various features that make up the spatial structures within the
images of spectral imaging data. Encoding (figure 3.1 step 2-4) serves to
reduce the data dimensions without losing the information extracted in the
preceding step. Localisation (figure 3.1 step 5) recovers the relevant features
and sources of variance from within the encoded data matrix.

3.1.1 Decomposition - 2D-SWT

The first step consists of the decomposition of the individual images corre-
sponding to each spectral channel into a set of sub-images. 2D-SWT is a
very powerful filtering method, highlighting the different frequency contents
of an image, while maintaining their localisation with respect to the origi-
nal domain. High and lowpass filters are applied to decompose the signal
into two disjoint subspaces holding the sets of details and approximation
blocks (high and low frequencies, corresponding to sharp and smooth fea-
tures, respectively). The decomposition is iterated on the approximation
block, obtaining at each level a coarser representation of the image than in
the previous approximation block, and the filtered higher frequencies in the
details. For image analysis, the same mono-dimensional wavelet filters are
recursively applied along the two image directions, i.e. the rows and columns.
For each decomposition level, four blocks are obtained: 1) approximation (A):
a low-pass filter is applied both row- and column-wise; 2) horizontal details
(H): a low-pass filter is applied row-wise, then a high-pass filter, column-
wise; 3) vertical details (V): a high-pass filter is applied row-wise, then a
low-pass filter, column-wise; 4) diagonal details (D): a high-pass filter is ap-
plied both row- and column-wise. The specific direction along which the low-
and high-pass filters are alternated, allows for specific textural patterns to
be captured e.g., the H decomposition block highlights any pattern which
would manifest horizontally, such as stripes (hence the name horizontal de-
tails). For the V and D blocks, vertical and diagonal textural patterns are
highlighted, respectively, while the A block holds the original image where
the details are subtracted. 2D-SWT retains the size of the original image, so
that the decomposition blocks (referred to as sub-images A, H, V, and D),
for each decomposition level, are equal in size to the raw image. Wavelet
filters are grouped in specific families, which differ in shape and symmetry,
while amplitude is modulated in each family by the number of vanishing
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moments. The choice of an appropriate wavelet filter is data dependent and
providing an automatic tool to tackle this task is outside the scope of the
chapter. However, there are criteria detailed in literature to guide the choice
of suitable wavelet filters [81]. A general recommendation, that can be given
is that the simplest Haar wavelet, which comes from the Daubechies - family
(Daubechies-1) is usually a good starting point when, as in this case, the
aim is exploratory. In fact, Haar can capture general changes present in an
image, not focusing on specific spatial features, and disentangle signals that
range from sharp contrasting edges to broad structures.

In this work, the Haar wavelet is applied and showed good performance,
the maximum decomposition level compatible with the image size is used
and periodisation is set as the padding mode by default. All approximation
blocks are retained, as they might better retrieve some spatial aspects and
the redundancy that is carried with it is handled by the multivariate analysis
steps following it. Utilising 2D-SWT allows for the decomposition of a single
image into orientation-specific features of different frequency contents, main-
taining the spatial localisation of the features. This decomposition method
transforms the data cube into a five-dimensional array with dimensions pix-
els × pixels × spectral channels × decomposition blocks × decomposition
levels.

3.1.2 Encoding

Due to the decomposition methodology a single spectral image is decomposed
into a large number of data cubes. For each data cube there are as many
images as there are discrete spectral channels, this is an immense amount of
data that might not all be relevant. To analyse this data more efficiently, the
sub-images are encoded to reduce the data space from two spatial dimensions
with pixels to a single vector of descriptors. IDEL uses GLCM and general
feature descriptors to describe distinct spatial features within the sub-images,
with the assumption that most if not all of the relevant spatial correlation is
described within those descriptors.

GLCM

GLCM maps the local textures of a given image by counting how often pairs
of pixels with certain normalised integer intensity values occur at a partic-
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ular distance. GLCM starts with an image, which is quantised into a set
of levels. Within this grey-level image, a counting is done, of the different
pairs of pixels present. This counting is mapped into a square grid, with
dimensions equal to the number of grey-levels, previously set. GLCM maps
every possible pair of pixels.

There are three main parameters that are set, firstly the quantisation,
how many grey-levels the intensity is quantised in, secondly, the angle, in
which direction pixel-pairs are generated and thirdly, the offset, the distance
between said pixel-pairs. The pixels-pairs are determined by the angle and
offset, which are dependent on the wavelet decomposition block and level,
respectively.

Quantisation The quantisation is dependent on the size of the image, as
having more pixels equates to more pixel-pairs, which in turn would give more
points to be distributed across the GLCM. This means that for every image
with a different number of pixels, there is a different number of grey-levels
that are optimal, as a balance is necessary between, the intensity of the map
and resolution of the distribution. An example is shown in figure 3.2, where
the map and histogram of a GLCM with a range of grey-levels are shown,
with the original image have a size of 128× 128 pixels. As a rule of thumb,
the quantisation is set as

√
N , with N being the number of pixels. This is

heuristically determined within the bounds of the datasets analysed. This
results in a map being generated with size

√
N ×

√
N elements, containing

all possible quantised pixel-pairs. In figure 3.2 the optimal map is set at 128
bins, as it has an adequate resolution, without the loss of intensity.

Angle The details related to the orientation of specific patterns that are
within the image guide the choice of the angle at which the pixel-pairs should
be generated. In figure 3.3 the different orientations are visualised. Spe-
cific angles are selected to maintain coherency between the directions of the
WT decomposition details H, V, and D and the location of the investigated
neighbour within the GLCM. Hence, the angle is set depending on the type
of sub-image: H considers the top and bottom neighbours, V, the left and
right neighbours, and D, the top-left, and bottom-right neighbours. These
neighbours highlight the local differences within the sub-images. While for
A, as there is no specific direction, the sum of the three previous directions
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Figure 3.2: Histograms (top) and maps (bottom) of the GLCM from an
example image. Varying the number of bins from 32 bins (left) to 512 bins
(right)

is considered.

Offset Since at higher decomposition levels the image patterns become
smoother, relevant pixels are found at progressively higher distances. An
example is visualised in figure 3.4, where the horizontal details are shown
at different decomposition levels. To account for this, the offset is set as
2level−1. This permits GLCM to account for the smoother patterns that are
highlighted with increased WT decomposition levels.

Descriptors

GLCM transforms the pixels× pixels into grey-levels× grey-levels, maintain-
ing the five-dimensional array size. This can be compressed by calculating
descriptors from the GLCM of the A, H, V, and D sub-images. GLCM maps
the local structure of an image, while the descriptors calculate specific aspects
averaged over these maps. A global description is made from GLCM maps
that describe local features. A set of eight descriptors (Energy, Contrast,
Correlation, Variance, Inverse difference moment, Sum entropy, Information
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Figure 3.3: Illustration of the wavelet transform orientations of the various
details and their respective direction of variation

Figure 3.4: Illustration from horizontal details of the wavelet decomposition
levels, from low (left) to high (right)
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Measure of Correlation 1, and Maximal correlation coefficient) is computed
for each GLCM. A brief description of each of these features and their re-
spective formulas are in table 3.1.

These descriptors are selected as they are the least correlated with one
another while describing all the relevant spatial features. However, depend-
ing on the case study, distinct descriptors can be selected based on prior
knowledge or on the necessity of specific image features to be highlighted.
Encoding the GLCM into descriptors reduces the data dimensionality from
five to four, these being number of descriptors × spectral channels × decom-
position blocks × decomposition levels.

Table 3.1: Definition of descriptors [50] and their respec-
tive formulas

Descriptor Formula
Energy computes the squared sum of
all elements, giving a measure of uni-
formity of the original image, it is at a
maximum when the image is constant.

Ng∑
i=1

Ng∑
j=1

(p(i, j)2)

Contrast computes a measure of the
intensity contrast between a pixel and
its neighbour over the whole image, its
value is zero for a constant image and
is at its highest when the neighbouring
pixel intensity is very different.

Ng−1∑
n=0

n2{
Ng∑
i=1

Ng∑
j=1

(p(i, j))}n=|i−j|

Correlation computes a measure of
how correlated a pixel is to its neigh-
bour over the whole image. Correla-
tion is a measure of grey tone linear
dependency in the image, it attains
values of 1 or -1 for a perfectly pos-
itively or negatively correlated image,
respectively. It is undefined for a con-
stant image.

Ng∑
i=1

Ng∑
j=1

(ij)p(i, j)− µxµy

σxσy

Where µx, µy

and σx, σy are the means and stan-
dard deviations of p across rows and
columns of GLCM matrix, respec-
tively.
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Variance simply calculates the vari-
ance of the GLCM, giving information
on the distribution of the pairs of pix-
els.

Ng∑
i=1

Ng∑
j=1

(i− µ)2p(i, j)

The inverse difference moment returns
a value that measures the closeness
of the distribution of elements in the
GLCM to the GLCM diagonal, this is
also known as homogeneity. This is 1
for a diagonal GLCM.

Ng∑
i=1

Ng∑
j=1

1

1 + (i− j)2
(p(i, j))

Sum Entropy uses the same formula as
Entropy* but considers, instead of sin-
gle elements of the GLCM, the sum of
elements in its diagonals. Entropy*:

HXY =
Ng∑
i=1

Ng∑
j=1

(p(i, j)log(p(i, j))) It

computes a measure of disorder re-
lated to the grey-level distribution of
the image and it is large when the im-
age is not texturally uniform and many
GLCM elements have very small val-
ues.

−
2Ng∑
k=2

px+y(k) log(px+y(k)) where

px+y(k) =
Ng∑
i=1

Ng∑
j=1

p(i, j) k = i+ j

Information measure of correlation-1
computes the ratio of the difference
between overall entropy and joint en-
tropy (across rows and columns) to the
max entropy across rows/columns. It
can be interpreted as a measure of tex-
ture complexity.

HXY −HXY 1

max(HX,HY )
where HXY is Entropy* and HX(HY)
are rows (columns) Entropy, respec-
tively, i.e.:

HX = −
Ng∑
j=1

(px(i)log(px(i)))

where: px =
Ng∑
j=1

(p(i, j)) and

py =
Ng∑
i=1

(p(i, j)) , and HXY 1 =

−
Ng∑
i=1

Ng∑
j=1

(p(i, j)log(px(i)py(j)))
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Maximal correlation coefficient com-
putes the maximum correlation be-
tween two variables, which gives a
numerical measure of dependence be-
tween said variables.

It is defined as the square root of the
second largest eigenvalue of: Q(i, j) =∑
m

p(i,m)p(j,m)

px(i)py(m)

Transformation

To make the data more manageable, the 4-dimensional array is unfolded into
a two-dimensional matrix, where the dimensions of the decomposition and
encoding are unfolded into a single dimension and the spectral dimension is
retained. The resulting data matrix allows for bilinear modelling to be ap-
plied, and to correlate distinct spectral channels to descriptors that highlight
specific patterns within the images.

Pretreatment

Although the different descriptors utilise the same information within the
GLCM, they will not have the same units e.g., the Energy descriptor, which
is the sum of squares, and the information measure of correlation-1 descriptor,
which is a ratio will have vastly different values. To give equal contribution
to each descriptor, instead of standard column autoscaling of the DM ma-
trix, autoscaling has been applied per descriptor. Mean-centring and scaling
has been applied, for each descriptor, all decomposition levels, decomposition
blocks and spectral channels, pertaining to that descriptor. This pretreat-
ment allows for the multivariate analysis of the different descriptors, without
any particular descriptor dominating.

3.1.3 Localisation

The data matrix obtained after the pretreatment step is called the Descrip-
tor’s Matrix (DM), and is used to extract the most relevant information.
Although different multivariate strategies can be applied, to remain within
the scope of the thesis, the main exploratory tool will be principal component
analysis (PCA).
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DM is subjected to the exploration of the information it carries and, more
specifically, for establishing a link between the spatial and spectral informa-
tion captured by the variation of the morphological descriptors within the
investigated spectral range. A possible pathway to establishing this link in a
more systematic way is also explored, that is, the application of k-means clus-
tering to the resulting PCA loadings to get an idea about the spectral chan-
nels that exhibit similar variance in the descriptors. DM contains descriptors
on sub-images at every spectral channel, encoding spatial information in the
rows and retaining spectral information in the columns. Applying PCA to
DM, thus scores and loadings relate to the spatial and spectral information,
respectively. The number of PCs to consider is of course data dependent and
a scree-plot is used as a guideline. Each point in the scores plot corresponds
to one descriptor of a sub-image (A, H, V or D) at a specific decomposition
level. As such, looking at the scores, the most distinct spatial features can be
identified. The loadings plot, in conjunction with the scores plot, enables us
to establish a link with the spectral channels. In fact, the loadings plot shows
at which spectral wavelengths the largest variation of the descriptors within
the different sub-images and decomposition levels is observed. To observe
the correlation between the scores and loadings, a bi-plot is generated, where
the scores and loadings are in the same space and can be superimposed on
the same plot. The relationship is determined by the cosine of the angle be-
tween two vectors, in this case the correlation between a score and loading is
investigated. This would mean that an angle of 0◦, would have a correlation
of 1, while an angle going towards 180◦ would have a correlation of −1. An
angle going towards 90◦ is set as having 0 correlation. This is illustrated with
a simple two dimensional example in figure 3.5, where A is a score, and B, C
and D are loadings. With respect to A, B has a high positive correlation, C
a high negative correlation and D, no correlation. This can be scaled up to
any number of dimension, which in this case are determined by the number
of PCs used.

3.2 Performance parameters

Performance of the methods used will be determined by comparing prior
knowledge (from literature), a PCA model on the data, and the ground
truth (if available), to an exploratory PCA analysis on DM. A final analysis
is performed by using k-means clustering to obtain more systematic results.
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Figure 3.5: Illustration of correlation and angle, with A being a score and B,
C and D being loadings

3.3 Benchmarks

3.3.1 Oil in water emulsion

The first case study relates to a Raman imaging dataset of an oil-in-water
emulsion [19], which illustrates a situation where the spatial and spectral in-
formation are both somehow selective for some compounds, meaning, no se-
vere overlap of the spatial and spectral features is observed. More specifically,
the different individual compounds (featured in the spectral domain) are as-
sociated to clearly distinguishable shapes/spatial structures. This dataset is
relatively simple, serves as a proof of concept for the proposed methodology
and has been extensively analysed by the scientific community [62,65].
The Raman imaging system by which these data are collected has a spatial
resolution of around 1 µm, and the image is 60 × 60 pixels. The spectral
resolution is 3.6 cm−1, and the investigated spectral range goes from 953.6
to 1861 cm−1 (253 wavelengths). There are at least four compounds present,
including the background. These four will be the focus of the analysis, which
can be already fully visualised by selecting four pixels for the four spectra,
or four spectral channels for the four images that show the concentration
profiles. Figure 3.6 highlights these four compounds. Although the spatial
structures are distinct, there is some spectral overlap between two compounds
(ring and big drop). From the PCA analysis, seen in figure 3.7, we observe
three of the four compounds within the scores images of the first three PCs.
The background, which does not have any absorbance, as it is water, is not
visible in the PCA analysis, as there is no variance to capture. In every PC
image, some overlap is visible, PC1 contains all three compounds, PC2 con-
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tains the ring and big drop, and PC3 seems to contain a minor contribution
form the big drop and mostly the small drop is visible. PC4 contains a com-
bination of the three compounds. The accompanying loadings show overlap
with the extracted spectra in figure 3.6, however due to the lack of isolated
compounds in the PCs a direct comparison is not made.
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Figure 3.6: Overview of oil in water emulsion data set; a) four spectra at
designated locations; b-e) four images at specified spectral channels

3.3.2 Semen stain on cotton

The second case study regards a 222 × 220 pixels NIR image (acquired in the
wavelength range 1268.8–2456.2 nm with a spectral resolution of 6.3 nm) of a
semen stain on a piece of cotton. Further details on the data acquisition are
given in Silva et al. [15]. The data are pre-processed with a weighted least
squares baseline correction, more standard pre-processing steps are avoided
due to their significant impact on the spatial structures within the images
(appendix A). An overview of the data is shown in figure 3.8. Using the
same method of presenting the data as the first case study does not prove
as fruitful, as there is complete spatial and spectral overlap between the two
compounds present. A quite complex structure is observed which is charac-
terised, at least at a first glance, by (i) a distinct horizontal pattern across the
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Figure 3.7: Overview of PCA analysis on oil in water emulsion data set; a)
scree-plot; b,c,e,f) refolded scores of PCs 1-4, respectively; d) loadings of PCs
1-4

entire image that is due to the rough surface of the cotton fabric (texture);
(ii) different discernible structures of the oval-shaped semen stain; and (iii) a
spurious fibre filament in the lower middle area of the image. It is worth not-
ing that this case study exhibits a much higher complexity than the previous
one: the cotton contribution is present everywhere across the image; thus,
there exists no spatial area selective for semen. In addition, the spectral pro-
files of the different compounds of the captured scene are severely overlapped
and semen is not homogeneously distributed over the cotton sample. From
the PCA analysis, seen in figure 3.9, no extra relevant information seems to
be present, it is worth noting that more than 99% of variance is captured
by PC1, this is most likely due to the fact that the difference between the
images are minor with respect to the cotton background.
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Figure 3.8: Overview of semen data set; a) four spectra at designated loca-
tions; b-e) four images at specified spectral channels
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Figure 3.10: Overview of bread data set; a) four spectra at designated loca-
tions: 1) intense spot on right middle of the image (blue), 2) dark spot on
right middle of the image (orange), 3) lower left corner of the image (yellow),
4) upper left corner of the image (purple); b-e) four images at specified spec-
tral channels

3.3.3 Bread

The third and final case study is an analysis of a slice of bread. This full data
set consists of six NIR images, that are taken at six different time points,
ranging from 1 to 21 days, however only the first time point is investigated.
The NIR image has a size of 144 pixels × 212 pixels × 142 spectral channels.
The spectral range is 938 to 1630 nm with a resolution of 4.85 nm and each
pixel has a size of 320 × 300µm. A 4×4 binning has been applied to each
image, with no further pre-processing. Further details on the experiment are
discussed by, Amigo et al. [82–84]. An overview of the data is in figure 3.10, it
is clear that there are little to no differences between the images and spectra,
other than intensity. The PCA analysis, in figure 3.11 does not provide any
further clarification on the data.
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Figure 3.11: Overview of PCA analysis on bread data set; a) scree-plot;
b,c,e,f) refolded scores of PCs 1-4, respectively; d) loadings of PCs 1-4

3.4 Results and Discussion

Within this section, the three datasets are investigated with IDEL, with the
main goal being data exploration. PCA is applied on DM, after which the
most relevant scores, and their correlated loadings are retrieved, by visually
inspecting their respective sub-image and wavelength. Elucidations are made
by observing the spatial structures and spectral contributions.

3.4.1 Oil in water emulsion

IDEL is applied on the spectral image, generating DM. The outcome result-
ing from the PCA modelling of DM is shown in figure 3.12, which shows the
scree-plot (a), and scores (b and c) and loadings (e and f) plots of the first
three principal components. The score plot provides a graphical represen-
tation of the variation of the morphological descriptors across the wavelet
sub-images whereas the loading plot accounts for their variation across the
spectral channels.
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Figure 3.12: Overview of PCA results on DM of the oil in water data set,
highlighting the selected scores and their correlated loadings in their respec-
tive plots. a) scree plot; b) scores plot of PC1 vs PC2; c) scores plot of PC2
vs PC3; d) mean spectrum of the raw data, with the highlighted loadings
superimposed; e) loadings plot of PC1 vs PC2; f) loadings plot of PC2 vs
PC3

An exploratory analysis of the most extreme score values is performed.
Observing the scree-plot, figure 3.12a, the first three PCs contain a significant
portion of the variance, and are the focus of the analysis. A full analysis is
done on the twelve most extreme score values of the score plots (see Appendix
C.1 and C.2). Each score can be correlated to a set of spectral channels, by
determining the angle between the score and any loading value and setting a
threshold for correlation (±9◦). This pair of score and loading corresponds to
a particular sub-image within the wavelet decomposition. After an analysis
of the first three PCs, observing the twelve highest scores for the PC1/PC2
and PC2/PC3 scores plot, separately, five relevant sub-images are found and
further investigated, see figure 3.13. The score of each sub-image is high-
lighted in the scores plots (figure 3.12b and c), and their five most positively
correlated loadings are highlighted in the loadings plots (figure 3.12e and f).
Each loading is highlighted with their appropriate symbol on top of the mean
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spectrum of the raw data, see figure 3.12d, to correlate the sub-images with
their respective spectral contributions. This combination of sub-image and
spectral contribution allows for the identification of the various compounds
within the data. A comparison with figure 3.6 is made, clearly distinguishing
the four compounds from one another. Starting with the sub-image of the
first score, Energy-A2 (figure 3.13a) clearly corresponds to the small drop,
and the correlated loadings highlighted across the mean spectrum show sim-
ilar contributions to the observed spectrum in figure 3.6. With the second
score, Variance-A2 (figure 3.13b), a similar story is seen with respect the the
big drop, where a similar wavelength is highlighted in the mean spectrum of
figure 3.12d, in addition to the shoulder of the largest peak at around 1550
cm−1. The third score, Variance-V5 (figure 3.13c), shows a sub-image that
is not previously observed, however, observing the image of the background
in figure 3.6b, a minor artefact is observed that would seem to relate to an
illumination effect, which are low intensity vertical lines in the middle and
right of the image. The deepest decomposition levels capture smooth textu-
ral features, and this possible illumination effect, has a gradual intensity shift
across the image, which is highlighted by the variance descriptor. Observ-
ing the spectral contributions, it would seem that the most correlated spec-
tral channels, towards this spatial structure, are low intensity signals. The
fourth sub-image, corresponds to the InfMeaCorr1-A1 score (figure 3.13d),
which is a measure of texture complexity, this concurs with the structure
that is observed, which seems to be background and or noise. Similarly
to the third sub-image, the most correlated wavelengths correspond to low
intensity signals, which is corroborateb by the reference spectrum and im-
age, seen in figure 3.6a/b, respectively. The final sub-image, corresponding
to score Energy-H2, shows the ring structure, which is the fourth and final
component that is observed within the data. The most correlated loadings,
correspond to the three small peaks on right of the mean spectrum in figure
3.12d. This is concurs with the spectrum observed in 3.6 that corresponds to
the ring. A point of interest is the lack of correlation of the highest intensity
peak at 1500 cm−1, this is most likely due to the overlap between the three
main components (excluding the background), at those wavelengths.

To summarise, IDEL uses descriptors to identify spatial structures within
decomposed spectral images, and PCA to correlate and localise the most rel-
evant sub-images. Although just an exploratory analysis is performed, four
components, and a possible illumination effect are identified, which corre-
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Figure 3.13: Overview of five sub-images from their respective selected scores,
at the wavelength with the highest and most correlated loading value

sponds with the analysis of the data set, shown in figure 3.6 as well as being
in good agreement with previous findings, [65] which discussed the big droplet
as oil and the ring structure being the oil-water interface, while matching the
smaller droplet to an oil with a different composition.

To complement the results of this exploratory analysis, k-means cluster-
ing is used. For this purpose, DM is compressed by PCA (13 PCs, explaining
90% variance), and clustering is applied on the estimated PCA loadings (four
clusters of wavelengths are retrieved). With the goal being, to obtain a better
understanding of the spectral contributions and their respective correlated
spatial structures, using a more global approach, with respect to the previous
exploratory analysis. A more detailed explanation on k-means can be found
in Appendix B.

In figure 3.14a, the clustering results are highlighted within the loadings
plot, where four distinct groups are visible. In figure 3.14d, the same clus-
ters are highlighted on top of the mean spectrum of the data, while in b, c,
e and f the mean images of the clustered wavelengths are plotted. Firstly,
the images correspond near identically to the previous results obtained. It
is then clear that for the data at hand, contributions showing a distinctive
spatial distribution are also associated to rather selective spectral signatures
within different wavelength ranges. These spectral signatures are: cluster 1
(b), which is associated to the ring structure, corresponding to three major
peaks at 1044, 1126, and 1317 cm−1; Cluster 2 (c), which is associated to
the small drop, coinciding with the minor peaks at 1300, 1684, and 1789
cm−1; cluster 3 (e) mainly encompasses the peaks at 1483 and 1508 cm−1. It
corresponds to the big drop; cluster 4 (f) corresponds to the baseline regions
observed in the mean spectrum.
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Averaging the spectral image across the four extracted clusters of spectral
channels leads to the isolation of the different structures previously unrav-
eled. This corroborates the hypothesis that observing either the spatial or
spectral domain, does not negatively impact the retrieval of any of the four
components. Due to the straightforward nature of the results, the dataset
can been used to assess the relevance of each individual step of the IDEL
workflow. Analyses have been performed by removing some of these steps,
that is, applying k-means on the PCA of the unfolded spectral image or
excluding the wavelet decomposition step and carrying out the GLCM and
descriptors calculations directly on the raw images. The obtained results
(see appendix B.2) show that the information obtained is less favourable
than when applying the full original workflow.

3.4.2 Semen stain on cotton

IDEL is applied to the spectral image, and the results from the PCA analy-
sis are in figure 3.15. From the scree-plot (a) it is clear that more PCs are
required to explain a significant part of the data, with respect to the oil in
water dataset. This is to be expected as there are more complex structures
present. As with the previous analysis the twelve largest scores are investi-
gated, observing the sub-images of the selected scores with their respective
correlated wavelength, see Appendix C.3 and C.4. The five most relevant
sub-images are retrieved, depicting the different components, see figure 3.16.

Relevant information can be extracted from figures 3.15 and 3.16, by
observing them conjointly. With the first sub-image (figure 3.16a), clearly
depicting the semen stain, of which the structure seems to be related to a
drying effect. From the correlated spectral channels (figure 3.15d), which are
around 1900 to 2000 nm, a water contribution can be deduced, as these are
combination O-H bands. The descriptor of the observed score is Variance,
this is most likely due to the high variance observed between the dried and
non-dried semen stain.

With the second sub-image (figure 3.16b), the fabric with the fibre fila-
ment is observed, with the correlated spectral channels (figure 3.15d) being
around 1500 nm, where the 1st overtone of O-H stretching is present, and
2340 and 2450 nm, where combination bands of C-H and C-C are expected.
The descriptor of the selected score is InfMeaCorr1, which is a measure of
texture complexity, this makes sense in light of the complex cotton texture
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Figure 3.15: Overview of PCA results on DM of the semen data set, high-
lighting the selected scores and their correlated loadings in their respective
plots. a) scree plot; b) scores plot of PC1 vs PC2; c) scores plot of PC3
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Figure 3.16: Overview of five sub-images from their respective selected scores,
at the wavelength with the highest and most correlated loading value
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and the presence of the filament.
With the third sub-image (figure 3.16c), the inverse of the first sub-image

(a) is observed however, with the presence of the filament. The correlated
spectral channels (figure 3.15d) are at 1750, 1900, 2100 and 2400 nm, of
which some channels can be elucidated, however it is more likely that a
scattering effect is observed, due to the dispersed nature of the correlated
spectral channels. It would seem that no particular spectral band is high-
lighted, if compared to the other investigated scores. The Energy descriptor
is connected to this score, which could be due to the intensity dependence of
scattering effects.

The fourth sub-image (figure 3.16d) shows the border of the stain, with
the correlated spectral channels (figure 3.15d) being, 1600 and 1675 nm.
Although no specific band with respect to semen can assigned, from figure
3.8, we can clearly see that it is present in the original spectral image.

The final sub-image (figure 3.16e) shows the mask of the semen stain,
in its entirety, with the correlated spectral channels at 1725 and 1850 nm
(figure 3.15d), possibly linked to a protein/cellulose band [85] and the sec-
ond overtone of C=O stretch, respectively. The InverseDiffM represents this
particular score, and is linked to the homogeneity of an image, this is most
likely due to the size and smoothness of the stain across the image.

In order to corroborate the results after exploration of the PCA analy-
sis, k-means is applied, as previously explained (in this case, the descriptor
matrix is compressed to 19 PCs, explaining 90.44% variance), figure 3.17
shows the clustering results. A more ambiguous clustering is obtained here
compared with the previous case study, most likely due to the increased
complexity and spatial overlap of the different components underlying the
spectral image. However the previously determined components are still dis-
cernible, cluster 1 (figure 3.17b) is observed in the first sub-image seen in
figure 3.16a, cluster 2 (figure 3.17c) is observed in the third image, however
it would seem that the filament is not present. Clusters 3 (e) and 4 (f) show
a mixture of the cotton fabric, the filament and the semen, however with
some vertical artefact being present in cluster 3.

Taking into consideration, the sub-images of figure 3.16, the correlated
spectral channels from figure 3.15d, the clustered spectral channels and their
respective mean images in figure 3.17, some relevant information can be ex-
tracted. Starting with the semen stain, it is deduced that the drying effect
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Figure 3.17: Overview of the clustering results on the loadings of the PCA
analysis on DM from the semen data set. a) loadings plot of PC1 vs PC2,
with the clusters highlighted in colour; b,c,e,f) mean images taken from the
raw data for each cluster; d) mean spectrum of the raw data, with the clusters
coloured

of semen and its border are present in the first, fourth and fifth sub-images,
which correlated to the spectral channels at 1600 - 1700 and 1850 - 1950
nm. These exact spectral channels are highlighted in cluster 1, which shows
more prominently the semen. With the third sub-image, it is deduced to
be related to scattering effects, as no particular spectral band is highlighted,
this is corroborated in cluster 2, where a similar structure is seen. The sec-
ond sub-image is clearly related to cluster 4, as the spectral channels overlap.
Precaution should be taken as the mixture of the different components within
the clusters inhibits any further deductions.

It must be emphasised that compared with the emulsion dataset, the re-
sults of the clustering are not satisfactory in terms of isolation of the differ-
ent compounds. However, it has been shown that the sub-images at specific
spectral wavelengths and recovered by the PCA of DM do have the ability
to isolate some aspects of the different components, with some overlap being
present compared to previous work [15].
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3.4.3 Bread

This data set adds a layer of difficulty on top of the previous data set, as the
single images of the spectral image are very similar to each other. Applying
IDEL on this data, one can see from the scree-plot in figure 3.18a, that the
first PC explains more than 60% of variance. Following the same procedure
as the previous two data, the most significant scores of the first two PCs are
investigated, with their correlated loadings. Within this example, negatively
correlated loadings are taken into account as well, as not every significant
score would have a positively correlated loading, due to the shape of the
loadings plot. This does not take away from any possible elucidations that
might be done.

Starting with the first sub-image from figure 3.19a, as the decomposition
is A1, no particular information can be extracted, as it shows an image, very
similar to the original data. Comparing the scores and loadings plots (figure
3.18b and d), there are positive and negative loadings present at 960 - 1000
and 1520 nm, respectively. Some insight can be obtained, when observing the
data, in figure 3.10, as going from the image at 977 to 1453 nm, a smoother
structure is observed, which could be captured, by the Energy descriptor,
which exacerbates these minor differences.

Within the second sub-image (figure 3.19b), although difficult to see,
some intense points can be observed, that would seem to coincide with the
intense points observed in the middle right part of the original images. The
correlated loadings (figure 3.18c) correspond to 940 and 1375 nm, which could
be assigned to the second and first overtone of O-H.

The third sub-image (figure 3.19c) is difficult to deduce, as it does not
seem to represent any particular spatial structure. The score does not have
any positively correlated loadings, however the negatively correlated loadings
are at the maximum of the spectra, going from 1420 to 1480 nm.

The fourth sub-image (figure 3.19d) is slightly more clear, and would seem
to show the smooth background that is present within the original spectral
image. The correlated loadings are at 1250 - 1280 nm, which can assigned
to the first overtone of C-H combination. The final sub-image (figure 3.19e),
similarly to the third, shows no apparent structure. The correlated loadings
(figure 3.18c) are between 960 and 1000 nm, this could be connected to the
first sub-image, however, it could also be artefacts from e.g. illumination,
that are usually captured by the deepest decomposition levels.
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Figure 3.18: Overview of PCA results on DM of the bread data set, high-
lighting the selected scores and their correlated loadings in their respective
plots. a) scree plot; b) scores plot of PC1 vs PC2; c) mean spectrum of the
raw data, with the highlighted loadings superimposed; d) loadings plot of
PC1 vs PC2

Energy-A1
a

Energy-V3
b

Variance-D5
c

InverseDiffM-A5
d

MaxCorrCoeff-H5
e

Figure 3.19: Overview of five sub-images from their respective selected scores,
at the wavelength with the highest and most correlated loading value
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Figure 3.20: Overview of the clustering results on the loadings of the PCA
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with the clusters highlighted in colour; b,c,e,f) mean images taken from the
raw data for each cluster; d) mean spectrum of the raw data, with the clusters
coloured

These results, are significantly more ambiguous, with respect to the pre-
vious data. However, some minor deductions are made. A final analysis is
performed with k-means, seen in figure 3.20, however the results, reflect much
of the original data, and do not show any relevant information. A point of
interest with respect to this particular dataset is the presence of smooth and
rough structures, however a deeper analysis of the data is required, which is
not within the scope of this chapter.

3.5 Conclusion

In this chapter, a methodological framework based on combining both spa-
tial features and spectral information for the analysis of spectral data is pre-
sented. The method decomposes every single-wavelength image of a three-
dimensional array by 2D-SWT and computes individual GLCM for every
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resulting wavelet sub-image. Morphological descriptors are estimated from
all the GLCMs. In this way, spatial and spectral information is enhanced
and conveyed in a single features matrix, which is finally processed by mul-
tivariate data analysis tools like PCA. Depending on the specific tasks the
user must address, different multivariate statistical tools can be exploited at
this point. Although the presented workflow combines different computa-
tional steps, which translates into higher complexity, every one of them is a
necessary link in the chain. In fact, when some of these steps are skipped,
the information obtained is insufficient to unravel all the distinct spatial fea-
tures underlying the dataset under study and relate them to specific spectral
regions (appendix B.2). According to the results obtained in three different
case studies, it can be concluded that the proposed strategy is capable of
recovering the main spatial features of a spectral image and of highlighting
the most distinctive spectral regions. In particular, the outcomes related
to the investigation of the semen stain dataset are found to be particularly
promising considering the extreme physicochemical complexity of the exam-
ined image. In fact, even though the semen and cotton compounds show
highly overlapped spectra, and cotton fabric is present everywhere in the
sample, it is possible to highlight and localise the semen stain as well as
the spectral channels at which specific forms are present. The bread dataset
however lacking, showed the difficulty of working with single sub-images, and
indicates the steps necessary to a better representation of the relevant infor-
mation. In conclusion, this is an exploratory step towards properly defining
the workflow of IDEL as well as showing its capabilities.

3.6 Perspectives

Further developments can be foreseen. Firstly, the retrieval of relevant infor-
mation is insufficient, as a visual inspection is lacking when the number of
sub-images becomes overwhelming or if the information of single sub-images
do not represent the desired information. Secondly, the single steps can
be further optimised, as desired i.e., different decomposition and or encod-
ing methods. However this a significantly time-consuming step due to the
broadness of the respective fields. Thirdly, the possibility of utilising other
multivariate data analysis tools. Lastly, the improved and at least prelim-
inarily disentangled spatial-spectral information returned by the described
approach might constitute a valuable starting point for the design of new
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constraints to be applied in the context of multivariate curve resolution [34].



Chapter 4

IDEL-Ω

This chapter is adapted from the IDEL publication [2], and is on the further
development of the IDEL algorithm (Chapter 3), the representation of the
final solutions, as well as the understanding of the underlying processes.
Although IDEL is capable of retrieving an adequate representation of the
relevant spatial structures within the data, the eyes of an expert are still
required when the data is complex, as it is an exploratory tool. IDEL-Ω aims
to simplify and streamline the methodology, by taking a more systematic
approach.

The encoded spatial information is more extensively exploited by apply-
ing a semi-automatic procedure (that is data driven) that results in a set
of distinct spatial features linked to the specific spectral channels at which
they are observable. In this way, clear and precise spatial features can be
extracted, while chemical interpretability is maintained. The approach is
challenged with different data sets, that consist of simulations, controlled
images, and sets of images that are relevant in the forensic field.

The increased use of spectral images in forensic applications makes this
methodology particularly interesting. Taking body fluid detection in the
forensic field as an example [15]. In such a scenario, forensic experts are often
searching for compounds (such as blood, semen, and saliva) with specific
spectral signatures that can link a crime scene to a victim, an assaulter
or even a witness. However, those fluids usually appear on many different
substrates, whose composition and texture characteristics can hamper its
localisation, making it for example difficult for the analyst to identify its
origin and, consequently, to submit them to further DNA analyses. In this
chapter IDEL is challenged with a benchmark consisting of complex samples

43
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made of semen and lubricant stains on cotton fabrics analysed with NIR
imaging. There is significant spatial and spectral overlap between the stains
and fabrics, and strong scattering effects are present. The localisation of the
fluid on the substrate is of interest in forensic applications. As such, the
segmentation of the biological fluid from the substrate as well as the removal
of the significant scattering effects visible in the spectral imaging data is
crucial.

4.1 Ω-algorithm

4.1.1 IDEL

The framework of IDEL is described in detail in Chapter 3 (figure 4.1a-d).
Principal component analysis (PCA) of the descriptor’s matrix (DM) high-
lights the descriptors (scores, figure 4.1e) that display the most variance, and
links them to their corresponding sub-image from the decomposition step. In
the first version of IDEL, the wavelengths (loadings, figure 4.1f) that corre-
late the most with this descriptor and sub-image are retrieved, by calculating
the angle between the scores and loadings. However, in Chapter 3 we show
that it is not always straightforward how to retrieve in systematic manner
this information. Especially in complex cases, IDEL-Ω aims at overcoming
this limitation by adopting a semiautomatic procedure to extract only the
relevant sub-images at specific spectral channels (generating the Ω-domain)
and then fusing them. These steps are detailed in the following paragraphs.

4.1.2 Ω-domain

With the aim of pushing the the algorithm further, a semi-automatic pro-
cedure is developed, which looks for relevant points in the scores plot while
matching them to the loadings. This is a two-steps procedure.

Score selection

The first step consists of the selection of relevant sub-images from the scores
plot. It is based on the estimation of the convex-hull of the scores (figure
4.1e). Convex hull is applied, instead of e.g., a thresholding on scores values,
as it depicts the minimum set of distinctive points possibly enclosing all
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Figure 4.1: Illustration of IDEL-Ω. The methodology consists of three main
actions. Firstly, “Spectral image decomposition and encoding”, encompass-
ing; a) a spectral image, which is decomposed by means of wavelet transform
into; b) blocks containing horizontal (H), vertical (V) and diagonal (D) de-
tails, and approximations (A) at different decomposition levels; c) that are
then encoded into a set of descriptors. Secondly, “Locating the informative
decomposed images”: where d) the Descriptors’ Matrix (DM) is unfolded
descriptor wise, retaining the spectral dimension, and e-f) decomposed by
principal component analysis. The convex hull of the resulting scores is
highlighted in red and labelled in the scores plot, while the corresponding
correlated loadings are highlighted by a black point, inside the coloured point
in the loadings plot. g) The scores (on the convex hull) and their respective
(correlated) loadings are mapped in the Ω-map. The map reports on the
“x-axis” the spectral channels and on the “y-axis” the decomposition block,
to which each sub-image belongs, as well as the decomposition levels ordered
from first to last (going down). Lastly, “Generating Ω-data cube”, where the
sub-images that are localised in the loadings map (g) are extracted from the
reconstructed wavelet decomposition (h) and assembled into a data cube (i).
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information captured in the scores plot. Depending on the complexity of
the data a “peeling procedure” is implemented which consists of applying
the convex hull twice. The first convex hull removes the first “peel” of the
data and the second refines the selection. This accounts for situations where
a few quite extreme points may skew the convex geometry too much. This
procedure identifies the distinct sub-images that show the highest variation
across spectral channels for the descriptors as, e.g., in figure 4.1e, the selected
points (marked red, single peel) show significant variation on the first two
PCs, meaning that they show high variation for a specific descriptor (within a
certain sub-image at a given decomposition level across all spectral channels).

Loading correlation

The second step is to match the relevant spectral channels with the distinct
spatial features (see figure 4.1f). To do this, the scores and loadings must
be projected in the same space by adequate scaling, as in a bi-plot [86].
The correspondence of the loading points with the selected score points is
expressed in terms of angle, which evaluates the location of the scores and
loadings with respect to the origin of the PC-space. To identify the loading
points that have a correspondence with specific score points, a threshold
is set around 22.5 degrees (zero degrees meaning perfect correspondence,
and ninety degrees, no correspondence). This was set, as it would cover
an area of 25% of a circle as well as maintaining a minimum correlation
of 0.92. The sign, of the scores and loadings, is not considered, meaning
that a loading point that shows negative correlation (opposite location with
respect to the PC origin) to a score point is considered equal to a loading
point that shows positive correlation. We assume that positive and negative
correlations between the scores and loadings have equal importance.

Ω-map

A single sub-image can be selected multiple times if it showed significant vari-
ation across spectral channels in several different descriptors. In fact, there
are eight different points in the scores plot corresponding to each sub-image
at a specific decomposition level, one for each descriptor. To give a clear
overview of the selected sub-images at distinct spectral channels and high-
light the sub-images that show significant variation for several descriptors,
a representation is generated. This representation, depicted as an Ω-map in
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figure 4.1g, maps the number of selected descriptors for every decomposition
block and level of all sub-images vs the spectral channels. The Ω symbol
indicates the sub-images selected by the procedure. The colour coding on
the colour bar depicts the number of descriptors that are selected. In the
end, only the sub-images that explain a significant amount of variance are
kept. The spatial features within those sub-images that make up the different
spatial components in the wavelet decomposition are of interest.

Ω-data cube

The selected sub-images are then reconstructed by inverse stationary wavelet
transform (SWT) and reorganised in the so-called Ω-data cube (figure 4.1j).
Even if the decomposed sub-images are of congruent size, reconstruction
avoids spatial distortion with respect to the original image, which may be
introduced at the deepest level of decomposition and brings the decomposed
images back to original intensity scale. The Ω-data cube contains the wavelet
sub-images at specific spectral channels, that isolated the significant spatial
structures determined from a set of chosen descriptors. Also, the values in
each of these sub-images, when assembling the Ω-data cube, are auto-scaled,
and multiplied by

√
f , with f being the number of descriptors that have

been selected for each selected sub-image. In this way, more weight is given
to sub-images which show significant variation for more than one descriptor,
meaning that different and distinctive spatial features are enhanced/captured
by them.

The transformation from the spectral data cube to the Ω-data cube is the
crux of the methodology. As the original spectral data consists of spectral
correlation within the wavelengths and spatial correlation within the pixels.
Ω transforms this to containing spatial-spectral correlation within the Ω-
domain, as the dimension contains the most significant spatial information
at their correlated wavelengths.

4.2 Image fusion

The Ω-data cube contains a subset of reconstructed wavelet sub-images ex-
ploited by 2D-SWT decomposition, however it may still include some re-
dundant spatial information (spatial features visible at two or more spectral
channels). Thus, it is desirable to further distill the information. We gener-
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ically refer to this task as “image fusion” and different approaches may be
used. A simple approach is to decompose the unfolded Ω-data cube by PCA.
The refolded scores provide images (figure 4.2b) that combine spatial pat-
terns which show a similar variation. The representation and interpretation
of the loadings is slightly more complex, as they do not encompass all chan-
nels of the original spectral domain (figure 4.2c). The loadings are organised
in such a way that they have the same dimensions as the Ω-map to get a
clear overview on their importance (by means of the colour bar) at a spe-
cific decomposition and spectral channel. This results in a so-called loadings
map. Beside it (figure 4.2d), for each PC, a plot of the mean spectrum of
the original data is reported, with only the significant loadings highlighted
by using distinct symbols/colours to indicate the corresponding wavelet sub-
image, i.e. A, H, V, and D . This is done to visualise any correspondence of
the obtained scores images with any spectral bands in the original data set,
while the colour/symbol reference to a particular orientation of the relevant
spatial features.

4.3 Ω-projection

An advantage of IDEL is that the generated PCA model can be used to
project new imaging data, requiring only the 2D-SWT decomposition step to
assemble the Ω-cube for the test images. Sub-images at the specific spectral
channels (the ones belonging to the Ω of the training image) are calculated,
which retrieves the Ω-cube of the new image. This is unfolded and projected
onto the original PCA model, obtaining the scores (eq. 4.1), which in turn
give the scores images by refolding, as well as the possibility of calculating
the mean squared prediction error (MSPE, eq. 4.2). From the scores images,
similarities and differences can be observed with respect to the model.

Ttest = Xtest × Ptrain (4.1)

where Xtest is the test data, Ptrain, the loadings of the PCA model on the
training data and Ttest, the projected scores.

MSPE =

n∑
i=1

(Xtest − (Ttest × Ptrain))
2

n
(4.2)

where n is the number of variables in the loadings.
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Figure 4.2: Example data set applied on the ”Image fusion” methodology.
Principal component analysis is applied on the unfolded Ω-data cube (a) and
the resulting (refolded) scores images for the first two principal components
are shown in (b). The loadings are mapped and visualised in a so-called
loadings map (c), where the colour coding is set according to the loadings
values. The mean spectrum for the original data is shown in (d), which
highlights only loadings with absolute values > 0.075 (to declutter the figure,
where negative values are denoted by a ⋆ and positive ones by an O), coloured
according to the decomposition block: A (blue), H (red), V (black) and D
(green).
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4.4 Multivariate Curve Resolution (MCR)

A subsequent step that is taken, is the incorporation of MCR within the
IDEL framework. MCR is a linear unmixing methodology that resolves the
sources of variance that are present within bilinear data. This is discussed
more in-depth in Chapter 5, however, the crux of the methodology is its
ability to model bilinear relationships from multivariate data. There are dif-
ferent approaches to MCR, here specifically, alternating least squares (ALS)
is utilised. MCR-ALS, uses non-negative least squares [34] to estimate the
model parameters. Where the only requirement is setting the number of
bilinear components present within the data, as well as an initial estimate
for one of the two dimensions. With respect to spectral data, the model
parameters would be the concentration profiles across samples and the spec-
tral contributions across wavelengths, of the components. MCR-ALS aims
at retrieving the isolated concentration profiles and pure spectral contribu-
tions of the various components within the data. The initial estimate can be
estimated in a number of ways [33], within the scope of this chapter, only
SIMPLISMA [87] and PCA are used.

Incorporating MCR into IDEL branches into two ways, the first is apply-
ing MCR on the Ω-cube, to retrieve its underlying sources of variance. By
which, the cube is unfolded pixel-wise and resolved with MCR. The second
is incorporating the information retrieved, from the PCA analysis on the
Ω-cube, into the MCR framework, more specifically, the spatial information
that is inferred from the results. Within this work, it conforms to utilising
the scores images as initial estimates.

4.5 Data

There are a total of three different analyses performed, that will illustrate
the capabilities as well as shortcomings of the methodology. The first data
set (Simple simulation) is a simulation of a two component system where
the goal is clear, but the data is difficult to analyse with standard linear
methodologies as there are non-linear effects simulated. This is used, to
illustrate the methodology as well as show its most well suited type of data.
The second data set (Texture pack) is from a database of spectral images
of various materials that is analysed with the exact same conditions. A
superimposed image of vegetation on top of textile is analysed, where the
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conditions for retrieving the underlying sources is incredibly difficult, due
to the similarities in spectral signatures and complete spatial overlap. The
third data set is from the forensics field, and is a set of ten NIR-images of
stained fabrics. The goal of these data is consistent analysis, on top spectral
elucidation and retrieval of relevant spatial structures.

The first two data considers the default analysis strategy for IDEL-Ω
which is generating the Ω-data cube and applying PCA to retrieve the rel-
evant components. For the stained fabric data set, in addition to the PCA
step, a modelling approach is applied with MCR-ALS as well, to reflect the
initial goal of the data.

4.5.1 Simple simulation

The first data has a reasonably simple premise of one single circular object
(figure 4.3a), super imposed on a homogenous background, where both the
image and spectral contributions (figure 4.3c) overlap completely. The spec-
tral image size is 56×56 pixels and has 30 spectral channels. A multiplicative
effect in the form of horizontal and vertical lines, and random noise with 5%
of the maximum intensity of the original data is added. The final image (fig-
ure 4.3b) shows these horizontal and vertical lines, as well as some remnant
of the initial circular object. The spectra (figure 4.3d) show more clearly
the impact of the noise, however, some remnant contributions of the circular
object are visible. The objective of the analysis is to retrieve the original
spatial and spectral contributions of the circular object.

4.5.2 Texture pack

The second data set is two images artificially superimposed on top of each
other, taken from the HyTexiLa database. HyTexiLa is a data base of spec-
tral images that has a spectral range of visible (VIS) to NIR, consisting of 112
textured materials. The spectral images are analysed by using the HySpex
VNIR-1800 spectral camera, manufactured by Norsk Elektro Optikk AS. The
original data have an image size of 1024× 1024 pixels and 186 spectral chan-
nels. These channels are associated to spectral bands centred at wavelengths
which range from 405.37 nm to 995.83 nm at 3.19 nm intervals. A more
extensive description of the full database is in [57].

The analysed images are a smaller squared patch from the original, as
the original image size requires a considerable amount of computation. A
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Figure 4.3: Overview of simulated spectral image. a) simulated image of
the circular component; b) mean image of the simulated data; c) spectral
contributions of the circular component (Single) and background (BG); d)
spectra of the spectral image superimposed on one another
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360 × 360 pixels cut is made of two images, firstly an image of vegetation,
where green leaves are present, and secondly an image of blue textile. Figure
4.4a shows the superimposed mean image, where the vegetation seems more
dominant. The mean spectra (figure 4.4b) are very similar. A PCA analysis
is performed to get a better understanding of the data, with the first PC
scores image (figure 4.4d, explaining 53.6% of variance) showing something
similar to the mean image, and the loadings (figure 4.4c, blue) telling the
same story. The second PC scores image (figure 4.4e) shows predominantly
the centre of the vegetation, with some remnants of the textile being present.
The loadings explain this, as the peak of the loadings of PC2 show positive
correlation with the area where vegetation supersedes the textile spectra in
intensity (figure 4.4b). PC3 (explaining 3% variance) shows relative high
negative loadings in the first spectral channels and high positive loadings
at 700 nm. This reflects the ratio of intensity for the two components, as
textile is predominantly present in the first spectral channels and vegetation
is present at 700 nm. In the scores image (figure 4.4f), the structure of both
the vegetation and textile is visible. The objective of this data set is to isolate
the two physical component by their spatial structures as well as retrieving
their respective spectral channels.

4.5.3 Stained fabric

There are five differently coloured (yellow, white, red, green, and black)
cotton fabrics, each with a stain of either lubricant or semen. All semen
samples are obtained from the same donor [15], and the lubricant called
KY-Jelly, mostly consisting of glycerol and hydroxyethyl cellulose, originates
from the Durex© brand. The NIR imaging data is acquired by a Short-Wave
Infrared (SWIR) SisuCHEMA imaging system from Specim (Oulu, Finland).
The spectral range is 900 to 2500 nm with a spectral resolution FWHM of 10
nm and a spectral step size of 6.3 nm (256 spectral channels). The imaging
system uses a lens of 50 mm and a pixel size of 156 × 156mm2. Squared
pieces of fabric are stained with either a droplet of semen or lubricant, and
left to dry for a week at room temperature. We refer to Silva et al. [15] for
more details on the samples and data acquisition, see appendix D for the
mean data of all ten spectral images.

These data are of interest for forensic applications and are used for the
purpose of presumptive identification of biological fluids on textile. At least
two physical constituents exist for each spectral image, the cotton and the
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Figure 4.4: Overview of vegetation on textile data set, with a PCA analy-
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three PCs of the PCA analysis; d-f) refolded scores images of the first three
PCs
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Figure 4.5: Overview on raw data of yellow fabric with lubricant (LY, a and
d), white fabric with semen (SW, b and e) and red fabric with semen (SR, c
and f), top plot showing the mean images and bottom plots showing 10% of
the spectra

stain (lubricant or semen), but there is no spatial region without cotton, and
the location of the stain may be detectable at selected spectral channels, but
it is not clearly observed in the raw data as it is mixed with the cotton.
Moreover, the fabric and stain show overlapped spectral bands.

Although the full data set contains ten spectral images, a subset of three is
selected and fully discussed, namely the yellow cotton fabric with a lubricant
stain (LY), the white cotton fabric with a semen stain (SW) and the red
cotton fabric with a semen stain (SR), see figure 4.5 for an overview. LY and
SW are fully elucidated, however SR is used as an example of projection,
to gain a better understanding of the model that is generated by Ω. SR is
projected onto LY and SW, and examined. Although the full data set is not
extensively elucidated, the results from IDEL-Ω are provided, see appendix
D.
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Data pre-treatment

The angle of analysis for IDEL is image processing while maintaining spectral
correlation. As such, the intended purpose of pre-processing is to contrast
the spatial features within the images, while maintaining spectral correlation.
To achieve this purpose weighted least squares baseline correction is applied,
where a baseline is estimated for each pixel. However, firstly, the data was
smoothed with a Savitzky-Golay filter [88] (11-point window, 2nd order poly-
nomial) to account for any unwanted spikes in the spectra. Secondly, the first
40 and last 15 spectral channels are removed, as these show only noisy im-
ages, containing no significant information, as well as being distorted by the
Savitzky-Golay filter. And lastly, weighted least squares (WLS) baseline cor-
rection (3rd order) [89] is applied. The pre-processing of the data is not the
standard procedure for NIR data [90], as the aim of standard procedures is
to generate bi-linearity within the data by harmonising the scattering and
removing the variance of the path length (e.g. multiplicative scatter correc-
tion [41], MSC and standard normal variate [68], SNV). The preprocessed
data are in figure 4.6, and similarly to the unprocessed data, from a spectral
perspective the difference are not directly visible. The scores maps and load-
ings profiles resulting from its PCA analysis after pre-processing by means
of WLS and two more standard pretreatment algorithms for NIR data (i.e.,
MSC, and SNV) are compared in appendix A.

4.6 Results and Discussion

Within this section the results of the analyses on the data are presented and
discussed.

4.6.1 Simulations

IDEL is applied on the simulated spectral data, considering only a single
decomposition level. The bi-plot of the scores and loadings of PC1/PC2
(15.1/8.9% variance explained) is presented in figure 4.7. The selected scores,
by means of convex hull are named, with the most prominent loadings being
labelled. Considering the information provided in figure 4.3c, the interesting
spectral channels are 6 to 9, as these channels contain the spectral signature
of the circular component. These channels have negative values with respect
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Figure 4.6: Overview on preprocessed data of yellow fabric with lubricant
(LY, a and d), white fabric with semen (SW, b and e) and red fabric with
semen (SR, c and f), top plots showing the mean images and bottom plots
showing 10% of the spectra
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to PC1, and are positively correlated with the Energy-A1, Variance-A1 and
SumEntropy-A1 scores. While simultaneously being negatively correlated
with Energy-H1, Energy-V1 and SumVariance-A1. This indicates that for
the Energy descriptor, A1 is different compared to H1 and V1, and most
likely is the indicator that will represent the circular object best. Energy-D1
shows a negative score value along PC2, which is in stark contrast with the
other scores. The correlated loadings are 3, 15, 16 and 18, and do not reflect
anything informative at the moment.

The overview of the analysis, presented in figure 4.8, shows the scores
images(a, d, g and j), loadings maps (b, e, h and k) and highlighted spectral
channels (c, f, i and l) of the first four PCs, from the PCA analysis on the
Ω - data cube. The scores images of the first two PCs (a and d) show the
vertical and horizontal lines that are caused by the simulated multiplicative
effect. Their respective loadings maps (b and e) and highlighted spectral
channels (c and f) indicate this by firstly being isolated in their respective
decomposition and as well, being present across the entire spectral domain,
indicating that not a singular spectral channel isolates the component. The
third PC (g) shows clearly the circular object, completely isolated from the
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multiplicative effects, with some minor amount of noise. Again, the loadings
and spectrum highlight exactly the channels at which the simulated object
absorbs. The final PC (j), shows only some noise effect that is captured at
the A1 level, which is most likely the simulated noise. There is a lack of
a background component in the PCs, which is clearly visible in the mean
spectrum. This due to the fact that although the amount of variance present
due to the background is high in the original image, its spatial distribution
is non-existent. It is not isolated by the 2D-SWT as it has no distinct spatial
features to capture.

Lastly for comparative purposes a PCA analysis on the unfolded original
spectral image is performed, presented in figure 4.9. The first PC scores
image (a, 98.29% variance) shows the mean image, while the second PC
(b, 0.38% variance) shows the circular object, with the multiplicative effects
still being present, indicating that the object cannot be isolated by such
means. The third PC (c, 0.06% variance) shows only some random noise.
The loadings plot (d), reflects much of the same information, where the
first PC (blue) show the mean spectrum, the second (red), mostly the 6th
through 10th channel with some negative values in the 20th to 30th channels.
The third (orange), showing mostly noise. The results are sub-optimal with
respect to IDEL-Ω.

4.6.2 Texture Pack

From the PCA analysis, in figure 4.4, the scores images show that the spec-
tral image cannot be explained with just two principal components. This is
an indicator of the level of complexity that data has. This means that more
than one component is necessary to explain the two different compounds, i.e.
vegetation and textile. For example, with the textile, if within this physical
component, different spatial structures are visible at different spectral bands,
retrieving and linking these structures to the singular component, becomes
quite difficult. This will be highlighted in the results, presented in figure
4.10. The scores images show, for PC1 (a) and PC2 (d), a faint shadow
of the vegetation, with an even fainter structured background (textile), the
accompanying spectral bands highlighted in c and f, respectively, are around
400, 450 and 650 nm. Most likely textile originates from the 400 nm and 450
nm bands, while the 650 nm band is from the vegetation. No isolation of ei-
ther the vegetation or textile is observed, and for the scores images of PC3 (g)
and PC4 (j), a similar story is present, as mostly a structured background is
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Figure 4.8: Overview of the results from IDEL on the Ω - data cube from
the simulation data set, showing PC1 through PC4. scores images, for the
respective PCs at a, d, g and j, loadings maps at b, e, h and k, and highlighted
spectral channels superimposed on the mean spectrum of the original data
at c, f, i and l. The highlighted spectral channels are extracted from the
loadings maps and differentiated by colours (blue (A), red (H), black (V)
and green (D)) and symbols (circle, positive correlation and star, negative
correlation)
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present, with some faint shadow of the vegetation. Although the highlighted
spectral channels are mainly from the 400 to 500 nm bands, where mainly
the textile is present, the images show that some of the vegetation is present.

When going deeper into the PCA analysis on the Ω-data cube, at PC12
an isolated structure of the vegetation is found, presented in figure 4.11. The
scores image (a), shows the border of the vegetation, with the spectral bands
at 600, 700 and 1000 nm being highlighted (c). These results together with
the results of the PCA analysis of the original data (figure 4.4), highlight one
of the drawbacks of using PCA with IDEL-Ω, which is the fact that when
highly complex structures are present within the data, data diving becomes
necessary to retrieve the relevant information.

4.6.3 Stained fabric

IDEL is applied on the LY and SW data sets, and the results go over the PCA
analysis on the Ω-data cube. The elucidation considers the scores images,
loadings maps and highlighted loadings on the mean spectrum, as shown in
the example in figure 4.2.

Lubricant on Yellow cotton

The Ω-data cube for the LY data set consists of 140 sub-images, extracted
from the wavelet decomposition, and the results are reported in figure 4.12.
The resulting scores images (figure 4.12a) of the first 4 PCs (explaining 58.3%
variance of the Ω-data cube) are considered, where four distinctive spatial
features are clearly recognisable. One can clearly identify the stain and cotton
fibre pattern, as is discussed below.

The PC1 scores image (figure 4.12a) mainly shows the presence of an
intense spot (almost in the centre) which can be identified as a stain. The
corresponding loadings map (figure 4.12b) shows that all the wavelet sub-
images from every decomposition block (A, H, V and D) are contributing
to the model, however the highest loadings values are mainly associated to
approximation sub-images (A), which retain low frequency contributions in
the original data set, hence smooth patterns. Figure 4.12c represents the rel-
evant spectral wavelengths on the mean spectrum of the original data with
the notable points being: i) approximation sub-images at decomposition lev-
els 2 and 6 (A-2 and A-6), which are linked to positive loadings within the
spectral region 1990 to 2060 nm, ii) sub-images A-4 and 5, linked to negative
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Figure 4.10: Overview of the results from IDEL on the Ω - data cube from
the vegetation on textile data set, showing PC1 through PC4. scores images,
for the respective PCs at a, d, g and j, loadings maps at b, e, h and k, and
highlighted spectral channels superimposed on the mean spectrum of the
original data at c, f, i and l. The highlighted spectral channels are extracted
from the loadings maps and differentiated by colours (blue (A), red (H),
black (V) and green (D)) and symbols (circle, positive correlation and star,
negative correlation)
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Figure 4.11: Overview of a subset of results from IDEL on the Ω - data cube
from the simulation data set, showing PC12. a) scores image; b) loadings
maps; c) highlighted spectral channels superimposed on the mean spectrum
of the original data. The highlighted spectral channels are extracted from
the loadings maps and coloured black (V) with symbols circle for positive
correlation and star for negative correlation

loadings around 2400 nm, and iii) A-6 linked to negative loadings around
1300 nm. Although it is extremely difficult to consider band assignment in
NIR for such complex matrices, the band around 2000 nm suggests contri-
butions from glycerol [91], one of the main compounds of the lubricant. The
negative contribution at 1300 nm is interesting as well, as neither cotton nor
glycerol absorb at that wavelength. This contribution could be linked to a
solely physical effect, due to the lack of absorbance of either cotton or lubri-
cant, or it could be linked to a third unknown component.

The PC2 scores image (figure 4.12a) clearly shows the diagonal texture
associated to the cotton fibres. The loadings map (figure 4.12b) shows that
the most relevant contributions are from the H and D sub-images in the
spectral range from 1400 to 1550 nm. When looking at the highlighted load-
ings (figure 4.12c), all these contributions relate to the band centred at 1494
nm. This can be attributed to the first overtone of O-H in cotton [92]. The
main contribution comes from the D sub-images, however some minor con-
tributions come from the H sub-images. This can be attributed to the large
spacing that is seen between the diagonal fibres, which can be captured in
the horizontal details.

The PC3 scores image (figure 4.12a) is not straightforward to interpret.
It shows some very smooth patterns, which are usually captured at the deep-
est decomposition levels (low frequency contributions in the spectral images)
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Figure 4.12: Overview of the results from IDEL on the Ω - data cube from the
LY data set, showing PC1 through PC4. a) scores images, for the respective
PCs; b) loadings maps; c) highlighted spectral channels superimposed on the
mean spectrum of the original data. The highlighted spectral channels are
extracted from the loadings maps and differentiated by colours (blue (A),
red (H), black (V) and green (D)) and symbols (circle, positive correlation
and star, negative correlation)
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and mainly by the approximations. However, details may also capture this
type of information when, as in this case, there could be low frequency ori-
entation specific spatial patterns present (the most intense loadings values
are from the H and V sub-images). When looking at the highest values in
the loadings map (figure 4.12b) and at their location on the mean spectrum
(figure 4.12c), the contributing spectral regions are quite spread and mainly
on shoulders or along the spectral baseline. These patterns are quite difficult
to interpret, and can originate from various sources, e.g. non-homogeneous
illumination of the surface. These points can introduce minor variations in
an image that can be seen in the deepest levels of a wavelet decomposition.

Finally, PC4, as for PC2, shows the texture of the cotton textile, however
now its pattern has mostly a vertical orientation. The main contributions
are the details sub-images (mainly V) and again the relevant spectral region
includes the band centred at 1494 nm. Added to this is a contribution from
the spectral band at about 2000 nm, which was not captured by PC2. This
spectral channel is slightly shifted with respect to the contribution discussed
in PC1. This could be attributed to the first overtone of R-CO-R. Possible
reasoning for PC4 to be separated from PC2 is that the spatial structure is
significantly different and is isolated as a different component. Even though
they both originate from cotton, the overlapping fibre structures show sig-
nificant differences.

Summarising the results for the LY data set, different spatial features
could be isolated, segmenting the stain and recovering the cotton fibre pat-
terns across the whole image in the scores images. A possible link to the
spectral domain has also been established, where the interplay of chemical
and physical information is observed.

Semen on White cotton

The Ω-data cube consists of 491 sub-images, extracted from the wavelet
decomposition. The results of the PCA analysis of the Ω-data cube for the
SW data set are shown in figure 4.13. The first four PCs (explaining 52.1%
variance), which capture the different spatial structures, are discussed below.

The PC1 scores image only shows the semen stain without any pattern
related to the texture of the fabric (see figure 4.13a). The loadings map
(figure 4.13b) highlights several contributions but the highest (in absolute
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Figure 4.13: Overview of the results from IDEL on the Ω - data cube from the
SW data set, showing PC1 through PC4. a) scores images, for the respective
PCs; b) loadings maps; c) highlighted spectral channels superimposed on the
mean spectrum of the original data. The highlighted spectral channels are
extracted from the loadings maps and differentiated by colours (blue (A),
red (H), black (V) and green (D)) and symbols (circle, positive correlation
and star, negative correlation)
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terms) are from the A sub-images across most of the decomposition levels.
Reporting the correlated loadings on the mean spectrum (figure 4.13c), the
corresponding spectral regions are located at: 1300 nm, 1700 nm and 2200
nm, showing positive loadings values, 1450 nm, 1850 nm and 1940 nm, show-
ing negative loadings values. The contributions at 1700, 1850 and 2200 nm
could relate to semen, as they could be attributed to protein bands [85].
However, the band at 1300 nm is not attributable to a specific component:
it could be that this is solely associated to physical scattering effects that
come into play, as something similar was observed in the lubricant example.
The 1450 and 1940 nm bands could be attributed to water bands [93], as the
loadings show negative values and a faint negative circle is observable in the
lower left part of the corresponding scores image (figure 4.13a, PC1). A sim-
ilar contribution can be seen on the PC3 scores image (figure 4.13a) but with
an inverted sign (positive values of scores and loadings). Even if the samples
are dried, it cannot be excluded that water on the border is reabsorbed due
to the environmental conditions, since the humidity of the room (where the
samples are stored) was not controlled.

As in the lubricant data, the PC2 scores image depicts the texture linked
to the cotton fibres. However, here the fibre orientation spatially manifests
in the horizontal direction. As such, the H sub-images are mostly selected
(figure 4.13b, PC2). The relevant loadings highlighted on the mean spectrum
(figure 4.13c) are associated to the absorption band at 1494 nm, which has
already been referred to as the first overtone of O-H stretching in cotton.

The PC3 scores image shows, like for the lubricant data, smooth spatial
patterns. However, a small intense circle is also visible in the bottom left
part of the image. Looking at the relevant loadings, both in the loadings
map and reported on the mean spectrum, we see that mostly A and V sub-
images have the highest absolute loadings; the relevant spectral channels are
in large part the same as for PC1, e.g. 1300, 1450, 1830 and 1940 nm. In
fact, the simultaneous absorbance around 1450 and 1940 nm could be linked
to water, which could mean that what is observed is due to a drying effect
at the border of the semen stain. Analogously, similar, but negative spectral
contributions are observed in PC1. In the image, the semen stain border has
an elongated form in the vertical direction. As such, it is being captured
by the vertical details (V sub-image). On the other hand, the A sub-images
capture the small spot, which is linked to semen.
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The PC4 scores image shows the border of the semen stain, captured by
H and V sub-images, contributing the most to the loadings map. However,
the contribution from the texture of cotton is observable. Around the bor-
der of the stain, the spectral contributions from the cotton fabric and the
semen stain are strongly overlapping. The relevant spectral regions include
the 1700 nm band, already discussed for PC1 as connected to semen, and the
1500 nm band connected to the cotton fibres, mentioned with regards to PC2.

The compression (or “fusion”) step operated by PCA was extremely effi-
cient at extracting information, separating not only the semen stain from the
texture (which consists of the scattering effects of cotton), but also distin-
guishing the scattering around the border of the semen stain together with
a possible drying effect of the semen.

Semen on Red cotton - Projection

We have seen that the proposed approach is very efficient in retrieving spa-
tial information and interpreting it in terms of spectral contributions. In
particular, the scores images obtained from the analysis of the Ω-data cube
help in discerning the various spatial components, which are not observable
separately at any single spectral channel in the original data. The loadings
highlight the spectral channels at which those components mostly manifest.
A clear next step can be foreseen, which is evaluating if new (test) images
projected on the loadings of a reference image can extract the same kind of
specific spatial information in the scores images.

The SR data set is investigated (figure 4.14a). The system is sufficiently
similar to SW, as both contain cotton and semen, however the shape of the
stain, and the orientation of the scattering effects and colour of the fabric are
different. With respect to LY, the only similarity is the fact that the fabric
is made of cotton. The resulting scores images are shown in figure 4.14b.
For the SW-model, in the projected scores images, similar spatial features
can be observed: the semen stain is isolated in PC1, the texture of the
cotton fibres with some bordering effects is seen in PC2, in PC3 a bordering
effect linked to the semen stain is visible, and finally, the joint border and
scattering effects are highlighted along PC4. Although the texture of the
cotton fibres is not completely isolated from the border effects in PC2, the
semen stain has been isolated and identified. These minor differences may
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Figure 4.14: Overview of the results of projecting SR onto the SW-model
(top) and LY-model (bottom). a) mean image of SR data set; b) refolded pro-
jected scores images for PCs 1-4; c) mean squared prediction error (MSPE)
for the SW (top) and LY (bottom) projections
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be due to spatial and spectral differences between the data sets. The texture
of the cotton fibres is not the same, i.e., it is oriented in a different direction
with respect to the modelled image. In addition, the colour of the fabric
is different: red fabrics might exhibit a different absorption with respect to
white within the NIR range. Also, the amount of deposited semen may not
be the same, nor its position or shape. In figure 4.14c, the MSPE of both
SW (training) and SR (test) exhibit a similar error. Moving towards the
LY-model, a stark difference is observed, in the scores images, where for the
LY images (figure 4.12a), a stain is observed in PC1, here scattering effects,
with the border of the stain is seen. This is also the case for PC3, where
with LY a large structure is observed, in the projection, again, scattering
effects with the border of the stain is observed. PC2 and PC4, do show
similarities with respect to LY. These images could be explained, by the
fact that probably with LY, mostly physical effects are isolated and this is
observed in the projection. With the SW-model, more chemical effects are
seemingly modelled, if the elucidation is to be believed. The MSPE further
highlight the differences between the LY and SR data, as there is a more
prominent difference than with SW.

Overall, these results seem very promising. The results of the projection
of all ten data sets onto the SW-model are in appendix D, and show similar
conclusions. However, the projection of the black fabric with a semen stain
(SB) and, to a minor extent, of the yellow fabric (SY), while showing similar
spatial features on scores images, resulted in high a MSPE. If the spatial
structures and/or spectral background (as it is the case for SB) of the test
images are very different from the calibration image, some care should be
taken in interpreting the scores images, even if interesting spatial structures
are retrieved.

MCR-ALS

The SW results are taken as an example for a possible incorporation of the
IDEL-Ω algorithm into the MCR-framework. This is compared to a standard
MCR-ALS analysis, where the original data are pre-processed, by MSC to
generate a bilinear data matrix and SIMPLISMA is used to find the initial
estimates.

A general analysis is done, by changing two parameters within the MCR-
ALS algorithm. Firstly the data set used within the algorithm, this is either
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the data preprocessed with MSC, or the Ω-data cube. Secondly, the initial
estimate used, which is set as either the SIMPLISMA initial estimates or
the scores images obtained from the PCA analysis on the Ω-data cube. This
translates to four analyses in total: 1) MSC data with initial estimates from
SIMPLISMA; 2) MSC data with initial estimates from the PCA analysis on
the Ω-data cube; 3) Ω-data cube with initial estimates from SIMPLISMA; 4)
Ω-data cube with initial estimates from the PCA analysis on the Ω-data cube;

Firstly the standard analysis, where the MSC data is unfolded pixel-wise
and standard MCR-ALS is applied, using SIMPLISMA as an initial estimate
with four components. Figure 4.15, shows the results, in the form of refolded
concentration maps and spectral contributions. A lack of fit (LoF) of 1.07%
is obtained, stopped at a ∆LoF < 10−5%, with the non-negativity constraint
active. The concentration maps are reasonably different for the first and sec-
ond component, and seem to show the semen stain and fabric, respectively.
However, there is a significant contribution of the fabric for the first com-
ponent, as well as a minor contribution of semen in the middle of the map,
for the second component. The third map shows the semen border, from
which a similar image is observed in the IDEL analysis, indicating a possible
drying effect being present. However, again, with clear contributions from
the cotton fabric. The fourth map, shows seemingly an inverted image with
respect to the first concentration map. There is no single component that
shows an isolated contribution. The accompanying spectral contributions do
not give us any further elucidation. For the first component, it would seem to
have isolated multiplicative effects, due to its shape. The other three spectral
contributions show more or less the exact same shape, with differing ratios
of spectral peaks, making it difficult to elucidate any specific spectral bands.

The second analysis uses the same MSC data set, however, as an initial
estimate, the scores images of the previous PCA analysis on the Ω-data cube
are used. The results (figure 4.16) do not significantly change and more or
less of the same conclusions can be made with the same LoF of 1.07% being
obtained. The only visible change that is seen is in the concentration maps
of the third and fourth component, however, these differences seem negligi-
ble and, due to the little to no differences in the spectral contribution, no
definitive conclusions can be made.

For the third and fourth analysis, instead of the MSC data set, the Ω-
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Figure 4.15: Four component MCR analysis on MSC data, taking SIM-
PLISMA as initial estimates. a-d) refolded concentration maps for the four
components, with e-h) their respective spectral profiles
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Figure 4.16: Four component MCR analysis on MSC data, taking Ω as initial
estimates. a-d) refolded concentration maps for the four components, with
e-h) their respective spectral profiles
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data cube is used and again, unfolded pixel-wise. Both SIMPLISMA and
the scores images of the previous PCA analysis are used in the MCR-ALS
analysis, retrieving a LoF of 6.44%. Starting with the SIMPLISMA results,
refolded concentration maps are obtained, see figure 4.17. Some overlap is
observed with respect to the previous analysis, however for the semen stain
(component 1), a much clearer map is obtained. Component 2 and 3, show
similar maps, with some combination of fabric, border and drying effect being
present. The fourth component, however, does seem to indicate a different
structure being present, that has not been previously seen. Moving on to-
wards the spectral contribution, a different approach is required to elucidate
the results, as a subset of spectral channels is selected at different decompo-
sitions, with the Ω-data cube. The spectral contribution plots are structured
in a way that indicate their spectral channel, by position, and its accom-
panying decomposition from the wavelet transform, by colour. Taking the
first spectral contribution plot as an example, mostly, blue dots are visible,
indicating approximation sub-images, at the 1300, 1700 and 2200 nm bands.
These bands are already elucidated, by the previous IDEL-Ω analysis of this
data in section 4.6.3 Semen on White cotton. An interesting point is the
inclusion of horizontal and vertical decompositions at the 1700 nm band,
which might be the cause of the soft fabric structure that is visible in the
concentration map. This indicates that not a completely isolated semen stain
is obtained.

For the second and third component, significant overlap is observed, with
respect to both the concentration maps and spectral contributions. Both
components show the fabric with the border of the semen stain within the
maps, that was previously elucidated to be a possible drying effect. And
the spectral contributions corroborate this, as approximation points (blue
dots) at 1400 and 1900 nm are observed. There are two differences that are
observed in the spectral contributions, as component 2 retrieved horizontal
details at 2400 nm, which in not present in component 3. And the opposite
is true for the 1500 nm band that is present in component 3, but not in
component 2. Even taking these points into consideration, it is difficult
to determine what these differences mean, as no clear indicator is present
within the concentration maps. However, when looking at PC4 of the IDEL-Ω
results in figure 4.13a and c, the scores image (a) show the semen stain border,
while the spectral bands highlighted (c), show horizontal bands at 1500 nm.
A possible explanation is that the drying effect is fused with the scattering
effect present at the border, this however requires further investigation.
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Figure 4.17: Four component MCR analysis on Ω-data, taking SIMPLISMA
as initial estimates. a-d) refolded concentration maps for the four compo-
nents, with e-h) their respective spectral profiles, coloured by decomposition
(blue (A), red (H), black (V) and green (D)) with the mean spectrum of the
data superimposed

The final component, is the most interesting of the four. The concentra-
tion map shows some shadow of the semen stain, combined with the fabric.
The spectral contributions highlighted are at 1250 and 1850 nm for approxi-
mations, and 1500 and 1700 nm for horizontal details, with some more spread
contributions present between 2100 and 2400 nm. Two comparisons can be
made with the IDEL analysis from figure 4.13. The 1850 nm band can be
attributed to the negative correlation that was observed in PC1, which makes
sense, as the scores image of figure 4.13a shows an inverted image with re-
spect to component 4 in figure 4.17. The horizontal details at 1500 and 1700
nm seem present in PC4, from figure 4.13, indicating the border of the semen
stain. Most likely some contributions from PC2 are present as well, as there
is clearly fabric present within component 4.

Moving on towards to the final analysis, which is the MCR-ALS analysis
of the Ω-data cube, using the PC scores images from figure 4.13a as initial
estimates. Figure 4.18, components 1, 2 and 3 show very similar concentra-
tion maps and spectral contributions, when compared to the scores images



76 CHAPTER 4. IDEL-Ω

Comp. 1
a

Comp. 2
b

Comp. 3
c

Comp. 4
d

1200 1600 2000 2400

spectral channels (nm)

0.055

0.06

0.065

0.07

0.075

R
e

la
ti
v
e

 i
n

te
n

s
it
y

e

1200 1600 2000 2400

spectral channels (nm)

0.06

0.07

0.08

0.09

0.1

0.11

f

1200 1600 2000 2400

spectral channels (nm)

0.055

0.06

0.065

0.07

0.075

0.08

0.085

g

1200 1600 2000 2400

spectral channels (nm)

0.055

0.06

0.065

0.07

0.075

h A

H

V

D

Figure 4.18: Four component MCR analysis on Ω-data, taking Ω as initial
estimates. a-d) refolded concentration maps for the four components, with
e-h) their respective spectral profiles, coloured by decomposition (blue (A),
red (H), black (V) and green (D)) with the mean spectrum of the data
superimposed

and highlighted spectral channels, respectively. The main differences are
the contributions of fabric being present in components 1 and 3, most likely
coming from the horizontal and vertical detail present, as is indicated by the
red and black dots (figure 4.18e/g). Of which a possible explanation could
be the non-negativity constraint, as that is one of the more crucial differ-
ence between PCA and MCR-ALS. Component 4 shows a similar map and
spectral contribution with respect to figure 4.17, excluding the horizontal
contributions at 1500 nm. This is visible in the concentration maps, as a less
significant presence of the fabric is observed.

Although the results are arguably worse than the PCA analysis on IDEL,
due to the lack of isolating single physical components, it does open the
door to using possible constraints within the MCR-ALS algorithm, to further
improve the results e.g., applying a smoothness constraint, a mask or forcing
selectivity on specific components. This does add more user interaction, and
is not necessarily required, depending on the data. These results also show
that, even if the initial estimates isolate certain components, if the data does
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not conform to the assumptions made within the specific algorithm used, the
results will not significantly change, as is shown in figure 4.16. However, it
is also apparent that if there is any relevant variance within the data, the
initial estimate can improve the final solutions obtained.

4.7 Conclusion

The IDEL-Ω algorithm shows promise in retrieving semi-automatically spa-
tial structures within a data set with their respective spectral contributions.
The simple simulation example results in an ”ideal-scenario” where different
spatial structures, with different spectral contributions are present and re-
trieved by IDEL-Ω. The texture pack data set goes into a situation where
incredibly complex spatial structures are superimposed, with near identical
spectral contributions. Although the entirety of the components are not able
to be retrieved, some aspects were isolated.

The stained fabric data set, sets up a situation where there are simi-
lar spectral contributions, but seemingly different spatial structures, visually
speaking. IDEL-Ω is not only able to retrieve the relevant spectral/spatial
combinations, but model it as well, where a new spectral image can be pro-
jected onto it and if similar spectral/spatial combinations are present in the
newly acquired data, it will be able to retrieve those structures. MCR-ALS is
also incorporated within the algorithm, where similar results were retrieved,
opening the door to the field of curve resolution with all its benefits.

4.8 Perspectives

Notwithstanding that IDEL-Ω has provided very useful insight with respect
to spatial-spectral contributions within a spectral image, the texture pack
data set showed the main weak point of the algorithm. The image fusion
done by PCA, although incredibly powerful, does come with its drawbacks,
these being the dependency on variance, the orthogonality constraint and the
bilinear nature of the results. A future work is expected with different fusion
techniques, where more consistent results can be obtained, e.g. wavelet fusion
[54,94] or independent component analysis [95]. This however is another field
onto itself and requires a more in-depth investigation [96]. The parameters
are another factor within the IDEL-Ω algorithm, which are within the context
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of the thesis fixed, with adequate reasoning, however a proper validation
strategy is necessary on this subject.



Chapter 5

Weighted MCR-ALS

In this chapter a proposal to improve the MCR-ALS algorithm is presented,
with respect to the difficulty of retrieving the pure profile for a component in
a mixture which is strongly underrepresented in the samples (a minor com-
ponent). To this aim the same concept of using several peels of the convex
hull, as resorted to in IDEL-Ω to select the most informative sub-images in
the descriptor matrix scores plot (Chapter 4), has been implemented in order
to select a subset of informative samples in order to overcome the blurring of
the minor component due to the over-representativeness of the major ones.
This situation can be very common in spectral imaging data, e.g. a con-
taminant in food or environmental specimen, or the active compound in a
pharmaceutical tablet are typical examples of a very unbalanced presence in
the pixels of the acquired image. MCR-ALS has been proven to be effec-
tive in many practical scenarios however, within the ALS procedure, some
of the well-known limitations of least squares approaches must be consid-
ered. One of these limitations in particular is with regards to the presence of
non-independent and -identically distributed (non-iid) noise. To cope with
this, a weighted MCR-ALS algorithm has been developed by Wentzell et al.
based on maximum likelihood projections and applied to different types of
data [97,98]. Another limitation relates to the so-called “black-hole” effect as
pointed out recently by Vitale and Ruckebusch [99]. This issue is connected
to the leverage that some data points may have in the non-negative least
squares (NNLS) calculation. In MCR, single data points that are very far
from the data cloud are potentially the purest ones. However, when utilising
MCR-ALS, their leverage might become too low for guaranteeing the correct
solution when the number of data points is very large. Even starting from

79
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the most favourable initial estimates (i.e., the true pure profiles), the solu-
tion will in such a situation iteratively move closer to the centre of the data
cloud. This problem can prove to be detrimental for imaging, as the analysis
of an image can result in the retrieval of a large number of samples (pixels).
A solution to overcome this black-hole effect and improve the accuracy of
the MCR-ALS output is sample selection, and an efficient way to do so is by
selecting only essential samples based on a convex hull criterium [100, 101].
Examples of applications to spectral imaging data show that it is possible
to recover similar or sometimes better solutions, with respect to standard
MCR-ALS [102–104]. However, two issues come forward, firstly the imaging
data is reduced to a incredibly small subset of samples, which has the benefit
of incredibly fast analysis, however with the drawback of removing a large
chunk of imaging information, which can be recovered by reconstruction.
Secondly, when noise comes into play, selecting too few samples can at some
point decrease the stability of the model, as the number of points to prop-
erly estimate its parameters is greatly reduced [105]. In practical situations,
there is a trade-off to be found, as reducing the data down to its most essen-
tial information will increase the variance of the estimated parameters while
utilising the entire data set might reduce the accuracy of said parameters,
as observed in the aforementioned black-hole effect. A weighted MCR-ALS
methodology is proposed to balance this trade-off. To put it in perspective,
the selection of samples based on essential information can be seen as the
most extreme form of weighted analysis i.e., weighting one, essential sam-
ples, and zero, others. Here we propose a weighting scheme where sample
weights are determined based on their relevance towards the MCR solution.
To this aim, convex peeling [106] of the data set is performed. A comparison
is made between standard MCR-ALS, weighted MCR-ALS with weights en-
coding ESP selection and weighted MCR-ALS with weights encoding convex
peeling, applied on three different data sets, two simulated and one real.

5.1 MCR - ALS

5.1.1 ALS-algorithm

MCR assumes the data to follow a bilinear model (eq. 5.1) and the ALS-
algorithm solves for it by taking the pseudo-inverse (eq. 5.2) and using a
non-negative least squares minimisation function (eq. 5.3) to estimate its
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parameters:

D = CST + E (5.1)

Ĉ = DS(STS)−1 (5.2)

where, with respect to spectroscopy, D(I×J) is the absorbance for the I
samples and J wavelengths, C(I × n) are the concentrations of the samples
for the n different chemical species, S(J × n) are the absorptivity’s for the
wavelengths of the different chemical species and E(I×J) is the instrumental
error. The x̂ notation specifies an estimation of x.

ϕ = min(||y − βx̂||2) with x ≥ 0 (5.3)

where ϕ is the minimisation function, y the data vector, β the system
parameters and x the variables. The fast non-negative least squares (FNNLS)
algorithm, developed by Bro et al. [107] is used within this work.

An initial estimate is required to start the algorithm, where either C or
S is set. If Sini is set as an initial estimate, then the algorithm solves eq. 5.2,
by least squares and retrieves Ĉ. The procedure continues by solving for Ŝ,
by using Ĉ (eq. 5.4).

Ŝ = (ĈT Ĉ)−1ĈTD (5.4)

The iterative alternating procedure is stopped when no significant change
within the parameters is present, significance is usually determined by the
lack of fit (lof) of the estimated parameters (eq. 5.5/5.6).

Ê = D − ĈŜT (5.5)

lof =

√√√√√√√√
I∑

i=1

J∑
j=1

ê2ij

I∑
i=1

J∑
j=1

d2ij

(5.6)

where dij and êij are elements ij of D and Ê, respectively. When the
relative ∆lof between two consecutive iterations is below a set threshold,
the algorithm is stopped. This threshold is dependent on the problem and
within this work it is set at 10−8.
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5.1.2 Visualisation

The data and solutions obtained from MCR-ALS are visualised in two ways,
firstly as either concentration and spectral profiles, and secondly as points in
a n−1 dimensional space, with n being the number of components within the
system [108]. The second visualisation applies PCA on the data (eq. 5.7),
and normalises the scores by dividing element-wise by the first PC (eq. 5.8):

D = TP T + E (5.7)

Tn =
T

t1
(5.8)

where T are the scores, P the loadings and t1 the first PC scores. This
method of standardisation allows for a reasonable visualisation of the MCR-
problem within in a system of four or less components, assuming the system
is non-negative. This is due to the limitations of visualising a subspace with
more than three dimensions. Projections onto lower dimensional subspaces
can be applied, however the risk of not properly presenting all components
is present.

The standardisation transforms the data into a closed system and where
the mixture space becomes apparent. An example data set is shown in figure
5.1, where the three components (A/B/C) span the entire ternary/binary
mixture space. A simplex is formed, where the vertices (green dots) cor-
respond to the pure components and the other points within the simplex
correspond to linear combinations of those pure components. This visual-
isation transforms the MCR problem into a geometry problem, where the
optimal solutions are on the vertices of this simplex, as those vertices can
explain all other data points as linear combinations.

5.1.3 Optimal solutions

Another way of explaining the optimal solution is with respect to the FNNLS.
The algorithm moves the solutions towards the minimum error (eq. 1.3) and
as such, the optimal parameters will give the best estimation of the data. This
can be visualised with an error surface, where the error is computed for ev-
ery set of parameters, and should minimise towards the true solutions, which
are the underlying sources of variance that generate the data. An example
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Figure 5.1: Single matrix of an example data set, a) pure spectral profiles
(A-C); b) 10% of the spectra from the data matrix; c) normalised scores in
the (X1, X2) PC-subspace, each black dot representing a spectrum and the
three green dots representing the pure spectra of A-C.
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Figure 5.2: Error surface visualisation for an ideal situation in the normalised
(X1,X2) PC-subspace, with scores as blue dots, scores with only A, B or C
as black rods, minimum error ((y − ŷ)2) indicated by red rod.

of the error surface is in figure 5.2. As this is a three component system,
the error surface is limited to fixing two components to their true solutions
and varying the third across the plane, and calculating the corresponding
error at that point in the plane. In the plot, the minimum, indicated by the
red vertical line, overlaps almost completely with the black vertical line that
corresponds to the true solution, for that component. The lack of perfect cor-
respondence is due to the number of points used to estimate the error surface.

In standard conditions, the minimum of the error surface will correspond
to the true and correct solution. However the crux of the issue is when
standard conditions no longer apply, this is the case in situations where the
data deviates from the ideal least squares situation. Imaging is a situation
where the possibility of underrepresented components is of concern, due to
the sheer number of samples retrieved by the analysis. Figure 5.3 shows a
non-ideal situation, where there is a discrepancy within the mixture space.
A component is disproportionally underrepresented. In this situation, there
is a single pure sample present for one component, and all other samples
contain either a very low or zero concentration of that component. The two
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Figure 5.3: Error surface visualisation for a non-ideal situation in the nor-
malised (X1,X2) PC-subspace, with scores as blue dots, scores with only A,
B or C as black rods, minimum error ((y − ŷ)2) indicated by red rod.

other components are fixed and the error surface of the underrepresented
component is calculated. It shows that the minimum is not overlapped with
the true solution.

5.1.4 Essential Spectral Pixels (ESP)

One of the more impactful developments within MCR is the development
of the ESP procedure [100]. It states, that taking only an essential subset
of samples is required to retrieve the optimal MCR solution. This subset
is the convex hull of the data cloud visualised within the normalised scores
plot. This subset can explain every other sample, as a linear combination
from itself. An indicator is the error surface. In figure 5.4, the error surface
for the same component is calculated, utilising only the ESP subset from
the non-ideal situation in figure 5.3. The minimum of the error surface is
overlapped with the true solution. This means that the optimal solution in a
least squares context is coherent with the true sources of variance that make
up the data, this is due to the removal of samples that give a disproportionate
amount of leverage to the major components.
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5.2 Weighted MCR-ALS

A modified ALS framework is formulated where, instead of applying a stan-
dard non-negative least squares approach to estimate the concentration and
spectral profiles, a weighted version of the FNNLS algorithm, developed by
Bro et al. is applied. The main differences with respect to standard MCR-
ALS is found in eq. 5.9 - 5.13 below:

D = ĈŜT + E (5.9)

Ĉ = DŜini(Ŝ
T
iniŜini)

−1 (5.10)

Ŝ = (ĈTWcĈ)−1ĈTWcD (5.11)

Ĉ = DŜ(ŜT Ŝ)−1 (5.12)

Ŝ = (ĈTWcĈ)−1ĈTWcD (5.13)

Where Wc(I × I) is the weighting matrix for C, and the spectra used as
initial estimates are denoted as ST

ini. Wc is a square matrix with its diagonal
containing the weights of all samples, and zeros elsewhere. Eq. 5.12 and 5.13
are alternated until a satisfactory solution is obtained.

The samples are weighted according to their relevance to the MCR solu-
tion. With the basis of relevance being dictated by ESP. ESP selection can
be encoded in Wc, with weights equal to one, for ESPs, and weights equal
to zero, for non-ESPs. However, this is the most extreme form of weighting.
We extended this approach by applying convex peeling, where each peel, l, is
considered a layer of the data in the normalised scores within the PC-space.
Peeling is an iterative process where the most external convex hull (first
layer, l = 1) is removed and considering the remaining samples a new convex
hull is computed (second layer, l = 2). The process is repeated, until there
are not enough points left to continue. The remaining points, if present, are
given a weight of 0. The samples belonging to each convex hull are inversely
weighted with their respective peel number (weights equal to 1/l). In Wc,
the samples of the first peel (ESP) have a weight one and for the last and
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inner most peel, a weight close to zero is set. The lower the relevance of the
sample towards the MCR solution, the lower its weight.

5.3 Validation

Residual bootstrapping and a bias-variance analysis are used to increase the
level of confidence in the results as well as highlight the drawbacks/benefits
of the methods used.

5.3.1 Residual bootstrapping

Residual bootstrap analysis for regression [109] is a randomised error resam-
pling technique to determine the stability of a model from a single data set.
The bootstrap framework is shown below, with eq. 5.14 - 5.17:

The reconstructed data matrix D̂(I × J) is estimated from a singular
value decomposition (SVD) of D with k components.

D̂ = UΣV T (5.14)

Where the U(I × k) and V (J × k) are the left and right singular vectors
of D, respectively, and Σ(k × k) is a square matrix with its singular values
on the diagonal and zeros elsewhere.

The error E(I × J) is calculated by subtracting D̂ from D.

E = D − D̂ (5.15)

E is resampled to generate a new error matrix Ebs(I × J), by removing
a random subset (1%) of samples from E and repopulating it with another
random subset of E. In this way a new error matrix is generated, following
the same error distribution that is present within E.

E → Ebs (5.16)

This resampled error is added back to D̂ to generate a residual-bootstrapped
data matrix Dbs(I × J) which is further processed or analysed, in this case,
by means of MCR-ALS.
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Dbs = D̂ + Ebs (5.17)

To get a proper estimation of the model stability, the bootstrap is re-
peated 50 times [105], to generate 50 matrices Dbs.

5.3.2 Relative goodness of solutions

To determine the goodness of the solutions obtained, the bias of the mean
solutions with respect to the ground truth and the variance within solutions
is determined. These calculations are performed per component and spectral
channel, as these parameters were known within the system, as such the bias
and variance between samples is determined.

Eq. 5.18) retrieves the variance and gives information on the dispersion of
the solutions, where x̂ is a retrieved solution (for a single spectral channel and
component), M is the number of analyses and x̄ is the mean of x̂, across all
analyses performed. Eq. 5.19 calculates the Bias2, where x is the true value
(at a single spectral channel and component). It retrieves the squared bias
of the solution. To retrieve the total error, the two parameters are summed
(eq. 5.20).

V ariance =

M∑
m=1

(x̂m − x̄)2

M − 1
(5.18)

Bias2 = (x̄− x)2 (5.19)

Total error = V ariance+Bias2 (5.20)

5.4 Datasets

Three data sets are analysed, two resulting from simulations and one from a
six-component Raman image of a pharmaceutical tablet.



90 CHAPTER 5. WEIGHTED MCR-ALS

20 40 60 80 100 120

Spectral channels

0.05

0.1

0.15

A
b

s
o

rb
a

n
c
e

a

A

B

C

20 40 60 80 100 120

Spectral channels

0.05

0.1

0.15

0.2

A
b

s
o

rb
a

n
c
e

b

-1.5 -1 -0.5 0 0.5 1

X1

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

X
2

c

Figure 5.5: Single matrix of Data set 1, a) pure spectral profiles (A-C); b)
10% of the spectra from the data matrix; c) normalised scores in the (X1,
X2) PC-subspace.

5.4.1 Data set 1

A set of three spectral profiles (figure 5.5a, 120 variables) and three con-
centration profiles (2595 samples) are simulated. The concentration profiles
(equal for each component) span the entire mixture space, containing a set
of pure, binary, and ternary samples. One pure sample per component is
present and at least one spectral variable is fully selective. All three com-
ponents have the exact same concentration distribution. The concentration
and spectral profiles are multiplied with each other to obtain a noiseless data
matrix. Afterwards, Gaussian noise (15 % of the signal intensity) is added to
obtain a final data matrix (figure 5.5b). A clear triangle is observed within
the normalised PC-scores plot (figure 5.5c), which indicates that every pos-
sible combination of the three components is present within the data matrix.
50 data matrices are generated, with each matrix having an error structure
randomly sampled from a Gaussian distribution.
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Figure 5.6: Single matrix of Data set 2, a) pure spectral profiles (A-C); b)
10% of the spectra from the data matrix; c) normalised scores in the (X1,
X2) PC-subspace.

5.4.2 Data set 2

The simulated data matrix is generated as reported in Vitale et al. [99],
which results in a three-component (A, B and C) system and features 56700
samples and 120 spectral-like variables (figure 5.6a). A set of 50 matrices are
generated from it, by recalculating the error, but maintaining the exact same
concentration and spectral profiles. The relative amount of noise is kept at
15% of the signal intensity, similarly to Data set 1. Component C is set
as a minor component, meaning that a big portion of the samples contains
mainly components A and B, and component C has a very low concentration
across the samples. However, differently from the data matrices generated
by Vitale et al., this data set contains 800 pure samples of C, this is because
the noise level is three times larger. The spectra of a single data matrix are
shown in figure 5.6b.
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Figure 5.7: Data set 3, a) pure spectral profiles (A-F); b) 10% of the spectra
from the data matrix, after pre-processing; c) normalised scores (X1, X2) in
the PC-subspace.

5.4.3 Data set 3

This data set relates to a six component semi-synthetic Raman image of a
pharmaceutical tablet and consists of 5000 samples and 1600 variables. We
refer to Coic et al. [102] for the details on the analysis. The spectra are pre-
processed with a Savitzky-Golay filter [88], using a first order polynomial
and a window size of 11. The six blended chemical compounds are known,
and their corresponding spectral profiles (used as a reference) are taken from
an in-house database. See figure 5.7 for an overview of the data. As can be
seen in the normalised scores plot (figure 5.7c), the data structure shows that
minor components are present, although a higher dimensional representation
would be needed for a full visualisation.

5.5 Results and Discussion

For each data set, 50 MCR solutions (every model estimated from a ma-
trix with a different error structure) are obtained by the approaches tested:
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1) MCR-ALS on the data set (results denoted as “Full” in the remainder
of the text); 2) weighted MCR-ALS with weights encoding ESP selection
(“ESP”) and 3) weighted MCR-ALS with weights encoding the results of
convex peeling (“Weighted”). The dispersion of the solutions obtained from
the 50 replicates can be compared among the different approaches to deter-
mine the stability of the estimated parameters.

For Data set 1, results are provided in figure 5.8. As expected, those
obtained from “Full” show that without any weighting or selection, a good
(accurately representing the ground-truth for each component) and stable (no
dispersion) estimation of the pure spectral profiles is obtained. The solutions
obtained from “ESP” show that weighting the ESPs as one and all others as
zeros clearly has an impact on the dispersion of the solutions, indicating an
increased variance in the estimates of the MCR-ALS model parameters (pro-
files). While for “Weighted”, the performance is found to be similar to “Full”.

In figure 5.9 the results for Data set 2 are shown, which now highlight, dif-
ferently from Data set 1, the potential impact of an under-represented minor
component on the accuracy of the outcomes. The solutions obtained from
“Full” show that MCR-ALS is not able to accurately estimate the parame-
ters of component C, even though little to no dispersion is observed. With
“ESP”, the spectra of component C are estimated properly and point out
the importance of selecting relevant samples to drive the MCR-ALS solutions
towards the true one in the presence of minor components. However, this
comes at the price of a higher dispersion, as already noted for Data set 1. For
“Weighted”, similarly to “ESP”, accurate spectra are obtained, without any
bias in the minor component estimate. However, in contrast to “ESP”, very
little dispersion in the model parameters is seen, since the full data set is used.

Figure 5.10 shows the results for Data set 3. Like in Coic et al., “Full”
cannot estimate all components, minor components C and F (which explain
0.05 and 1.77% of the variance of the original data, respectively) are missed.
By contrast, “ESP” and “Weighted” can retrieve solutions very close to the
reference spectra, with “Weighted” showing a decrease in the dispersion of the
solutions compared to “ESP”. These results corroborate the ones obtained
from Data set 2: a decrease in the dispersion of the parameter estimates of
an order of magnitude for component F to around half for component B is
observed. Only component C sees no decrease in dispersion, because “ESP”
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Figure 5.8: MCR-ALS solutions obtained from Data set 1, using MCR-
ALS on the data set (“Full”, 2595 samples), using weighted MCR-ALS with
weights encoding ESP selection (“ESP”, 10 samples) and using weighted
MCR-ALS with weights encoding the results of convex peeling (“Weighted”,
97 peels). The true solutions (dashed green) and the 50 MCR solutions (blue)
are plotted separately for each component and analysis method.
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Figure 5.9: MCR-ALS solutions obtained from Data set 2, using MCR-ALS
on the data set (“Full”, 56700 samples), using weighted MCR-ALS with
weights encoding ESP selection (“ESP”, 15 samples) and using weighted
MCR-ALS with weights encoding the results of convex peeling (“Weighted”,
98 peels). The true solutions (dashed green) and the 50 MCR-ALS solutions
(blue) are plotted separately for each component and analysis method.
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Figure 5.10: MCR-ALS solutions obtained from Data set 3, using MCR-
ALS on the data set (“Full”, 5000 samples), using weighted MCR-ALS with
weights encoding ESP selection (“ESP”, 35 samples) and using weighted
MCR-ALS with weights encoding the results of convex peeling (“Weighted”,
52 peels). The true solutions (dashed green) and the 50 bootstrapped MCR-
ALS solutions (blue) are plotted separately for each component and analysis
method.

selects all the samples containing C, meaning that using the full data with
respect to ESP adds no additional information on C. Concerning component
F, “ESP” still selects the purest samples, however the selected samples have
a significant noise level, inducing a dispersion in the solutions. Weighting the
data set with convex peeling instead of just the ESPs, increases the number
of analysed samples containing component F, in turn, reducing the variance
in its calculated spectral profile.

When comparing the results of “Full” and “ESP”, both Data sets 2 and
3 show that, in the presence of minor components, a trade-off is present
between the approaches. One should choose between precise but biased solu-
tions with “Full” or accurate but imprecise solutions with “ESP”. “Weighted”,
instead, takes the middle ground, where the utilisation of the full data com-
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Figure 5.11: Bias/Variance results calculated from the MCR-ALS solutions
obtained from Data set 3, using MCR-ALS on the data set (“Full”, 5000
samples), using weighted MCR-ALS with weights encoding ESP selection
(“ESP”, 35 samples) and using weighted MCR-ALS with weights encod-
ing the results of convex peeling (“Weighted”, 52 peels). Components A-F
coloured.

bined with the knowledge on the essential information they carry, in the
presence of noise and minor components gives both more accurate and pre-
cise solutions.

To corroborate these results, a bias/variance analysis is performed, with
respect to the spectral profiles (figure 5.11). A similar story is told with
respect to figure 5.10, where the main concerns lie with component C and F
(orange and light blue lines, respectively, in figure 5.11. Variance calculates
the dispersion of the solutions where ESP clearly shows the highest values,
then Weighted and Full shows the least Variance. The Bias2 variable has, for
Full, the highest values, as is expected, while ESP and Full show little to no
differences. From V ariance+Bias2, it is clear that the Bias observed in Full
has a significantly larger impact on the goodness of the solutions that the
Variance that is observed in ESP. The final results remain the same, where
Weighted retrieves solutions that are balanced with respect to Full and ESP.
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5.6 Conclusion

This chapter highlights an issue within the MCR-ALS methodology. Spectral
imaging is put into perspective and is shown that with regards to the pres-
ence of minor components ESP selection is required to drive the MCR-ALS
solution towards the true one, with the caveat of losing spatial information
and parameter stability. An extended weighting scheme within the weighted
MCR-ALS framework is proposed that is based on convex hull data peel-
ing and is able to preserve the benefits of ESP selection while mitigating its
drawbacks. The weighting scheme utilises sample information, to resolve the
leveraging issue that is present, giving weights to samples of more relevance
towards the MCR-ALS solution.

5.7 Perspectives

This weighting framework is based on sample relevance, however this can
be further developed by introducing spatial information, retrieved by other
means e.g., from the IDEL-Ω algorithm or a priori knowledge. A different
perspective can be taken as well, instead of weighting the pixels (samples),
the spectral channels are weighted, which are linked to the images within a
spectral image. The methodology is still in its development stage and further
work is expected.



Chapter 6

Conclusion

6.1 Closing remarks

The main goal of the thesis project was to develop novel tools within the
spectral imaging fields that would be able to utilise both spatial and spectral
information conjointly, while simultaneously exploiting the spatial-spectral
interactions to retrieve more informative results, that were previously cov-
ered. This problem was highlighted in data that exhibited strong spatial-
spectral interactions, e.g. in absorbance spectroscopy of rough surfaces and
reflectance spectroscopy in the visible and near-infrared range. This problem
was tackled by firstly considering one perspective i.e. either spatial or spec-
tral and then incorporate the other into the pipeline of the methodology.

The first developed tool, IDEL, was extensively discussed in the thesis,
by firstly taking an exploratory route in chapter 3, and then augmenting and
methodically testing the tool in chapter 4. IDEL takes an imaging perspec-
tive towards spectral image analysis where it first uses an image decompo-
sition method to separate spatial structures based on their orientation and
smoothness. It then highlights distinct features by encoding the decomposed
images into vectors of descriptors. Lastly, it extracts the decomposed images
that show the most distinct descriptors, and the spectral channels where the
descriptors exhibit the highest variance. A set of images are obtained that
are not only at specific spectral channels, but also at specific decomposi-
tions. This new dimension of sparse spectral channels and decompositions
is designated as Ω and contains both spatial and spectral information. An
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image fusion method was applied to recover the components that exhibit a
similar variance across this dimension. The tool was applied in different sce-
narios with simulations, emulsions, textiles, vegetation, food, and forensics.
The method showed in particular for forensic analysis unprecedented perfor-
mance.

The method is not fully finalised, as an extensive validation process of real
controlled data is required to obtain a better grasp on the spatial-spectral
interactions. As well as streamlining the tool to be more easily implemented
within the spectral imaging field, by automatising the parameters as well as
incorporating more robust guidelines with respect to the algorithm.

The second tool developed was Weighted MCR-ALS, which was discussed
in Chapter 5. It took a spectral perspective to spectral image analysis, utilis-
ing the MCR-ALS methodology. The method was augmented with a weight-
ing procedure that takes pixel relevance into consideration. An issue was
presented where the amount of data analysed with imaging becomes detri-
mental towards the MCR method, due to the ALS-optimisation procedure.
The issue is resolved by weighting the pixels with a parameter, that dictates
the relevance a pixel has towards the MCR-ALS solution. Two simulated
and one real data sets were analysed and showed the benefit of the weighted
procedure with respect to the current methodologies.

The method is still in its infancy and can be further developed by extend-
ing the approach towards different weighting procedures, as well as optimising
the methodology to be easily implemented within the spectral imaging field.

6.2 Future developments

Some aspects were not fully realised and are for IDEL-Ω the different appli-
cations, in which the algorithm could be applied. Some future work in the
conservation sciences can be considered, as spectral imaging is an incredi-
bly dominant tool within the field, due to its powerful non-invasive analy-
ses [20,28]. The complex chemical compositions of e.g. paints combined with
the structured spatial information that is painted for which IDEL-Ω could
prove to be an incredible boon. A similar story is made for the remote sensing
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field where the structured landscapes can be explored with the algorithm.
New angles that can be approached, to further develop the IDEL-Ω algo-

rithm: 1) Automatising the parameters within the pipeline; 2) Generalising
the framework of IDEL to expand the reach of the methodology; 3) Setting
up an experimental framework to analyse and validate the recovered spatial-
spectral interactions in various scenarios; 4) Development of a stand-alone
toolbox that incorporates a generalised framework to analyse spectral imag-
ing data and exploit spatial-spectral interactions.

The Weighted MCR-ALS algorithm is equally important as it presents
a doorway to perhaps optimising the immensely common ALS-algorithm in
more applications. With an investigation into trace-analysis being promising,
where small amounts of a subset of components is present within a data set
but difficult to isolate and extract. As well as high resolution applications
within spectral imaging, as increasingly more data is obtained, obscuring or
revealing minor components.

Further development with respect to the Weighted MCR-ALS method-
ology: 1) Automatising the balance between the amount of data used and
goodness of the solutions obtained; 2) Incorporating other forms of spa-
tial information; 3) Development of a stand-alone toolbox to easily imple-
ment/automate the analysis of spectral imaging data.
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Appendix A

Preprocessing of stained fabrics

In figure A.1, the subtracted baseline from the preprocessing of stained fab-
rics (Chapter 4) is presented. A non-standard preprocesssing step is taken
with the stained fabrics data set, to better contrast the spatial dimensions
within the spectral images. A superficial comparison is presented in figure
A.2. The semen on white cotton fabric data set is preprocessed with the
indicated methods, i.e. weighted least squares baseline correction (WLS,
A.2A), standard normal variate (SNV, A.2B), Multiplicative scatter correc-
tion (MSC, A.2C) and lastly taking the second derivative of the data (A.2D).
In addition, a small analysis is done on the effect of using MSC on spectral
imaging data applying the method globally vs locally (figure A.3).

Figure A.1: Subtracted baseline by using WLS on SW, mean image (left)
and per pixel (right).
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Figure A.2: Different preprocessing methods reviewed, with an unfolded PCA
analysis on white fabric with data data with A) WLS; B) SNV; C) MSC; D)
Second derivative.

Figure A.3: MSC applied on white fabric with semen data, visualising three
spectral channels. The method is either applied globally (using the entire
image) or locally (applied on windows of the image, separately).



Appendix B

K-means algorithm

B.1 Augmented algorithm

K-means [110] is a grouping algorithm applied on matrices that determines
the groups with the smallest within group distances. When the number of
groups is specified a prior, an equal number of nodes are randomly positioned
in the data space. The points that are closest to the specified nodes are
grouped. Every node is recalculated by taking the mean of the grouped
points. The algorithm iteratively calculates the nodes, until no change is
observed.

An issue present within the algorithm is the random initialisation of the
nodes. The standard k-means algorithm is augmented, by running the algo-
rithm 5000 times and recovering the iteration that best represents the average
grouping. The augmented algorithm will not be expanded here due to the
scope of the thesis and will be presented in a future work.

B.2 Exclusion of methods
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Figure B.1: Results obtained by clustering the loadings of PCA on a) the
original spectral image; b) the descriptors matrix of the GLCM, excluding
the wavelet decomposition step.



Appendix C

Expanded results - IDEL
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Figure C.1: Expanded results obtained from applying IDEL on the oil in wa-
ter emulsion data set. The twelve highest scores on the PC1/PC2 scores plot
are selected with the three highest loadings values (< 9 degrees correlation).
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Figure C.2: Expanded results obtained from applying IDEL on the oil in wa-
ter emulsion data set. The twelve highest scores on the PC2/PC3 scores plot
are selected with the three highest loadings values (< 9 degrees correlation).
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Figure C.3: Expanded results obtained from applying IDEL on the semen
data set. The twelve highest scores on the PC1/PC2 scores plot are selected
with the three highest loadings values (< 9 degrees correlation).
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Figure C.4: Expanded results obtained from applying IDEL on the semen
data set. The twelve highest scores on the PC3/PC4 scores plot are selected
with the three highest loadings values (< 9 degrees correlation).
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Figure C.5: Expanded results obtained from applying IDEL on the bread
data set. The twelve highest scores on the PC1/PC2 scores plot are selected
with the three highest loadings values (< 9 degrees correlation).
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Figure D.1: Mean images (across the spectral dimension) of either lubricant
(top) or semen (bottom) stains, on coloured fabrics from left to right, yellow,
white, red, green and black.
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Figure D.2: Outcomes of the analysis of the ten images of coloured cotton fab-
rics with either lubricant (left) or semen (right) stains. The first four scores
images and selected spectral channels on the mean spectrum are shown.
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Figure D.3: Outcomes of the projection of the ten images of coloured cotton
fabrics with either lubricant (left) or semen (right) stains on the model gen-
erated by applying IDEL-Ω on white fabric with semen. The first four scores
images and squared prediction error (SPE) of the pixels are shown.
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Abstract

Alternating least squares within the multivariate curve resolution framework

has seen a lot of practical applications and shows their distinction with their

relatively simple and flexible implementation. However, the limitations of least

squares should be carefully considered when deviating from the standard

assumed data structure. Within this work, we highlight the effects of noise in

the presence of minor components, and we propose a novel weighting scheme

within the weighted multivariate curve-resolution-alternating least squares

framework to resolve it. Two simulated and one Raman imaging case are

investigated by comparing the novel methodology against standard multivari-

ate curve resolution-alternating least squares and essential spectral pixel selec-

tion. A trade-off is observed between current methods, whereas the novel

weighting scheme demonstrates a balance where the benefits of the previous

two methods are retained.

KEYWORD S

essential information, multivariate curve resolution–alternating least squares (MCR-ALS),
sample selection, spectral pixels, weighted least squares

1 | INTRODUCTION

Multivariate curve resolution (MCR) is a methodology with its fingers in many fields.1 Its ability to resolve unknown
mixtures, combined with simple-to-understand algorithms and interpretable results, makes it a highly performant
method. MCR is aimed at resolving the most linearly dissimilar sources of variances (which are assumed to be the pur-
est) underlying bilinear data. One of the most utilised MCR algorithms is multivariate curve resolution–alternating least
squares (MCR-ALS). MCR-ALS has been proven to be effective in many practical scenarios; however, within the ALS
procedure, some of the well-known limitations of least squares approaches must be considered. One of these limita-
tions, in particular, regards the presence of non-independent and -identically distributed (non-iid) noise. To cope with
this, a weighted MCR-ALS algorithm has been developed by Wentzell et al. based on maximum likelihood projections
and applied to different types of data.2,3 Another limitation relates to the so-called ‘black-hole’ effect, as pointed out
recently by Vitale et al.4 This issue is connected to the leverage that some data points may have in the non-negative
least squares (NNLS) calculation. In MCR, single data points that are very far from the data cloud are potentially the
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purest ones. However, when utilising MCR-ALS, their leverage might become too low to guarantee the correct solu-
tion when the number of data points for other components is very large. Even starting from the most favourable
initial estimates (i.e., the true pure profiles), the solution will, in such a situation, iteratively move closer to the
centre of the data cloud. A solution to overcome this black-hole effect and improve the accuracy of the MCR-ALS
output is sample selection, and an efficient way to do so is by selecting essential samples based on a convex hull
criterium.5–7 Examples of applications to hyperspectral imaging data showed that it is possible to recover similar or
sometimes better solutions with respect to standard MCR-ALS.8–10 However, when noise comes into play, selecting
too few samples can, at some point, decrease the stability of the model, as the number of points to properly esti-
mate its parameters is greatly reduced.11 In practical situations, there is a trade-off to be found, as reducing the
data down to its most essential information will increase the variance of the estimated parameters, whereas
utilising the entire data set might reduce the accuracy of said parameters, as observed in the aforementioned
black-hole effect.

In this short communication, we propose a weighted MCR-ALS methodology to balance this trade-off. To put it
in perspective, the selection of samples based on essential information can be seen as the most extreme form of
weighted analysis, that is, weighting one essential samples, and zero, others. Here we propose a weighting scheme
where sample weights are determined based on their relevance to the MCR solution. To this aim, convex peeling12

of the data set is performed, that is, repeated convex hull calculations, pruning the data layer by layer until no
points remain. For each layer, samples receive the same weight, with weights decreasing for the consecutive layers.
A comparison is made between standard MCR-ALS, weighted MCR-ALS with weights encoding ESP selection and
weighted MCR-ALS with weights encoding convex peeling, applied to three different data sets, two simulated and
one real.

2 | METHODS

2.1 | Weighted MCR-ALS

For the sake of brevity, MCR-ALS will not be detailed, and we refer to de Juan et al.1 In this work, a modified ALS
framework is formulated where instead of applying a standard NNLS approach to estimate the concentration and spec-
tral profiles, a weighted version of the fast NNLS algorithm developed by Bro et al.13 is applied. The main differences
with respect to standard MCR-ALS are presented in Equations (1)–(5):

D¼ bCbST þE ð1Þ

WeightedMCR�ALS

bC¼DSini ST
iniSini

� ��1

#
ð2Þ

bST ¼ bCT
W cbC

� ��1bCT
W cD

#
ð3Þ

bC¼DbS bSTbS� ��1
ð4Þ

#" alternatingð Þ
bST ¼ bCT

W cbC
� ��1bCT

W cD
ð5Þ

where D I� Jð Þ is the data matrix with I samples and J spectral channels, bC I�mð Þ contains the estimated concentra-
tion profiles for m components, bS J�mð Þ carries the estimated spectral profiles, E I� Jð Þ is the model error matrix,
W c I� Ið Þ the weighting matrix for bC, and the spectra used as initial estimates are denoted as ST

ini. W c is a square matrix
with its diagonal containing the weights of all samples and zeros elsewhere.
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2.2 | Weighting scheme

The samples are weighted according to their relevance to the MCR solution. In this work, we first used essential spec-
tral points (ESPs) as the basis for the weighting scheme. ESPs can be found by taking the points along the convex hull
of the normalised scores of the data set within its principal component subspace (PC-space).5–7 ESPs carry all the spec-
tral information required for an accurate MCR resolution, and their selection reduces the data set considerably without
losing any essential information.5–7 ESP selection can be encoded in W c, with weights equal to one, for ESPs, and
weights equal to zero, for non-ESPs. However, this is the most extreme form of weighting.

We extended this approach by applying convex peeling,12 where each peel, l, is considered a layer of the data in the
normalised scores within the PC-space. Peeling is an iterative process where the most external convex hull (first layer,
l¼ 1) is removed, and considering the remaining samples, a new convex hull is computed (second layer, l¼ 2). The pro-
cess is repeated until there are not enough points left to continue. The remaining points, if present, are given a weight
of 0. The samples belonging to each convex hull are inversely weighted with their respective peel number (weights
equal to 1=l). In W c, the samples of the first peel (ESP) have a weight of 1, and for the last and innermost peel, a weight
close to zero is set. The lower the relevance of the sample towards the MCR solution, the lower its weight.

2.3 | Residual bootstrap analysis

Residual bootstrap analysis for regression14 is a randomised error resampling technique to determine the stability of a
model from a single data set (D). The bootstrap framework is shown below, with Equation (6)–(9):

The reconstructed data matrix bD I� Jð Þ is estimated from a singular value decomposition (SVD)15 of D with k
components.

bD¼UΣVT ð6Þ

where the U I�kð Þ and V J�kð Þ are the left and right singular vectors of D, respectively, and Σ k�kð Þ is a square
matrix with its singular values on the diagonal and zeros elsewhere.

The error E I� Jð Þ is calculated by subtracting bD from D.

E¼D� bD ð7Þ

E is resampled to generate a new error matrix Ebs I� Jð Þ by removing a random subset (1%) of samples from E and
repopulating it with another random subset of E. In this way, a new error matrix is generated, following the same error
distribution that is present within E.

E!Ebs ð8Þ

This resampled error is added back to bD to generate a residual-bootstrapped data matrix Dbs I� Jð Þ which is further
processed or analysed, in this case, by means of MCR-ALS.

Dbs ¼ bDþEbs ð9Þ

To get a proper estimation of the model stability, the bootstrap is repeated 50 times,11 to generate 50 matrices Dbs.

3 | DATA SETS

Three data sets are analysed, two resulting from simulations and one from a six-component Raman hyperspectral image
of a pharmaceutical tablet.
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3.1 | Data set 1

A set of three spectral profiles (Figure 1A, 120 variables) and three concentration profiles (2595 samples) are simulated.
The concentration profiles (equal for each component) span the entire mixture space, containing a set of pure, binary
and ternary samples. One pure sample per component is present, and at least one spectral variable is fully selective.
All three components have the exact same concentration distribution. The concentration and spectral profiles are
multiplied by each other to obtain a noiseless data matrix. Afterwards, Gaussian noise (15% of the signal intensity) is
added to obtain a final data matrix (Figure 1B). A clear triangle is observed within the normalised PC-scores plot
(Figure 1C), which indicates that every possible combination of the three components is present within the data
matrix. Fifty data matrices are generated, with each matrix having an error structure randomly sampled from a
Gaussian distribution.

3.2 | Data set 2

The simulated data matrix is generated as reported in Vitale et al.,4 which results in a three-component (A, B and C)
system and features 56,700 samples and 120 spectral-like variables (Figure 2A). A set of 50 matrices are generated from
it by recalculating the error but maintaining the exact same concentration and spectral profiles. The relative amount of
noise is kept at 15% of the signal intensity, similar to Data set 1. Component C is set as a minor component, meaning
that a big portion of the samples contains mainly components A and B, and component C has a very low concentration
across the samples. However, different from the data matrices generated by Vitale et al., this data set contains 800 pure
samples of C; this is because the noise level is three times larger. The spectra of a single data matrix are shown in
Figure 2B.

FIGURE 1 Single matrix of Data set 1, (A) pure spectral profiles (A-C); (B) 10% of the spectra from the data matrix; (C) normalised

scores in the (X1, X2) PC-subspace.
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FIGURE 2 Single matrix of Data set 2, (A) pure spectral profiles (A-C); (B) 10% of the spectra from the data matrix; (C) normalised

scores in the (X1, X2) PC-subspace.

FIGURE 3 Data set 3, (A) pure spectral profiles (A-F); (B) 10% of the spectra from the data matrix, after preprocessing; (C) normalised

scores (X1, X2) in the PC-subspace.
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3.3 | Data set 3

This data set relates to a six-component semi-synthetic Raman image of a pharmaceutical tablet and consists of 5000
samples and 1600 variables. We refer to Coic et al.8 for the details of the analysis. The spectra are pre-processed with a
Savitzky–Golay filter16 using a first-order polynomial and a window size of 11. The six blended chemical compounds
are known, and their corresponding spectral profiles (used as a reference) are taken from an in-house database. See
Figure 3 for an overview of the data. As can be seen in the normalised scores plot (Figure 3C), the data structure shows
that minor components are present, although a higher dimensional representation would be needed for full
visualisation.

FIGURE 4 Multivariate curve resolution–alternating least squares (MCR-ALS) solutions obtained from Data set 1, using MCR-ALS on

the data set (‘Full’, 2595 samples), using weighted MCR-ALS with weights encoding essential spectral point (ESP) selection (‘ESP’,
10 samples) and using weighted MCR-ALS with weights encoding the results of convex peeling (‘Weighted’, 97 peels). The true solutions

(dashed green) and the 50 MCR solutions (blue) are plotted separately for each component and analysis method.
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A bootstrap analysis is performed on the data to obtain 50 bootstrapped matrices, as described in Section 2.3 with
k¼ 10.

4 | RESULTS AND DISCUSSION

For each data set, 50 MCR solutions (every model estimated from a matrix with a different error structure) are obtained
by the approaches tested: (1) MCR-ALS on the data set (results denoted as ‘Full’ in the remainder of the text);
(2) weighted MCR-ALS with weights encoding ESP selection (‘ESP’) and (3) weighted MCR-ALS with weights encoding

FIGURE 5 Multivariate curve resolution–alternating least squares (MCR-ALS) solutions obtained from Data set 2, using MCR-ALS on

the data set (‘Full’, 56,700 samples), using weighted MCR-ALS with weights encoding essential spectral point (ESP) selection (‘ESP’,
15 samples) and using weighted MCR-ALS with weights encoding the results of convex peeling (‘Weighted’, 98 peels). The true solutions

(dashed green) and the 50 MCR-ALS solutions (blue) are plotted separately for each component and analysis method.
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the results of convex peeling (‘Weighted’). The dispersion of the solutions obtained from the 50 replicates can be com-
pared among the different approaches to determine the stability of the estimated parameters.

For Data set 1, results are provided in Figure 4. As expected, those obtained from ‘Full’ show that without any
weighting or selection, a good (accurately representing the ground truth for each component) and stable
(no dispersion) estimation of the pure spectral profiles is obtained. The solutions obtained from ‘ESP’ show that
weighting the ESPs as one and all others as zeros clearly has an impact on the dispersion of the solutions, indicating an
increased variance in the estimates of the MCR-ALS model parameters (profiles). Whereas for ‘Weighted’, the perfor-
mance is found to be similar to ‘Full’.

In Figure 5, the results for Data set 2 are shown, which now highlight, differently from Data set 1, the potential
impact of an under-represented minor component on the accuracy of the outcomes.4 The solutions obtained from ‘Full’
show that MCR-ALS is not able to accurately estimate the parameters of component C, even though little to no disper-
sion is observed. With ‘ESP’, the spectra of component C are estimated properly and point out the importance of
selecting relevant samples to drive the MCR-ALS solutions towards the true one in the presence of minor components.
However, this comes at the price of higher dispersion, as already noted in Data set 1. For ‘Weighted’, similarly to ‘ESP’,
accurate spectra are obtained without any bias in the minor component estimate. However, in contrast to ‘ESP’, very
little dispersion in the model parameters is seen because the full data set is used.

Figure 6 shows the results for Data set 3. Like in Coic et al.,8 ‘Full’ cannot estimate all components, minor compo-
nents C and F (which explain 0.05% and 1.77% of the variance of the original data, respectively) are missed. By contrast,
‘ESP’ and ‘Weighted’ can retrieve solutions very close to the reference spectra, with ‘Weighted’ showing a decrease in
the dispersion of the solutions compared with ‘ESP’. These results corroborate the ones obtained from Data set 2: A
decrease in the dispersion of the parameter estimates of an order of magnitude for component F to around half for com-
ponent B is observed. Only component C sees no decrease in dispersion because ‘ESP’ selects all the samples
containing C, meaning that using the full data with respect to ESP adds no additional information on C. Concerning
component F, ‘ESP’ still selects the purest samples; however the selected samples have a significant noise level, induc-
ing dispersion in the solutions. Weighting the data set with convex peeling instead of just the ESPs, increases the num-
ber of analysed samples containing component F, in turn, reducing the variance in its calculated spectral profile.

FIGURE 6 Multivariate curve resolution–alternating least squares (MCR-ALS) solutions obtained from Data set 3, using MCR-ALS on

the data set (‘Full’, 5000 samples), using weighted MCR-ALS with weights encoding essential spectral point (ESP) selection (‘ESP’,
35 samples) and using weighted MCR-ALS with weights encoding the results of convex peeling (‘Weighted’, 52 peels). The true solutions

(dashed green) and the 50 bootstrapped MCR-ALS solutions (blue) are plotted separately for each component and analysis method.
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When comparing the results of ‘Full’ and ‘ESP’, both Data sets 2 and 3 show that, in the presence of minor compo-
nents, a trade-off is present between the approaches. One should choose between precise but biased solutions with
‘Full’ or accurate but imprecise solutions with ‘ESP’. ‘Weighted’, instead, takes the middle ground, where the
utilisation of the full data combined with the knowledge of the essential information they carry, in the presence of noise
and minor components, gives both more accurate and precise solutions.

5 | CONCLUSION

With this work, we show that, in the presence of minor components, ESP selection is required to drive the MCR-ALS
solution towards the true one, with the caveat of losing parameter stability due to instrumental noise. We propose an
extended weighting scheme within the weighted MCR-ALS framework that is based on convex hull data peeling and is
able to preserve the benefits of ESP selection without reducing model parameter stability. This weighting framework is
based on the relevance of the entire ensemble of investigated samples towards the MCR-ALS resolution. However, this
can be further optimised by, for example, limiting the number of convex peels or applying a threshold on the sample
relevance criterion to compress the data more adequately, reducing computation times. Furthermore, other relevance
criteria can be applied as well (see the recent work done by Zade et al.17).
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� A novel method for unsupervised
exploration of hyperspectral imaging
data is presented.

� The method is based on Image
Decomposition, Encoding and Local-
ization steps.

� It retrieves distinct spatial features
while linking them to specific spec-
tral channels.

� The method is tested on data sets of
forensic interest.
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a b s t r a c t

The emergence of new spectral imaging applications in many science fields and in industry has not come
to be a surprise, considering the immense potential this technique has to map spectral information. In
the case of near-infrared spectral imaging, a rapid evolution of the technology has made it more and
more appealing in non-destructive analysis of food and materials as well as in process monitoring ap-
plications. However, despite its great diffusion, some challenges remain open from the data analysis
point of view, with the aim to fully uncover patterns and unveil the interplay between both the spatial
and spectral domains. Here we propose a new approach, called Image Decomposition, Encoding and
Localization (IDEL), where a spatial perspective is taken for the analysis of spectral images, while
maintaining the significant information within the spectral domain. The methodology benefits from
wavelet transform to exploit spatial features, encoding the outcoming images into a set of descriptors
and utilizing multivariate analysis to isolate and extract the significant spatial-spectral information. A
forensic case study of near-infrared images of biological stains on cotton fabrics is used as a benchmark.
The stain and fabric have hardly distinguishable spectral signatures due to strong scattering effects that
originate from the rough surface of the fabric and the high spectral absorbance of cotton in the near-
infrared range. There is no selective information that can isolate signals related to these two compo-
nents in the spectral images under study, and the complex spatial structure is highly interconnected to
the spectral signatures. IDEL was capable of isolating the stains, (spatial) scattering effects, and a possible
drying effect from the stains. It was possible to recover, at the same time, specific spectral regions that
mostly highlight these isolated spatial structures, which was previously unobtainable.

© 2021 Elsevier B.V. All rights reserved.
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1. Introduction

Near-infrared (NIR) imaging has become a cheap, versatile and
very attractive method in many fields of science and diverse in-
dustrial applications, for its ability to capture phenomena in both
spectral and spatial domains. Examples of applications are remote
sensing in agriculture [1], stain analysis in forensics [2,3] and
foodstuffs quality control [4]. With hundred-thousands of pixels for
which a full NIR spectrum can be registered, the information con-
tent available from a spectral imaging data set is potentially over-
whelming. This issue is often amplified by the nature of the sample
itself, due to the complexity of its chemical composition and/or
physical structure [5]. In most studies, it is mainly information
extracted from the spectral domain that is exploited by the che-
mometric analysis, while the spatial (structural, textural) infor-
mation of the sample is often disregarded.

The analysis of highly scattering materials is challenging in the
NIR range and limited by the difficulty to describe the chemical and
physical properties of the sample separately [6]. In practice, the
separation of absorption and scattering has been the subject of
different spectroscopic studies [7,8], with most of them removing
the effect of scattering on the measured spectra by adequate pre-
processing. Nonetheless, with NIR images of highly diffusive sam-
ples, scattering and absorption are entangled by highly non-linear
mechanisms, which cannot always be fully eliminated by applying
scatter-correction techniques on the individual spectral pixels,
without the consideration of the spatial domain. Indeed, dramatic
changes in the scattering contribution to the spectral signal can be
expected from object borders and texture, which may fully domi-
nate the spectral signal. Strong spectral interferences can be
localized in the spatial domain by supervised or first principle
modelling [9,10], but these methods require significant a priori
information about the scattering behavior of the samples.

Most of the approaches to analyze NIR imaging data solely
exploit spectral variation as the two spatial dimensions of the
measured data cube are unfolded pixel-wise, ignoring spatial cor-
relation. Still, one possible approach is multivariate image analysis
(MIA), where the unfolded imaging data is augmented with pixel-
neighbor information, to incorporate local-spatial information
before it is analyzed with multivariate analysis tools, such as
principal component analysis (PCA) or partial least squares (PLS)
regression [11e13]. MIA has been originally proposed for RGB im-
ages [11,13] then extended to multi-channel images [14] and only
recently to spectral images [11]. However, the number of neigh-
boring pixels increases rapidly with the distance (or window size in
pixels) from the center pixel at which to consider the neighbor-
hood, and this applies to all spectral channels, making the data
unmanageable in some cases. In this context, a parsimonious so-
lution can be to employ multivariate curve resolution-alternating
least square (MCR-ALS) using image processing constraints to
take into account the spatial structure [15]. Nonetheless, this does
require the data to strictly follow a bilinear model.

Image processing techniques (object detection [16], contrast
enhancement [17], etc.) might be used to highlight some features of
single images, i.e. at a given spectral channel or the mean image
across all spectral channels [18], but disregarding the spectral
domain will prevent chemical interpretation. Some work has also
been done on image segmentation, with the integration of the
spectral domain [19], as well as utilizing the spectral and spatial
domain, interactively switching between the two modes [20]. The
analysis of textural features in spectral imaging has also been
explored, by using the wavelet transform (WT) [14,21e26]. These
analyses i) use a MIA-like approach, where the local spatial infor-
mation is extracted by WT, and 2D-WT sub-images are then
analyzed by multivariate analysis [14,21e23], either on each single

sub-image [21,22] or on the entire sets [14,23,24]; ii) exploit 3D-WT
on the imaging data cube [25] or iii) fuse the 2D-WT sub-images
obtained at each spectral channel [26]. These approaches also aim
at linking the spectral and spatial domains, in some cases the
spectral interpretation is not so straightforward [25] or of no
concern [26], while in others the dimensionality of data matrix
when passing from multispectral [14] to hyperspectral images
become quite huge [24].

We recently proposed a novel approach to highlight the spatial-
spectral interplay of the different components underlying a spectral
imaging data set of a complex analytical system and published
preliminary results [27] concerning a relatively simple Raman
spectroscopy case study and a more complex one involving NIR
spectral imaging datasets of an oil droplet inwater and of biological
fluids on cotton fabrics, respectively. However, we noticed that in
systems of higher complexity, whose components show strong
spectral and spatial overlap the analysis will become increasingly
complex. To cope with this kind of situation, we here propose an
extension and formalization leading to a novel method, called
Image Decomposition, Encoding and Localization (IDEL). The
method is meant to be unsupervised and exploratory.

IDEL relies onwavelet transform (WT) to resolve spatial features
in distinct WT sub-images, then encodes this information in a set of
descriptors (by using gray-level co-occurrence matrices [28]), and
finally recovers specific spectral signatures for each spatial feature
by multivariate data analysis. The encoded spatial information is
fully exploited applying a semi-automatic procedure (that is data-
driven) furnishing as a result a set of distinct spatial features
linked to the specific spectral channels at which they are observ-
able. In this way, clear and precise spatial features can be extracted,
while chemical interpretability is maintained.

IDEL is challenged with a benchmark consisting of complex
samples made of semen and lubricant stains on cotton fabrics
analyzed with NIR imaging. There is significant spatial and spectral
overlap between the stains and fabrics, and strong scattering effects
are present. The localization of the fluid on the substrate is of in-
terest in forensic applications. As such, the segmentation of the
biological fluid from the substrate as well as the removal of the
significant scattering effects visible in the spectral imaging data is
crucial. IDEL was able to isolate the stains from the fabrics, while
preserving spectral information, as well as isolating a spatial
structure previously unobserved. Moreover, the final obtained
model is capable of isolating components also in new images, of
similar type, once projected on it.

2. Materials & methods

2.1. Methodology

The framework for WT decomposition and gray-level co-
occurrence matrices is described in detail in Ref. [27] and briefly
recalled in this section. The main novelty implemented in this work
consists of a methodology where: i) only the most relevant spatial
information is selected by applying PCA on the descriptors’ matrix,
which is based on picking the most significant scores (in terms of
unique information) by means of convex peeling [29,30] and ii) a
semi-automatic procedure to link the spectral information to the
relevant spatial information, establishing a correspondence among
PCA scores and loadings. As a result, the most relevant wavelet sub-
images are extracted. These sub-images form a new data cube that
contains the most significant spatial information at specific spectral
channels. In more general terms, the spatial structures are firstly
resolved, exploiting the original data cube. Then, maintaining a
direct link with the spectral signature, a reduced image data cube is
retrieved in the WT domain. Subsequently, to interpret the
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corresponding information encoded in terms of individual spatial
components, a PCA approach is proposed. In Fig. 1, the three main
steps of IDEL are schematically shown. These steps are explained in
detail in the following sub-sections.

2.1.1. Spectral image decomposition and encoding
The first step consists of the decomposition of the individual

images corresponding to each spectral channel by 2D-WT (see
Fig.1a). 2D-WT is a very powerful filteringmethod, highlighting the
different frequencies content of an image, while maintaining their
localization with respect to the original domain. High- and low-
pass filters are applied to decompose the signal into two disjoint
subspaces holding the sets of details and approximation blocks
(high and low frequencies, corresponding to sharp and smooth
features, respectively). The decomposition is iterated on the
approximation block, obtaining at each level a coarser represen-
tation of the image than in the previous approximation block and
the filtered higher frequencies in the details. For image analysis, the
same mono-dimensional wavelet filters are recursively applied
along the two image directions. For each decomposition level, four
blocks are obtained: 1) approximation (A): a low-pass filter is
applied both row- and column-wise; 2) horizontal details (H): a
low-pass filter is applied row-wise, then a high-pass filter, column-
wise; 3) vertical details (V): a high-pass filter is applied row-wise,
then a low-pass filter, column-wise; 4) diagonal details (D): a
high-pass filter is applied both row- and column-wise. The specific
direction along which the low- and high-pass filters are alternated,
allows for specific textural patterns to be captured e.g., the H
decomposition block highlights any pattern which would manifest
horizontally, such as stripes (hence the name horizontal details).
For the V and D blocks, vertical and diagonal textural patterns are
highlighted, respectively, while the A block holds the original image
with the details subtracted.We use the 2D stationaryWT (2D-SWT)
[31] which retains the size of the original image (see Fig. S1, Sup-
plementary Material), so that the decomposition blocks (from now
on, referred to as sub-images A, H, V, and D), for each decomposi-
tion level, are equal in size to the raw image.

Wavelet filters are grouped in specific families, which differ in
shape and symmetry, while amplitude is modulated in each family
by the number of vanishing moments [32]. The choice of an
appropriate wavelet filter is data dependent and providing an
automatic tool to tackle this task is outside the scope of the paper.
However, there are criteria detailed in literature ([33], and refer-
ences therein) to guide the choice of suitable wavelet filters. A
general recommendation, that can be given is that the simplest
Haar wavelet, which comes from the Daubechies-family (Daube-
chies-1) is usually a good starting point when, as in this case, the
aim is exploratory. In fact, Haar can capture general changes pre-
sent in an image, not focusing on specific spatial features, and
disentangle signals that range from sharp contrasting edges to
broad structures.

In this work, the simplest Haar wavelet is applied, which comes
from the Daubechies-family (Daubechies-1) and showed good
performance (other wavelet filters, such as Daubechies-2, -5, -7,
Symlet-2, -4 and Coiflet-3, -5 were tested, data not shown); the
maximum decomposition level compatible with the image size was
used. As is illustrated in fig. 1b, 2D-SWT is applied to the spectral
imaging data.

To exploit the spatial information, the decomposition blocks are
encoded into a set of descriptors that contain information on
distinct local spatial features. This is done by calculating descriptors
on the gray-level co-occurrence matrices (GLCM) derived from the
A, H, V, and D sub-images. The GLCM method maps the spatial
dependence of pixel-pairs in quantized gray-level images. The

quantization was set at 128. As such, each image intensity is
normalized and distributed across 128 Gy-levels. A map is gener-
ated with size 128 by 128 elements, containing all possible quan-
tized pixel-pairs. Selecting the appropriate number of gray-levels is
similar to selecting the bin size in a mono-dimensional histogram
and is always dependent on the size of, and information present in
an image. A balance must be found between highlighting the re-
lationships between neighboring pixels and not losing the details in
the maps. Choosing a low number of gray-levels (large bin size) will
result in a high number of counts over a small number of points,
while choosing a high number of gray-levels (small bin size) will
yield a low number of counts over a larger number of points (see
Fig. S2 in Supplementary Material for a visual representation).

On the pixel-pairs counting, two other parameters are of
importance, namely the offset and angle. Both parameters must be
attuned to the decomposition blocks and levels, due to the nature of
WT. The offset determines the distance at which every neighboring
pixel is observed with respect to the main pixel e.g., for a direct
neighboring pixel, this distance is 1. This has been set to vary as
2level�1, with level being theWT decomposition level corresponding
to the sub-image being codified. This permits GLCM to account for
the smoother patterns that are highlighted with increased WT
decomposition levels, due to the removal of higher frequencies. The
second parameter is the angle, or neighbors’ location, which dic-
tates the direction inwhich a neighboring pixel is located.We select
the angle to maintain coherency between the directions of the WT
decomposition details H, V, and D and the location of the investi-
gated neighbor within the GLCM. Hence, the angle is set depending
on the type of sub-image: H considers the top and bottom neigh-
bors, V, the left and right neighbors, and D, the top-left, and
bottom-right neighbors. These neighbors highlight the local dif-
ferences within the sub-images. While for A, as there is no specific
direction, the neighbors in all directions, are considered.

To encode the information carried by distinct patterns within an
image, a set of eight descriptors was calculated from the GLCM,
namely Energy, Contrast, Correlation, Variance, Inverse difference
moment, Sum entropy, Information measure of correlation 1, and
Maximal correlation coefficient. These are a subset of the de-
scriptors proposed by Haralick et al. [28], which were selected as
they are not much correlated with one another while describing all
the relevant spatial features. We refer to Ref. [27] for a more in-
depth survey of the selected descriptors.

As is illustrated in Fig. 1c, a matrix of dimensions: decomposition
blocks x decomposition levels, in the rows, and spectral wavelengths
in the columns, is obtained for each descriptor, which is auto-
scaled. Appending column-wise the matrices obtained for all de-
scriptors, a so-called Descriptors’ matrix (DM) is obtained (see
Fig. 1d).

2.1.2. Locating informative decomposed images
The DM contains descriptors on sub-images at every spectral

channel, encoding spatial information in the rows and retaining
spectral information in the columns. Applying PCA to DM, scores
(Fig. 1e) and loadings (Fig. 1f) thus relate to the spatial and spectral
information, respectively. The number of PCs to consider is of
course data dependent and here we used the scree-plot as a
guideline. Each point in the scores plot corresponds to one
descriptor of a sub-image (A, H, V or D) at a specific decomposition
level. Thus, looking at the scores, the most distinct spatial struc-
tures can be identified. The loadings plot, in conjunction with the
scores plot, enables us to establish a link with the spectral channels.
In fact, the loadings plot shows at which spectral wavelengths the
largest variation of the descriptors within the different sub-images
and decomposition levels is observed.
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Fig. 1. Illustration of DIEL. The methodology consists of three main steps. Firstly, “Spectral image decomposition and encoding”, encompassing; a) a NIR spectral image, which is
decomposed by means of wavelet transform into; b) blocks containing horizontal (H), vertical (V) and diagonal (D) details, and approximations (A) at different decomposition levels;
c) that are then encoded into distinct descriptors and organized into a Descriptor's matrix. Secondly, “Locating the informative decomposed images”: where d) the Descriptors'
matrix is unfolded descriptor wise, retaining the spectral dimension, and e)-f) decomposed by principal component analysis. The convex hull of the resulting scores is highlighted in
red and labelled in the scores plot, while the corresponding salient loadings are highlighted by a black point, inside the colored point in the loadings plot. g) The scores (on the
convex hull) and their respective (salient) loadings are mapped in the U-map. The map reports on the “x-axis” the spectral channels and on the “y-axis” the decomposition block, to
which each sub-image belongs, as well as the decomposition levels ordered from first to last (going down). Lastly, “Image fusion”, where the sub-images that are localized in the U-
map are extracted from the reconstructed wavelet decomposition and assembled into a U-data cube (h). Principal component analysis is applied on the unfolded U-data cube and
the resulting (refolded) scores' images for the first two principal components are shown in i1-2. The loadings are mapped and visualized in a so-called loadings' map (j1-2), where the
color coding is set according to the loadings values. The mean spectrum is shown in k1-2, which highlights only loadings with absolute values > 0.075 (to declutter the figure, where
negative values are denoted by a ✷ and positive ones by a O), colored according to the decomposition block: A (blue), H (red), V (black) and D (green) sub-images. The purple to red
color coding relates to the spectral dimension throughout the figure. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of
this article.)
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To this aim, we developed a semi-automatic procedure, which
looks for relevant points in the scores plot while matching them to
the loadings. It is a two-steps procedure.

The first step of the procedure consists of the selection of rele-
vant sub-images from the scores plot. It is based on the estimation
of the convex-hull of the score points (Fig. 1e). Convex hull is
applied, instead of e.g., a thresholding on scores values, as it depicts
the minimum set of distinctive points enclosing all information
captured in the scores plot. Here, we implemented a “peeling
procedure”where the convex hull is applied twice. The first convex
hull will remove the first “peel” of the data and the second will
refine the selection. This accounts for situations where a few quite
extreme points may skew the convex geometry too much [34,35].
This procedure identifies the distinct sub-images that show the
highest variation across spectral channels for the descriptors as,
e.g., in Fig. 1e, where the selected points (marked red) show sig-
nificant variation on the first two PCs, meaning that they show high
variation for a specific descriptor (within a certain sub-image at a
given decomposition level across all spectral channels).

The second step is to match the salient spectral channels with
the distinct spatial features (see Fig. 1f). To do this, the scores and
loadings must be reconducted in the same space by adequate
scaling, as in a biplot [36]. The correspondence of the loading points
with the selected score points is expressed in terms of angle, which
evaluates the location of the scores and loadings with respect to the
origin of the PC-space. To identify the loading points that have a
correspondencewith specific score points, a threshold is set around
20� (zero degrees meaning perfect correspondence, and ninety
degrees, no correspondence). The sign, of the scores and loadings, is
not considered, meaning that a loading point that shows negative
correlation (opposite location with respect to the PC origin) to a
score point is considered equal to a loading point that shows pos-
itive correlation. We assume that positive and negative correlations
between the scores and loadings have equal importance.

A single sub-image can be selected multiple times if it showed
significant variation across spectral channels in several different
descriptors. In fact, there are eight different points in the scores plot
corresponding to each sub-image at a specific decomposition level,
one for each GLCM descriptor. To give a clear overview of the
selected sub-images at distinct spectral channels and highlight the
sub-images that show significant variation for several descriptors, a
representation is generated. This representation, depicted as a U-
map in Fig. 1g, represents the decomposition blocks and levels of all
sub-images vs the spectral channels. The U symbol indicates the
sub-images selected by the procedure. The color coding on the
color bar depicts the number of descriptors that were selected. In
the end, only the sub-images that are required to explain the spatial
features that make up the different spatial components in the
wavelet decomposition are kept.

The selected sub-images are then reconstructed by inverse SWT
and reorganized in the so-called U-data cube (Fig. 1h). Even if the
decomposed sub-images are of congruent size, reconstruction
avoids spatial distortion with respect to the original image, which
may be introduced at the deepest level of decomposition and
brings the decomposed images back to original intensity scale. The
U-data cube contains the wavelet sub-images at specific spectral
channels, that isolated the significant spatial structures determined
from a set of chosen descriptors. Also, the values in each of these
sub-images, when assembling the U-data cube, are auto-scaled,
and multiplied by

ffiffiffi
f

p
, with f being the number of descriptors

that have been selected for each selected sub-image. In this way,
moreweight is given to sub-imagewhich show significant variation
for more than one descriptor, meaning that different and distinctive
spatial features are enhanced/captured by them.

2.1.3. Image fusion
Notwithstanding that the U-data cube contains a subset of

reconstructed wavelet sub-images exploited by 2D-SWT decom-
position of spectral imaging data, it still includes some redundant
spatial information (the same spatial features are visible at more
than one single spectral channel). Thus, it can be desirable to
further distill the captured information. We generically refer to this
task as “image fusion” and different approaches may be used. The
simplest approach is to decompose the data matrix obtained after
pixel-wise unfolding of the U-data cube by applying PCA. The
refolded scores will provide images (Fig. 1i) that combine the
spatial patterns that show a similar variation in the U-domain. The
representation and interpretation of the loadings is slightly more
complex, as they do not encompass all channels of the original
spectral domain (see Fig. 1j). The loadings are organized in such a
way that they will have the same dimensions as the U-map to get a
clear overview on their importance (by means of the color bar) at a
specific decomposition and spectral channel. This results in a so-
called loadings map. Beside it, for each PC, a plot of the mean
spectrum of the original spectral image is reported, with only the
significant loadings highlighted by using distinct symbols/colors to
indicate the corresponding wavelet sub-image, i.e. A, H, V, and D
(Fig. 1k). This is done to visualize any correspondence of the
selected sub-images with any spectral bands in the original data
set. The path from here can branch out, as extracting the spatial
structures of the U-data cube can be done by several different
fusion or modelling techniques e.g., one can apply MCR or Inde-
pendent Component Analysis instead of PCA.

2.1.4. U-projection
An advantage of IDEL is that the generated PCA model can be

used to project new imaging data, requiring only the 2D-SWT
decomposition step to assemble the U-data for the test images (see
section 3.3). Sub-images at the specific spectral channels (the ones
belonging to the U of the training image) need to be calculated.
Then, having the U-data of the new image, we can unfold and
project it onto the PCA model, obtaining the scores, which in turn
give the scores’ images by refolding.

2.2. Data and preprocessing

The increased use of spectral images in forensic applications
makes this methodology particularly interesting for body fluid
detection [2,3,37e39]. In such a scenario, forensic experts are often
searching for compounds (such as blood, semen, and saliva) with
specific spectral signatures that can link a crime scene to a victim,
an assaulter or even awitness. However, those fluids usually appear
on many different substrates, whose composition and texture
characteristics can hamper its localization, making it difficult for
the analyst to identify its origin and, consequently, to submit them
to further DNA analyses, for example.

IDEL has been applied on ten spectral images of stained cotton
fabrics. There are five differently colored (yellow, white, red, green,
and black) cotton fabrics, each with a stain of either lubricant or
semen. All semen samples were obtained from the same donor
[3,40], and the lubricant called KY-Jelly, mostly consisting of glyc-
erol and hydroxyethyl-cellulose, came from the Durex© brand. The
NIR imaging data was acquired by a Short-Wave Infrared (SWIR)
SisuCHEMA imaging system from Specim (Oulu, Finland). The
spectral range was 900e2500 nmwith a spectral resolution FWHM
of 10 nm and a spectral step size of 6.3 nm (256 spectral channels).
The imaging system used had a lens of 50 mm and a pixel size of
156 � 156 mm2. The squared pieces of fabric were stained with a
droplet of semen and lubricant, and left to dry for a week at room
temperature. We refer to Silva et al. [3] for more details on the
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samples and data acquisition. The pre-processing of the data in this
work is not the standard procedure for NIR imaging data, as the aim
of standard procedures is to generate bi-linearity within the data by
harmonizing the scattering and removing the variance of the path
length (e.g. multiplicative scattering correction [41], MSC and
standard normal variate [42], SNV). The angle of analysis for IDEL is
image processing while maintaining spectral correlation. As such,
the intended purpose of pre-processing is to contrast the spatial
features within the images, while maintaining spectral correlation.
To achieve this purpose weighted least squares baseline correction
is applied, where a baseline is estimated for each pixel. However,
firstly, the data was smoothed with Savitzky-Golay [43] (11-point
window, 2nd order polynomial) to account for any unwanted
spikes in the spectra. Secondly, the first 40 and last 15 spectral
channels were removed, as these show only noisy images, con-
taining no significant information. And lastly, weighted least
squares (WLS) baseline correction (3rd order) [44] is applied. A
summary of the example dataset used in this work is shown in
Fig. 2. In addition, the scores maps and loadings profiles resulting
from its PCA analysis after preprocessing by means of WLS and two
more standard pretreatment algorithms for near-infrared data (i.e.,
MSC, and SNV) are displayed in Fig. S3 of Supplementary Material.

3. Results and discussion

The stained cotton fabrics data are of interest for forensic ap-
plications and were used for the purpose of presumptive identifi-
cation of biological fluids on textile. These data provide a
meaningful benchmark to assess the efficiency of IDEL. At least two
chemical constituents exist for each image, the cotton and the stain
(lubricant or semen), but there is no spatial region without cotton,
and the location of the stain may be detectable at selected spectral
channels, but it is not clearly observed in the raw data as it is mixed
with the cotton [16]. Moreover, the fabric and stain show over-
lapped spectral bands. The results obtained from three different
images will be discussed, namely the yellow cotton fabric with a
lubricant stain (LY), thewhite cotton fabric with a semen stain (SW)
and the red cotton fabric with a semen stain (SR) (see Fig. S4). In
addition, the results of all ten datasets are provided in Fig. S5.

For the LY and SW data sets, parameters were set as detailed in
section 2.1.1. The results will go over the PCA analysis of the U-data
cube, investigating the scores’ images, loadings maps and high-
lighted loadings on the mean spectrum, as shown in Fig. 1i, j and k.

3.1. Lubricant on yellow cotton fabric

The U-data cube for the LY data set consists of 140 sub-images,
extracted from the wavelet decomposition, and the results are re-
ported in Fig. 3. The resulting scores’ images (Fig. 3a) of the first
4 PCs (explaining 58.3% variance of the U-data cube) are consid-
ered, where four distinctive spatial features are clearly recogniz-
able. One can clearly identify the stain spot and the cotton fiber
pattern, as will be discussed below.

The PC1 scores’ image (Fig. 3a) mainly shows the presence of an
intense spot (almost in the center) which can be identified as a
stain. The corresponding loadings map (see Fig. 3b) shows that all
the wavelet sub-images from every decomposition block (A, H, V
and D) are contributing to the model, however the highest loadings
values are mainly associated to approximation sub-images (A),
which retain low frequency contributions in the original data set,
hence smooth patterns. Fig. 3c represents the relevant spectral
wavelengths on the mean spectrum of the spectral image with the
notable points being: i) approximation sub-images at decomposi-
tion levels 2 and 6 (A-2 and A-6), which are linked to positive
loadings within the spectral region 1990e2060 nm, ii) sub-images
A-4 and 5, linked to negative loadings around 2400 nm, and iii) A-6
linked to negative loadings around 1300 nm. Although it is
extremely difficult to consider band assignment in NIR for such
complex matrices, the band around 2000 nm suggests contribu-
tions from glycerol [45], one of the main compounds of the lubri-
cant. The negative contribution at 1300 nm is interesting as well, as
neither cotton nor glycerol absorb at that wavelength. This
contribution could be linked to a solely physical effect, due to the
lack of absorbance of either cotton or lubricant, or it could be linked
to a third unknown component.

The PC2 scores' image (Fig. 3a) clearly shows the diagonal
texture associated to the cotton fibers. The loadings’ map (Fig. 3b)
shows that the most relevant contributions are from the H and D
sub-images in the spectral range from 1400 to 1550 nm. When
looking at the loadings (see Fig. 3), all these contributions relate to
the band centered at 1494 nm. This can be attributed to the first
overtone of OeH in cotton [46]. The main contribution comes from
the D sub-images, however some minor contributions come from
the H-sub-images. This can be attributed to the large spacing that is
seen between the diagonal fibers, which can be captured in the
horizontal details.

The PC3 scores’ image (Fig. 3a) is not straightforward to inter-
pret. It shows some very smooth patterns, which are usually

Fig. 2. An illustrative data set is shown: (a) the spectral data cube, (b) the corresponding mean image and (c) 1% of the spectra.
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captured at the deepest decomposition levels (low frequency con-
tributions in the spectral images) and mainly by approximations.
However, details may also capture this type of informationwhen, as
in this case, there could be low frequency directional spatial

patterns present (the most intense loadings values are from the H
and V sub-images). When looking at the highest values in the
loadings map (Fig. 3b) and at their location on the mean spectrum
(Fig. 3c), the contributing spectral regions are quite spread and

Fig. 3. Results for the LY data set are shown. Scores' images (a1-4), loadings' maps (b1-4) and salient spectral channels on the mean spectrum (c1-4) are shown for the first four
principal components extracted from the analysis of the U-data cube.
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mainly on shoulders or along the spectral baseline. These patterns
are quite difficult to interpret, and can originate from various
sources, e.g. non-homogeneous illumination of the surface. These
points can introduce minor variations in an image that can be seen

in the deepest levels of a wavelet decomposition.
Finally, PC4, as for PC2, shows the texture of the cotton textile,

however now its pattern has mostly a vertical direction. The main
contributions are for details sub-images (mainly V) and again the

Fig. 4. Results for the SW data set are shown. Scores' images (a1-4), loadings' maps (b1-4) and salient spectral channels on the mean spectrum (c1-4) are shown for the first four
principal components extracted from the analysis of the U-data cube.
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relevant spectral region includes the band centered at 1494 nm.
Added to this is a contribution from the spectral band at about

2000 nm, which was not captured by PC2. This spectral channel is
slightly shifted with respect to the contribution discussed in PC1.
This could be attributed to the first overtone of ReCOeR. Possible
reasoning for PC4 to be separated from PC2 is that the spatial
structure is significantly different and is isolated as a different
component. Even though they both originate from cotton, the
overlapping fiber structures show significant differences.

Summarizing the results for the LY data set, different spatial
features could be isolated, segmenting the stain and recovering the
cotton fiber patterns across the whole image in the scores’ images.
A possible link to the spectral domain has also been established,
where the interplay of chemical and physical information is
observed.

3.2. Semen on white cotton fabric

The U-data cube consists of 491 sub-images, extracted from the
wavelet decomposition. The results of the PCA analysis of the U-
data cube for the SW data set are shown in Fig. 4. The first four PCs
(explaining 52.1% variance of the U-data), which capture the
different spatial structures, are discussed below.

The PC1 scores’ image only shows the semen stain without any
pattern related to the texture of the fabric (see Fig. 4a). The loadings
map (Fig. 4b) highlights several contributions but the highest (in
absolute terms) are from the A sub-images across most of the
decomposition levels. Reporting the correlated loadings on the
mean spectrum, the corresponding spectral regions are located at:
1300 nm, 1700 nm and 2200 nm, showing positive loadings values,
1450 nm, 1850 nm and 1940 nm, showing negative loadings values.

The contributions at 1700, 1850 and 2200 nm could relate to
semen, as they could be attributed to protein bands [47]. However,
the band at 1300 nm is not attributable to a specific component: it
could be that this is solely associated to physical scattering effects
that come into play, as something similar was observed in the
lubricant example. The 1450 and 1940 nm bands could be attrib-
uted to water bands [48], as the loadings show negative values and
a faint negative circle is observable in the lower left part of the
corresponding score image (Fig. 4a, PC1). A similar contribution can

be seen on the PC3 scores’ image (Fig. 4a) but with an inverted sign
(positive values of scores and loadings). Even if the samples were
dried, it cannot be excluded that water on the border is reabsorbed
due to the environmental conditions, since the humidity of the
room (where the samples were stored) was not controlled.

As in the lubricant data, the PC2 scores’ image depicts the
texture linked to the cotton fibers. However, here the fiber orien-
tation spatially manifests in the horizontal direction. As such, the H
sub-images are mostly selected (Fig. 4b, PC2). The salient loadings
highlighted on the mean spectrum are associated to the absorption
band at 1494 nm, which has already been referred to as the first
overtone of OeH stretching in cotton.

The PC3 scores’ image shows, like for the lubricant data, smooth
spatial patterns. However, a small intense circle is also visible in the
bottom left part of the image. Looking at the salient loadings, both
in the loadings map and reported on the mean spectrum, we see
that mostly A and V sub-images have the highest absolute loadings;
the relevant spectral channels are in large part the same as for PC1,
e.g. 1300, 1450, 1830 and 1940 nm. In fact, the simultaneous
absorbance around 1450 and 1940 nm could be linked to water,
which could mean that what is observed is due a to a drying effect
at the border of the semen stain. Analogously, similar, but negative
spectral contributions were observed in PC1. In the image, the
semen stain border has an elongated form in the vertical direction.
As such, it is being captured by the vertical details (V sub-image).
On the other hand, the A sub-images capture the small spot,
which is linked to semen.

The PC4 scores’ image shows the border of the semen stain,
captured by H and V sub-images, contributing the most to the
loadings map. However, the contribution from the texture of cotton
is observable. Around the border of the stain, the spectral contri-
butions from the cotton fabric and the semen stain are strongly
overlapping. The salient spectral regions include the 1700 nm band,
already discussed for PC1 as connected to semen, and the 1500 nm
band connected to the cotton fibers, mentioned with regards to
PC2.

The compression (or “fusion”) step operated by PCA was
extremely efficient to extract information, separating spatially not
only the semen stain from the texture (which consists of the scat-
tering effects of cotton), but also distinguishing the scattering

Fig. 5. (a) Results of the projection of the SR data set onto the SW PCA model. Scores' images of the first four principal components are shown; (b) Plot of squared prediction
residuals (SPE). SPE for calibration set (SW image) are shown in blue color. (For interpretation of the references to color in this figure legend, the reader is referred to the Web
version of this article.)
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around the border of the semen stain together with a possible
drying effect of the semen.

3.3. Projection: semen on red cotton fabric

We have seen that the proposed approach is very efficient to
retrieve spatial information and interpret it in terms of spectral
contributions. In particular, the scores' images obtained from the
analysis of the U-data help in discerning the various spatial com-
ponents, which are not observable separately at any single spectral
channel in the original data. The loadings highlight the spectral
channels at which those components mostly manifest. A clear next
step can be foreseen, which is evaluating if new (test) images
projected on the loadings of a reference image can extract the same
kind of specific spatial information in the scores’ images.

The SR data set is investigated. The system is sufficiently similar
to SW, but the shape of the stain, the scattering effects and the color
of the cotton are different. The resulting scores' images are shown
in Fig. 5. In the projected scores’ images, similar spatial features can
be observed: the semen stain is isolated in PC1, the texture of the
cotton fibers with some bordering effects is seen in PC2, in PC3 a
bordering effect linked to the semen stain is visible, and finally, the
joint border and scattering effects are highlighted along PC4.
Although the texture of the cotton fibers is not completely isolated
from the border effects in PC2, the semen stain has been isolated
and correctly identified. These minor differences may be due to
spatial and spectral differences between the data sets. The texture
of the cotton fibers is not the same, i.e., it is oriented in a different
directionwith respect to the modelled image. In addition, the color
of the fabric is different: red fabrics might exhibit a different ab-
sorption with respect to white. Also, the amount of deposited
semen may not be the same, nor its position or shape. Very similar
results were obtained by projecting, as test image, the green cotton
fabric with a semen stain (SG), as shown in Fig. 6a. It is worth
noticing that, for both SR and SG, the squared prediction residuals
(SPE) are in the same range of the calibration image (i.e. SW) as
shown in Figs. 5b and 6b, respectively.

Overall, these results seem very promising. Nonetheless, the
projection (figure not shown for the sake of brevity) of the black
fabric image with a semen stain (SB) and, to a minor extent, of the

yellow fabric, while showing similar spatial features on scores
images, resulted in high SPE signaling that when, the spatial
structures and/or the spectral background (as it is the case of SB) of
the test images are very different from the calibration image much
care should be taken in interpreting the scores maps, even if
interesting spatial structure are unveiled.

4. Concluding remarks

IDEL utilizes WT, image encoding and PCA to extract decom-
posed sub-images that show significant variation across the spec-
tral domain for spatial features related to distinct descriptors. Not
only can it extract the distinct spatial-scattering effects present in a
NIR spectral image, but also other components that show signifi-
cant spatial differences between each other, while simultaneously
having the capability to retain the spectral information that is
linked to such captured spatial components. Thus, IDEL seems a
very useful and powerful spectral imaging exploratory tool. How-
ever, some care must be paid when interpreting the highlighted
spectral channels, as the previously discussed physico-chemical
effects are difficult to separate from one another.

Once the model is built for components that have distinct
spatial-spectral features, test images can be projected onto its space
for their direct assessment. Also, the application of PCA to the U-
data cube showed very promising results for spectral image inter-
pretation. Some future work will be to utilize image fusion tech-
niques to better extract and isolate spatial components.

The results obtained in this work can be generalized to any
application field employing spectral imaging for the visualization of
materials characterized by high morphological content, such as
biological tissues [48], wooden materials [49e51], or remote
sensing [52]. The integration of the proposed approach with other
data analysis techniques, like multivariate curve resolution (MCR),
will also be investigated.
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Abstract

We propose a methodological framework to extract spatial features in hyper-

spectral imaging data and establish a link between these features and the spec-

tral regions, capturing the observed structural patterns. The proposed

approach consists of five main steps: (i) two-dimensional stationary wavelet

transform (2D-SWT) is applied to a hyperspectral data cube, decomposing each

single-channel image with a selected wavelet filter up to the maximum

decomposition level; (ii) a gray-level co-occurrence matrix is calculated for

every 2D-SWT image resulting from stage (i); (iii) distinctive spatial features

are determined by computing morphological descriptors from each gray-level

co-occurrence matrix; (iv) the morphological descriptors are rearranged in a

two-dimensional data array; and (v) this data matrix is subjected to principal

component analysis (PCA) for exploring the variability of the aforementioned

descriptors across spectral channels. As a result, groups of spectral wave-

lengths associated to specific spatial features can be pointed out yielding a

better understanding and interpretation of the data. In principle, this informa-

tion can also be further exploited, for example, to improve the separation of

pure spectral profiles in a multivariate curve resolution context.

KEYWORD S

gray-level co-occurrence matrix, hyperspectral images, multivariate image analysis, spatial

features, wavelet transform

1 | INTRODUCTION

Hyperspectral imaging (HSI) has numerous possible applications that, depending on the instrumentation and the
spectral domain covered, can range from environmental surveillance to cellular monitoring.1–4 HSI data consist of
three-dimensional arrays with two spatial dimensions and one spectral dimension, providing an image for each scanned
spectral channel. When HSI is concerned, one is usually interested in retrieving both the pure spectra of the individual
components constituting the image and their respective spatial distribution.

In chemistry, one of the most used approaches for achieving this aim is multivariate curve resolution–alternating
least squares (MCR–ALS). With MCR–ALS, a hyperspectral image is first unfolded pixel-wise, and afterwards, a
bilinear model is fitted to the unfolded data using an ALS approach under appropriate constraints. This permits to
unravel the distribution maps and the pure spectral signatures of the physicochemically meaningful constituents of
the image.5 However, unfolding the data results in losing the information on the local spatial features within the
dataset. A solution to this issue can be the implementation of spatial constraints as described in Hugelier et al.6

Nonetheless, if different constituents exhibit distinct spatial features (i.e., textural patterns), and/or two (or more) of
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these different constituents show a significant overlap along both the spectral and the spatial domain, this approach
may not be actionable. Multivariate image analysis (MIA) is a very useful alternative to investigate spatial features
in grayscale, RGB, and, to a lesser extent, hyperspectral images.7–9 The basic principle of MIA is to analyze the
unfolded data by means of multivariate tools like principal component analysis (PCA) or partial least squares (PLS)
regression. Spatial features are captured considering the relationships between each pixel and its neighbors in the
unfolding step (see Bharati et al.7 and Prats-Montalbán et al.8 for details). MIA has also been coupled to wavelet
transform (WT) multiresolution analysis,10 and this combination has been proven effective in resolving spatial fea-
tures in multispectral11 and Raman hyperspectral images.12 In addition, other strategies, like coclustering13 and
gray-level co-occurrence matrices (GLCMs),14 have recently been applied to examine texture in HSI datasets. Tex-
tural features in HSI have also been explored by using three-dimensional discrete WT (DWT)15 or by fusion of the
two-dimensional DWT decomposition images obtained from each spectral channel.16 All these approaches are capa-
ble of enhancing spatial features in HSI data and of establishing some link between these features and the spectral
regions responsible for the observed textural patterns. However, their performance has not been satisfactory in situa-
tions where both textural/spatial and spectral information are highly mixed, that is, when pure chemical compo-
nents and/or distinct physical contributions are overlapped both in the investigated spectral range and in their
distribution across the image.17

Aiming at facing this issue, we propose in this short communication a methodological framework that relies on the
capability of two-dimensional stationary wavelet transform (2D-SWT)18,19 to capture distinct spatial features in disjoint
subspaces (different wavelet images can be extracted for every spectral channel) and on the versatility of multivariate
data analysis tools to explore the information these spatial features carry. The approach consists of five consecutive
steps: (i) 2D-SWT decomposition of the HSI data cube resulting in wavelet subimages; (ii) from these subimages, com-
putation of the GLCM; (iii) calculation of morphological descriptors from each GLCM; (iv) rearrangement of the
obtained descriptors into a matrix; and (v) PCA modeling of this matrix for the exploration of the variability of the mor-
phological descriptors across spectral channels.

Such a workflow would allow, for example, spectral wavelengths mostly capturing specific spatial features to be
pointed out by the simultaneous investigation of PCA loadings and scores. PCA can also be coupled to other statistical
approaches for addressing particular tasks depending on the study at hand. Here, for example, we used the k-means
algorithm to cluster the loadings obtained from the PCA of the descriptor matrix and determine the spectral regions
that show similar variation patterns in terms of spatial descriptors. These regions can be selective for different
pure components underlying HSI data and highlighting them can help users to, for example, improve the quality of
MCR-ALS solutions.

2 | METHODS

The proposed methodology consists of five main steps which are illustrated in Figure 1 and detailed below.

2.1 | Step 1: 2D-SWT decomposition

A low-pass filter and a high-pass filter are applied to every spectral channel of the analyzed hyperspectral image (see
Figure 1A) to obtain four distinct sets of wavelet coefficients, denoted H, V, D, and A. Each set corresponds to a decom-
position block and will be referred to as a wavelet subimage. The horizontal set (H) corresponds to the application of
both a low-pass filter, row-wise, and high-pass filter, column-wise; the vertical set (V) to the application of a high-pass
filter, row-wise, and a low-pass filter, column-wise; the diagonal set (D) to the application of a high-pass filter, both
row-wise and column-wise; and the approximation set (A) to the application of a low-pass filter, both row-wise and
column-wise. This scheme is iterated on the approximation subimage until a certain decomposition level has been
reached (see Figure 1B). In 2D-SWT, at each iteration of the decomposition, the wavelet filter is upsampled, contrary to
standard DWT20 where the wavelet coefficients are downsampled. In this way, congruent wavelet subimages are
yielded, and the position of the spatial patterns in the image is preserved.

For the objective of this short communication, the decomposition level is set to the maximum compatible with the
size of the original image. Furthermore, the Haar filter was utilized here even though different decomposition filters
exist and can be exploited for the same purpose.21
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2.2 | Step 2: GLCM calculation

A GLCM is computed for each slab corresponding to a specific wavelet subimage, that is, for a given block of
coefficients (H, V, D, and A) associated to a specific decomposition level and spectral wavelength (Figure 1C). A
GLCM maps the local textures of a given image by counting how often pairs of pixels with certain normalized
integer intensity values occur at a particular distance.22,23 The type of normalization, and the direction along which
the distance is calculated, needs to be set a priori. Here, we used a 64-integer intensity range and different direc-
tions for each wavelet subimage, matching the spatial pattern every wavelet decomposition image highlights: verti-
cal direction for the horizontal coefficients image (the information retained after the decomposition, in fact, reflects
the local spatial changes in that direction); horizontal for the vertical coefficients image; and top-left to bottom-
right direction for the diagonal coefficients image and the summation of the previous directions for the approxima-
tion coefficients image.

2.3 | Step 3: Descriptors calculation

A set of eight descriptors (Energy, Contrast, Correlation, Variance, Inverse difference moment, Sum entropy, Informa-
tion Measure of Correlation 1, and Maximal correlation coefficient23) is computed for each GLCM (see Figure 1D). A
brief description of each of these features and their respective formulas are included in Table S1. These descriptors were
chosen because they summarize most of the local spatial features one can find in an image. However, depending on the
case study, distinct descriptors can be selected based on prior knowledge or on the necessity of specific image features
to be highlighted.

FIGURE 1 The methodological framework. The spectral dimension is colored after every step for the sake of a better and easier

visualization. (A) A generic hyperspectral data cube; (B) the data structure obtained after the two-dimensional stationary wavelet transform

(2D-SWT) decomposition; (C) gray-level co-occurrence matrix (GLCM) obtained from each slab of the wavelet coefficient three-dimensional

arrays depicted in (B); (D) the descriptors calculated from the GLCM; and (E) rearrangement of the descriptor matrix
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2.4 | Step 4: Descriptor matrix rearrangement

All the morphological descriptor values estimated for every spectral channel are organized into individual column
vectors subsequently gathered in a single data matrix. Thus, the descriptor matrix (see Figure 1E) features a number of
rows equal to the number of descriptors (eight) times the number of decomposition levels (which depends on the size
of the hyperspectral image) times the number of wavelet subimages per decomposition level (four). The number of
columns corresponds to the number of spectral variables (wavelengths).

2.5 | Step 5: Multivariate analysis

The descriptor matrix is subjected to PCA for the exploration of the information it carries and, more specifically, for
establishing a link between the spatial and spectral information captured by the variation of the morphological descrip-
tors within the investigated spectral range. In this work, a possible pathway to establishing this link in a more system-
atic way is also explored, that is, the application of k-means clustering to the resulting PCA loadings to get an idea
about the spectral channels associated to similar spatial features.

3 | RESULTS AND DISCUSSION

The aim of this communication is to show how local spatial features extracted with the use of the procedure outlined in
the previous section can provide valuable information for HSI data analysis and exploration. For this purpose, the
results of two case studies are presented.

3.1 | Oil-in-water emulsion

The first case study24,25 relates to a Raman HSI dataset of an oil-in-water emulsion, which illustrates a situation where
the spatial and spectral information are both somehow selective in their respective domains, that is, no severe overlap
of the spatial and spectral features is observed. More specifically, the different individual chemical components of the
image (featured in the spectral domain) are associated to clearly distinguishable shapes/spatial structures. This dataset
is relatively simple and will serve as a proof of concept for the proposed methodology. The Raman imaging system by
which these data were collected has a spatial resolution of around 1 μm, and the image is 60 × 60 pixels. The spectral
resolution is 3.6 cm−1, and the investigated spectral range goes from 953.6 to 1861 cm−1 (253 wavelengths). In
Figure 2A,B, the mean image, averaged over all the spectral channels, and the mean spectrum, averaged over all the
pixels, are shown, respectively.

We applied our approach considering eight descriptors (Section 2) and up to five decomposition levels. The
outcomes resulting from the PCA modeling of the descriptor matrix are shown in Figure 2C,D. They display the scores
and loading plots of the two first principal components, respectively. The score plot provides a graphical representation
of the variation of the morphological descriptors across the wavelet subimages whereas the loading plot accounts for
their variation across the spectral channels. As it can be assumed that the most extreme score values are the most infor-
mative, as recently pointed out in MCR context,26 we will focus on the 10 most extreme scores values along PC1 and
PC2 in Figure 2C. The corresponding points are labeled according to their respective descriptor name and to the wavelet
subimage from which such a descriptor has been calculated. In Figure 2D, the loadings lying in the same quadrant
along the direction determined by each one of these points and the origin of the PCA subspace (±9�) are highlighted
accordingly (same colors/symbols). This way, 10 different groups of spectral channels were identified (loadings too close
to the origin and, thus, contributing very little to the definition of PC1 and PC2 were excluded from this assessment).
One wavelet subimage can be associated to each group which corresponds to one of the labeled descriptors in the score
plot, as represented in Figure 3 (a maximum number of three wavelengths per group is considered here).

The comparative inspection of Figures 2 and 3 enables the simultaneous exploration of the spatial and spectral
characteristics of the investigated HSI data. The loading plot gives insights into the spectral domain whereas the score
plot together with the wavelet subimages does so for the spatial domain.

From Figure 3, overall, four main spatial contributions are discernible:
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• two small droplets (see Figure 3A,D): the descriptors capturing these spatial features were Energy-A2 (i.e., energy
calculated on the wavelet subimage corresponding to the approximations coefficients at decomposition level two)
and Variance-H3;

• a larger droplet-like structure (see Figure 3C,H), associated to descriptors Variance-A3 and Sum-Entropy-A2;
• a circular border around the larger droplet-like structure (see Figures 3B,E), associated to descriptors Energy-V2 and

Variance-V3. It was expected that the vertical details would be able to capture the border shape; and
• a background effect (see Figure 3G,J), associated to descriptors Variance-A5 and Information Mean Correlation-V5.

Actually, the deepest decomposition level typically captures very smooth textural features. Overall, we may regard
the fifth level of decomposition as the one that captures background and/or illumination effects.

On the other hand, Figure 3F,I seem to result from the overlap of some of these contributions.
To summarize, the proposed approach enabled to identify and distinguish four different components within the oil-

in-water scene, spatially unraveled in the wavelet subimages (Figure 3) and spectrally identified in the loading plot
(Figure 2D). These results are in good agreement with previous findings,24,25 which discussed the interior droplet as
due to oil and the border structure being the oil/water interface, while matching the smaller droplet to oil with a
different composition. However, to complement the results of this preliminary visual inspection, k-means clustering
was exploited. For this purpose, the descriptor matrix was compressed by PCA (17 PCs, explaining 90.12% variance),
and clustering was applied on the estimated PCA loadings (four clusters of wavelengths were retrieved).

As highlighted in Figure 4C, averaging the hyperspectral image across the four extracted clusters of spectral
channels led to the isolation of the different structures previously unraveled. It is then clear that for the data at hand,
contributions showing a distinctive spatial distribution are also associated to rather selective spectral signatures within
different wavelength ranges. These spectral signatures can be inspected in Figure 4A:

FIGURE 2 Oil in water dataset. (A) Mean hyperspectral image (mean taken across spectral dimension). (B) Mean spectrum (mean

taken across pixels after unfolding). (C) PC1 versus PC2 score plot (principal component analysis [PCA] of descriptor matrix). The most

extreme values in the scores space are highlighted by different colored symbols and labeled. (D) PC1 versus PC2 loading plot. The points in

the loading plot that correspond (i.e., on the same direction with respect to origin) to the points highlighted in the score plot are shown with

the same symbols
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• Cluster #1, which is associated to the small droplets, coincides with the minor peaks at 1300, 1684, and 1789 cm−1.
• Cluster #2, which is associated to the border structure, corresponds to three major peaks at 1044, 1126, and

1317 cm−1.
• Cluster #3 mainly encompasses the peaks at 1483 and 1508 cm−1. It corresponds to the interior droplet.
• Cluster #4 corresponds to the baseline regions observed in the mean spectrum.

A point to take note of is the overall correspondence of the spectral channels belonging to the groups identified by
exploratory PCA of the descriptor matrix with the clusters found through k-means, as can be seen by comparing
Figures 2D and 4B. In addition, the spatial features revealed by the wavelet subimages in Figure 3 mostly match those
highlighted in the clustered mean images in Figure 4C.

FIGURE 3 Oil in water dataset. The wavelet subimages, at decomposition block and level as reported in the points label in Figure 2C

and at the spectral wavelengths corresponding to the ones showing the same symbols in Figure 2D, are shown in separate frames, labeled

(A)–(J). The name of the descriptor-block level is reported on top of each frame; for example, the approximation images at the second

decomposition level for the three wavenumbers 1695.2, 1760, and 1763.6 cm−1 are shown in Figure 3A, and so on for Figure 3B–J. The
corresponding wavenumber is reported above each image
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Due to the straightforward nature of the results, the dataset has been used to assess the relevance of each individual
step of the proposed workflow (Figure 1). Analysis have been performed by removing some of these steps, that is,
applying k-means on the PCA of unfolded HSI data or excluding the wavelet decomposition step and carrying out the
GLCM and descriptors calculations directly on the raw images. The obtained results (Figure S1) showed that the infor-
mation obtained was less significant than when applying the full original workflow.

3.2 | Semen droplet on cotton tissue

The second case study regards a 222 × 220 pixels HSI-near infrared (NIR) image (acquired in the wavelength range
1268.8–2456.2 nm with a spectral resolution of 6.3 nm) of a semen droplet on a piece of white cotton. Further details on
the data acquisition are given in Silva et al.17 The mean image is represented in Figure 5A. A quite complex structure is
observed which is characterized, at least at a first glance, by (i) a distinct horizontal pattern across the entire image that
is due to the rough surface of the cotton fabric (texture); (ii) an almost indiscernible shadow of the oval-shaped border
of the semen droplet; and (iii) a spurious fiber filament in the lower middle area of the image.

It is worth noting that this case study exhibits a much higher complexity than the previous one: the cotton
contribution is present everywhere across the image; thus, there exists no spatial area selective for semen. In addition,

FIGURE 4 Oil in water dataset.

Results of the k-means clustering

algorithm on the loadings matrix.

(A) Mean spectrum, with the point at

each wavelength colored according to

the cluster's number they were assigned

to; (B) PC1 versus PC2 loading plot,

points colored according to clusters; and

(C) mean images for each cluster, mean

taken across the spectral channels

belonging to the same cluster
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the spectral profiles of the different constituents of the captured scene are severely overlapped and semen might be not
homogeneously distributed over the cotton sample.

In order to explore these data, we applied our approach as detailed in Section 2.
The three first PCs of the descriptor matrix were inspected here. Figure 5 displays the resulting outcomes. Different

clusters of wavelength channels were identified within both the PC1/PC2 and PC2/PC3 subspaces. The 10 most extreme
score values in Figure 5C,E were taken into consideration, following the same procedure outlined for the emulsion
dataset. For the sake of simplicity, not all the corresponding points in the loading plot (Figures 5D and 5E) were
considered to extract the related wavelet subimages, but all were investigated. Among them, only those associated to
the wavelet subimages showing easily interpretable spatial patterns were isolated. These wavelet subimages are shown
in Figure 6.

FIGURE 5 Semen dataset. (A) Mean image; (B) mean spectrum; and (C) PC1 versus PC2 score plot resulting from the application of

principal component analysis (PCA) on the descriptor matrix (the 10 most extreme values are labeled with the descriptor's name and the

wavelet subimage on which it has been calculated). (D) PC1 versus PC2 loading plot. The points highlighted in the score plot are shown with

the same symbols. (E) PC2 versus PC3 score plot and (F) PC2 versus PC3 loading plot

8 of 12 AHMAD ET AL.



The images shown in Figure 6 can be categorized into three groups, each showing one of the main spatial contribu-
tions underlying this dataset:

• The semen stain associated to descriptors Energy-A1 (Figure 6A) and Variance-A4 (Figure 6D,E). Two subgroups
seem to be present, as two spatially distinct forms of the stain seem to exist. In Figure 6E, for the images taken at
1700 and 1500 nm, the two forms are apparent. This is in good agreement with previous findings showing how the
spatial distribution observed might be generated by complementary semen compounds exhibiting a distinct behavior
during the drying process of the biological fluid on the cotton fabric.17

• The background (Figure 6B) captured by the descriptor Contrast-H1. This textural pattern that is observed across the
entire image is most likely caused by the reflection of light on the cotton fibers.
The corresponding loadings (purple stars in Figure 5D) are associated to wavelengths 1287.5, 1306.2, and 1318.8 nm.
These are located in the range where cotton absorbs (1268.8–1362.5 nm)27 and would most likely be related to the
second overtones and combination of C–H stretching and C–H deformation.

• The fiber filament (Figure 6A,C) captured by descriptor Contrast-V3. The associated spectral wavelengths are in the
range between 2000 and 2243.8 nm, where O–H bending and C–O stretching contributions are expected from cotton.

Notice that the fiber filament and the semen stain appear to be slightly overlapped in various wavelet subimages.
Another important point to consider is that the best separation of the two semen stain forms resulted from the A4
wavelet subimage (Figure 6E). This highlights the fact that wavelet decompositions can provide a much greater spatial
resolution, as they have the ability to unravel distinct spatial structures. This is observed in Figure 6B,D, where the
separation between semen and the horizontal spatial interference is evident (such a separation cannot be visualized in
any of the single channel images of the original HSI data, not shown). Considering the isolation of the horizontal details

FIGURE 6 Semen dataset. The selected wavelet subimages from principal component analysis (PCA) of descriptor matrix, shown in

separate frames labeled (A)–(E). For example, the approximation images at the first decomposition level for the three wavelengths 2256.2,

2262.5, and 1612.5 nm are shown in Figure 6A, and so on for Figure 6B–E
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(Figure 6B), the different forms of the semen stain (Figure 6E), the fiber (Figure 6A,C), and the “mask” that excludes
the semen stain (Figure 6E, see at 1875 nm), the wavelet subimages feature a high potential for further investigation of
the data. For example, considering methods such as MCR–ALS, on one hand, these isolated images can furnish the
number of components to use and on the other hand can serve as initial estimates and could, for example, increase the
spatial unmixing capability of the current methodology.28 However, this could come with some ambiguity, as with
higher decomposition levels, the wavelet subimages will only retain low frequency signals. This has to be considered
carefully and will be explored in a future publication.

In order to corroborate the conclusion drawn after this visual inspection, k-means was applied, as previously
explained (in this case, the descriptor matrix was compressed to 18 PC models, explaining 90.61% variance).

Figure 7 represents the obtained results. A more ambiguous clustering was obtained here compared with the
previous case study, most likely due to the increased complexity and spatial overlap of the different components under-
lying the HSI dataset. Yet the previously determined components are discernable in Figure 7D. However, they are
considerably more mixed. For example, “Cluster #1” encompasses both the fiber and (to a lesser extent) the semen
stain. Also, in “Cluster #3” and “Cluster #4,” the semen stain, the fiber, and the background are not completely
separated from one another. Nonetheless, despite being mixed with the textural background, the two different spatial
forms of semen were isolated in Clusters #2 and #3.

The spectral channels corresponding to Clusters #2 and #3 (Figure 7A) include the wavelengths regions around
1700 nm, and in the range 1500–1575 nm, which are selective for the two forms of semen when wavelet subimage A4 is
considered (Figure 6D,E). It must be emphasized that compared with the emulsion dataset, the results of the clustering
are not satisfactory in terms of isolation of the different components (Figure 7D). However, it has been shown

FIGURE 7 Semen dataset. Results of the k-means clustering algorithm on the loadings matrix. (A) Mean spectrum, with clustering

highlighted on the spectral channels; (B) PC1 versus PC2 loading plot of points colored according to clusters; (C) PC2 versus PC3 loading plot;

and (D) mean image (across the spectral dimension) for each cluster
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(in Figure 6) that the wavelet subimages estimated at specific spectral wavelengths and recovered by the PCA of the
descriptor matrix do have the ability to isolate the different components.

4 | CONCLUDING REMARKS

In this short communication, a methodological framework based on combining both spatial features and spectral
information for the analysis of HSI data is proposed. The method decomposes every single-wavelength image of a
three-dimensional HSI array by 2D-SWT and computes individual GLCM for every resulting wavelet subimage. Mor-
phological descriptors are afterwards estimated from all the GLCMs. In this way, spatial and spectral information is
enhanced and conveyed in a single features matrix, which is finally processed by multivariate data analysis tools like
PCA. Depending on the specific tasks the user must address, different multivariate statistical tools can be exploited at
this point.

Although the proposed workflow combines different computational steps, which translates into higher complexity,
every one of them is a necessary link in the chain. In fact, when some of these steps were skipped, the information
obtained was insufficient to unravel all the distinct spatial features underlying the dataset under study and relate them
to specific spectral regions.

According to the results obtained in two different case studies, it can be concluded that the proposed strategy is
capable of consistently recovering the main spatial features of a HSI dataset and of highlighting the distinctive spectral
regions accounting for them. In particular, the outcomes related to the investigation of the semen droplet dataset were
found to be particularly promising considering the extreme physicochemical complexity of the examined image. In fact,
even though the semen and cotton components show highly overlapped spectra, and cotton fabric is present every-
where in the sample, it was possible to highlight and localize the two different forms of the semen stain as well as the
spectral wavelengths at which this spatial separation is effective.

Nonetheless, further developments can be foreseen. GLCM is just one of the possible ways to compress the spatial
information encoded in wavelet subimages, and others will be explored in future research. The possibility of utilizing
other multivariate data analysis tools in the developed framework will also be assessed. Finally, the improved and at
least preliminarily disentangled spatial/spectral information returned by the described approach might constitute a
valuable starting point for the design of new constraints to be applied in the context of MCR–ALS. Additional work is
currently in progress towards this direction.
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[78] Maider Vidal and José Manuel Amigo. Pre-processing of hyperspec-
tral images. essential steps before image analysis. Chemometrics and
Intelligent Laboratory Systems, 117:138–148, 8 2012.

[79] Yu-hang Li, Xin Tan, Wei Zhang, Qing-bin Jiao, Yu-xing Xu, Hui Li,
Yu-bo Zou, Lin Yang, and Yuan-peng Fang. Research and Applica-
tion of Several Key Techniques in Hyperspectral Image Preprocessing.
Frontiers in Plant Science, 12, 2 2021.

[80] Beata Walczak. Wavelets in chemistry. Elsevier eBooks, 1 2000.

[81] José Manuel Prats-Montalbán, Marina Cocchi, and Alberto Ferrer. N-
way modeling for wavelet filter determination in multivariate image
analysis. Journal of Chemometrics, 29:379–388, 6 2015.
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