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1. Introduction 

1.1. Biomaterials, Regenerative medicine 

The desire to replace lost body parts has been a part of human history since the 

beginning. In ancient times biomaterials were already used, such as gold for dental 

implants; the Mayans created implants from seashells, or, as you can see in Figure 1.1, a 

wooden toe was used after an amputation in Egypt. [1,2] However, modern advances can 

be traced back to the 1950s and 1960s, with the development of synthetic materials, such 

as polymers, metals, and ceramics, for use in medical purposes. The first synthetic 

implantable material, Polyethylene was used for the first time as a ball-and-socket joint 

replacement for the hip by Sir John Charnley. [3] A modern version can be seen in Figure 

1.1. This was a significant advancement in orthopedic surgery, providing a durable and 

long-lasting solution for patients with hip joint disorders. In the 1970s, scientists began 

to develop new types of synthetic materials, such as silicone, which could be used in soft 

tissue implants, such as breast implants. This marked a significant advancement in the 

field of plastic and reconstructive surgery. [4] In the 1980s, scientists began developing 

new ceramic and metal materials, such as titanium and zirconia, that could be used for 

dental implants and joint replacements. [5] 

 
Figure 1.1 Technical advances of using biomaterials through history, a) a wooden toe 
from Egypt that was used after an amputation (1065–740 BC) b) hip implant that uses 

different synthetic materials combined to give the best usability, c) a carefully 
fabricated metal stent into small vessels d) bone graft that uses a conventional 

prosthetic component and a tissue engineering approach to regenerate spinal tissues [1] 

In recent years, biomaterials have continued to evolve with the development of 

new technologies, such as 3D printing, which allows for the creation of customized 

implants and prosthetic devices. Additionally, new materials are developed, such as 

hydrogels and nanofiber-based meshes that can mimic the properties of natural tissues. A 

more advanced approach is combining different materials to add extra 
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functionalities.[4,5] An example can be seen in Figure 1.1, where they produced a bone 

graft with a conventional metallic component filled with a collagen sponge to enhance 

tissue regeneration. [1] 

Defining biomaterials is quite challenging since they are a vast group of materials 

with little, if any, physical or chemical similarity. The name refers to the intended use and 

not the material type itself. The sole purpose of biomaterials is to be used in medicine to 

reconstruct or repair damaged tissues or body parts, improving the patient’s quality of 

life. This field grew into a multidisciplinary area over the years, where all kinds of 

scientific approaches are needed to create complex engineering solutions with properties 

to contact or interact with a biological system and replace a physiological function in the 

human body. They can be used as implants or implantable medical devices, for example, 

simple as a stent or a dental implant or more complex solutions like a pacemaker. [5,6] 

The field of medicine that focuses on the repair or replacement of damaged cells, 

tissues, and organs is called Regenerative medicine. It contains various approaches and 

technologies, including cell-based therapies, tissue engineering, and gene therapy. Cell-

based therapies involve using stem cells, undifferentiated cells that can develop into many 

different types of cells. These cells can repair or replace damaged cells and tissues, 

providing new hope for patients with conditions such as cancer, heart disease, and 

diabetes. [3] 

1.1.1 Tissue engineering 

Tissue engineering is a rapidly growing field that aims to repair or replace 

damaged or diseased tissues using a combination of biological and engineering principles. 

The goal of tissue engineering is to develop functional tissue constructs that can repair or 

replace lost or damaged tissues in the human body, such as bones, cartilage, blood vessels, 

and nerves. The field of tissue engineering involves using cells, biomaterials, and 

bioactive molecules to create functional tissue constructs. Cells are typically obtained 

from the patient or a tissue donor, then cultured and expanded in the laboratory. Once the 

tissue construct is created, it is typically implanted into the patient's body, where it can 

begin to function and integrate with the surrounding tissue. Some of the most promising 

areas of tissue engineering include the repair of bone, cartilage, and heart valves and the 

engineering of blood vessels and nerve tissue. Tissue engineering can also be used to 
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develop new medical devices, such as artificial organs, and new therapies for diseases 

like cancer. Tissue engineering can also be used to create in vitro models of diseases, 

which can be used to study disease mechanisms and test new therapies. [5,7] 

1.1.2 Properties of Biomaterials 

When using such materials, the initial property is bio-inertness to avoid any 

unwanted secondary interactions like inflammation or blood coagulation. When 

designing biocompatible materials to restore tissue function (prosthetic implants, 

bioresorbable sutures, and artificial grafts), one must consider that various tissues contain 

different physical, biological, and biochemical properties. Therefore, the material’s 

composition, degradation kinetics, and material-cell interaction are vital factors. These 

materials can be derived from synthetic or natural routes as well. Additionally, several 

physicochemical properties needed to be met for the intended application. Such as 

biocompatibility, biodegradability, mechanical properties, stability, structural properties, 

processability (how easily the material can be shaped or formed into an applicable shape), 

and porosity. [5,8] 

Biocompatible property is also a very important to perform a function without any 

harmful immune or inflammatory reaction. It is most important when a scaffold interacts 

with a biological system and cellular functions such as adhesion, proliferation, migration, 

and differentiation occur. Since different materials and use cases have other limits on 

achieving biocompatibility [5,9,10] 

Biodegradability refers to the degradation of the biomaterial over time of tissue 

regeneration. Also, these materials, while undergoing degradation, must assist in the 

healing and renewal of the concerned area. One should consider that body fluids contain 

dissolved oxygen and other oxidants, so the surface must have good corrosion resistance 

or some protective coating. [4,5,11,12] 

Different types of tissues require other mechanical properties like tensile strength, 

Young modulus, fatigue strength, toughness, and elasticity, so before selecting a 

biomaterial, one should consider that it’s ideally fit for that purpose. The mechanical 

property of the biomaterial needs to be very close to the material it replaces. [5,6,13,14] 

Structural properties, for example, the size or shape of the used material, play an 

essential role in different applications. For example, to enable cell attachment, the 
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scaffold needs to have a high surface-to-volume ratio to allow cell attachment or sufficient 

drug release. [5–7,15] 

 
Figure 1.2 SEM images of different porous structures made by A) sphere templating, B) 
salt-leaching, C) freeze-drying, D) gas-foaming, E) 3D-printed via melt electrospinning 

writing, F) conventional electrospinning. Scale bars are 100 µm. [16] 

The scaffold's porosity determines how the cell can migrate and affects the 

platform's flexibility (Figure 1.2). Increased porosity lowers the protection against 

corrosion. When discussing processability, one should consider if it’s easily fabricated to 

a desired shape or if it is easy to handle. Stability is a fundamental property also when 

choosing a biomaterial because it should not change its physicochemical properties in the 

biological environment. [4,16–18] 

1.1.3 Polymers 

Polymers are macromolecules with high molecular mass, ranging from a few 

thousand to millions of monomer units. They are made up of many structural elements by 

covalent bonding. In medicine, implants, contact lenses, single-use medical devices, and 

even drug carriers are made of some kind of polymer. [19–21] 
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Biopolymers are polymers that occur naturally and can be used in biological 

systems. To create artificial polymers for use in medicine, the basis should be derived 

from biopolymers that are also found in the human body. Such preparations, as we have 

seen above, are expected to be biocompatible and biodegradable. Poly(aspartic acid), 

which is the subject of intensive research in the Nanochemistry Research Group 

(Semmelweis University), could be a good choice as a polymer for use in medicine. [22–

25] 

Polysuccinimide (PSI) is an anhydride of poly(aspartic acid) (PASP), which can 

be synthesized from aspartic acid using a green chemistry process (solvent-free) with a 

phosphoric acid catalyst. The chemical formulae of the different stages are shown in 

Figure 1.2 [23,26] 

 
Figure 1.2. The chemical formula of a) Aspartic acid, b) Polysuccinimide, and c) 

Poly(aspartic acid) [26] 

The reactivity of polysuccinimide is very high due to the amide ring, so that it 

readily reacts with nucleophilic reagents even at room temperature without the presence 

of a catalyst. The solvent of polysuccinimide is dimethylformamide (DMF) or dimethyl 

sulfoxide (DMSO). Polysuccinimide does not react with alcohols, but it reacts with 

hydroxide ions. Hydrolysis yields two monomeric units, α and β aspartic acid. This 

hydrolysis occurs spontaneously in a mildly alkaline environment and can be initiated 

even at a pH of 7.4. In the body, the two monomeric units of protein L-iso aspartyl (D-

aspartyl) can be converted into the α and β forms by the enzyme O-methyltransferase 

(PIMT). An important result of the reaction is that the hydrophobic polymer becomes 

hydrophilic, i.e., the polymer becomes water-soluble. [22,27,28] 

a) b) c) 
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1.2. Electrospinning 

1.2.1. A short history of electrospinning 

The electrospinning technique is a method used to create micro or nanofiber-based 

meshes that resemble the extracellular matrix (ECM) of natural tissues. This is important 

in tissue engineering, where cells are placed on a scaffold that will hold them and could 

be a base for their structural network, like the native ECM. John Francis Cooley filed the 

first patent for an electrospinning device in 1899. They proposed four different heads for 

electrospinning, including a conventional head, a coaxial head, an air-jet head, and a 

rotary spinning head.[29–31] 

Anton Formhals made significant advances in the field in the 1930s and 1940s by 

refining the arrangement of the components of the electrospinning device and controlling 

the length and diameter of the fibers produced. Sir Geoffrey Ingram Taylor also made 

essential contributions in the 1960s by establishing a mathematical model for the cone 

phenomenon in electric fields, which is now known as the Taylor cone.[30,32] 

In the 1970s, Peter K. Baumgarten devised a method to photograph the fibers 

produced by electrospinning during their flight through the air and investigated the 

parameters that influence the formation of fibers, such as viscosity, flow velocity, and 

tension. The real progress in the field began in 1993, when Jayesh Doshi and Darrel H. 

Reneker discovered that fibers with a diameter of nanometers could be created easily in 

electrospinning studies. Since then, research in the field has grown rapidly, with more 

than 100 types of polymers used to create fibrous structures from synthetic, and natural 

polymers, and blends.[29,30] 

In recent years, significant advancements have been made in the optimization of 

apparatus design and process parameters, including the use of salts to improve the 

electrospinnability of polymers. [33–35] 

The use of electrospinning in the field of medicine is increasing, as it has the 

potential to revolutionize the way we create replacement tissues and organs, as well as 

drug delivery systems (Figure 1.3). With continued research and development, it has the 

potential to improve the quality of life for patients suffering from chronic conditions and 

injuries. [22,36] 
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Figure 1.3 Applications of electrospinning in medicine [37] 

1.2.2. Electrospinning setup 

The technique of electrospinning is a method for creating nano- and microfibers. 

The main components of an electrospinning setup include a container filled with a viscous 

polymer solution, a high-voltage power supply, a spinneret (typically a syringe needle), 

and a collector to collect the randomly aligned fibers. A schematic of the process can be 

seen in Figure 1.4 Schematic of the electrospinning process. [24,38] 

The positive pole of the high-voltage power supply is connected to the syringe 

needle, creating a potential difference between the needle and the grounded collector that 

generates an electrical field. The flow rate of the polymer solution emerging from the 

syringe can be controlled by a syringe pump. A thin polymer drop forms at the end of the 

syringe needle and undergoes a whipping motion as it is propelled toward the collector. 

Ideally, the solvent evaporates on its way, leaving behind a dry, solvent-free, spider-web-

like structure on the collector. [31,39] 

 
Figure 1.4 Schematic of the electrospinning process [24] 
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Several parameters influence the electrospinning process and the properties of the 

resulting fibers. One of the most important parameters is the concentration of the polymer 

solution. Fiber formation does not occur at low concentrations, and electrostatic spraying 

results in the formation of micro or nanodroplets or particles (Figure 1.5). As the 

concentration increases, fibers begin to appear in addition to droplets. At optimal 

concentrations, a homogeneous fibrous structure is obtained. If the concentration is 

increased further, helical ribbons are formed. The viscosity of the solution can also be 

adjusted by varying the concentration. [31,38,40] 

 
Figure 1.5. Different instabilities during electrospinning [41] 

Another critical parameter in electrospinning is the viscosity of the polymer 

solution. Low viscosity is not ideal for producing continuous, smooth fibers, but a 

viscosity that is too high can also be problematic, as it can make it difficult to "repel" the 

fibers between the fiber-forming head and the collector. The molecular weight of the 

polymer also plays a role in determining the viscosity of the solution. Droplet formation 

occurs below a specific molecular weight when the concentration is fixed. Above the 

value required for fiber formation, ribbons are formed. If the molecular weight is too high, 

ribbons can be formed even at low concentrations. Additionally, the surface tension of 

the solution can affect both the viscosity and the morphology of the fibers. [38,42–44] 

During electrospinning, the polymer solution polarizes due to the high electric 

field. Free electrons, ions, or ion pairs will carry charges within the liquid, and an 

electrical double layer will form due to ion mobility. The conductivity of the solution 

depends on the polymer, the solvent, and any additional additives. In general, natural 
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polymers are polyelectrolytes, with the gradual increase of the ions, the charge-carrying 

capacity of the polymer increases, requiring a higher applied voltage, which in turn results 

in poorer electrospinnability compared to synthetic polymers. The conductivity can be 

adjusted by adding different salts, secondary solvents, or nanoparticles. In general, 

increasing conductivity can result in thinner fibers. [44–49] 

Conductivity can be adjusted by adding different salts, which can also influence 

the diameter of the fibers, and reduce droplet formation. Adding specific salts can also 

change the surface tension of the solution and result in fiber formation. For example, 

adding KCl to an aqueous solution of poly(vinyl alcohol) can increase the conductivity 

of the solution and result in larger fiber diameters. On the other hand, adding NaCl or 

CaCl2 to the system can result in fibers with smaller diameters than those obtained with 

LiCl. Overall, the electrospinning process depends on a delicate balance of parameters 

that must be carefully optimized to achieve the desired fiber properties. [50–52] 

Nowadays, the creation of fibrous structures combined with nanoparticles is 

receiving increasing attention. By adding silver nanoparticles, for example, an artificial 

mesh system can be created that gives an antibacterial effect to the resulting fibrous 

structure or even results magnetic properties by adding magnetite. [46,53,54] 

The success of the electrospinning process depends on the optimal parameters of 

the various components involved in the formation of the fibers. These parameters interact 

with each other, making it a time-consuming process to optimize them. Some of the key 

influencing factors include the material properties of the solution, such as the solvent-

polymer concentration, viscosity, conductivity, surface tension, dielectric constant, and 

solvent volatility. These parameters can affect the viscosity, diameter of the fibers, and 

droplet formation. The molecular weight of the polymer and the concentration of the 

polymer in the solution can also affect the viscosity and the amount of the final product. 

[55–57] 

The formation of fibers during electrospinning is influenced by several 

experimental parameters that are not related to the material properties of the polymer, but 

rather to the configuration of the equipment. These include the electrostatic potential, the 

electric field's strength, the electrostatic field's shape, the diameter of the syringe needle 

or orifice used to dispense the solution, the flow rate of the solution, and the distance 

between the needle and the target. As the applied voltage increases, the diameter of the 
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fibers decreases, resulting in an increase in the volume of the final product. If the flow 

rate is too low, the Taylor cone is not formed; if it is too high, pulsation occurs. The 

distance between the needle and the target can also affect the diameter and morphology 

of the fibers. If the distance is too short, the solvent cannot evaporate properly, and the 

fibers do not have time to solidify. In addition to these parameters, environmental 

conditions such as temperature, humidity, pressure, airflow, and air composition can also 

affect fiber formation. Temperature primarily affects viscosity, which can decrease the 

diameter of the fibers, but it can also impact other parameters. Humidity primarily affects 

the evaporation of the solvent, which can affect the porosity of the fibers. Due to these 

complexities, it is important to conduct experiments under strict conditions to ensure 

reproducibility, as small changes in parameters can result in significant changes in the 

final fiber formation outcome. [31,38,50,56,57] 

It was previously mentioned that the electric field applied to a liquid droplet must 

reach a specific potential value for the droplet to take on a cone-like shape and for fiber 

formation to occur. However, the impact on fiber diameter is still debated, as it can vary 

depending on the polymer and its concentration. Care must also be taken when selecting 

the flow rate of the polymer solution, as it affects the amount of time the solution spends 

in the syringe before polarizing. A lower flow rate is typically preferred, but droplet 

formation and thicker fibers will result if it is too high. The distance between the target 

and the fiber-forming head can also affect fiber diameter, but it must fall within a specific 

optimal range. If the distance is too close, the solvent will not have enough time to 

evaporate, and if it is too far, beads will form. Factors such as the volatility of the solvent 

and environmental conditions, such as temperature, humidity, pressure, airflow, and air 

composition, must also be considered. These conditions can significantly impact the 

effectiveness of fiber formation and can affect parameters such as viscosity and porosity. 

It is essential to carefully consider all of these factors to produce fibers with the desired 

properties consistently. [38,58–60] 

Additionally, the choice of polymer solution also plays a crucial role in the fiber 

formation process. Different polymers have different properties, such as viscosity, 

conductivity, and solubility, that can affect the final fiber properties. For example, a 

polymer with high viscosity may lead to thicker fibers, while a polymer with low 

conductivity may require a higher electric field to achieve fiber formation. Therefore, it 
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is important to carefully select the polymer solution that is most suitable for the desired 

application. [60,61] 

Furthermore, the choice of solvent also plays a vital role in the fiber formation 

process. The solvent must be able to dissolve the polymer and should have a low boiling 

point to allow for easy evaporation. The volatility of the solvent should also be 

considered, as a more volatile solvent will evaporate faster and affect the porosity of the 

fibers. Additionally, the solvent should not react with the polymer or any other materials 

that may be present in the system. [31,44,57] 

In conclusion, the fiber formation process is a complex process that involves 

various parameters that must be carefully considered. The applied electric field, the flow 

rate of the polymer solution, the distance between the target and fiber forming head, the 

choice of polymer solution, and the choice of solvent all play essential roles in 

determining the final fiber properties. Therefore, due care must be taken when applying 

this technique and setting the parameters to ensure that the desired properties of the final 

product can be consistently reproduced. 

1.2.3. Different fiber formation arrangements 

Electrospinning is a widely used method for creating single or composite polymer 

nanofibers in research settings. This technique utilizes an electric field to produce fibers 

that are collected on a flat target, resulting in a thin film-like layer. The technique is 

relatively simple to implement however, its productivity is low, and it is not suitable for 

large-scale production. The resulting fibers can be randomly oriented or unidirectionally 

oriented using different targets or auxiliary electrodes. Unidirectionally oriented 

nanofibers exhibit higher mechanical strength and unique optical and electrical 

properties.[62,63] To increase productivity, multiple needles can be used, but this can 

lead to uneven deposition and a non-uniform electric field between the needles. Clogging 

of the syringe needle is a common problem in electrospinning, leading to inconsistent 

fiber production and reduced productivity. To overcome this limitation, various needle-

free techniques have been developed, such as centrifugal fiber formation and rotating 

roller targets (Figure 1.5). [64–68] One example is centrifugal fiber formation, which is 

commonly used in cotton candy production and can be supplemented with an electric 
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field to produce fibers of a few hundred nanometers at low tension and low speed. 

[64,69,70] 

 
Figure 1.5 Schematic of a centrifugal fiber formation apparat [64] and a rotating 

roller-based needless electrospinning design [65] 

The geometry of the target plays a crucial role in the orientation of the fibers. The 

use of a rotating drum target is becoming increasingly popular, as it not only facilitates 

the orientation of fibers but also leads to a more homogeneous fiber distribution than a 

flat collector. When the rotating drum is rotated at a high enough speed, the fibers will be 

arranged parallel to each other on the target. In cases where the use of a rotating drum 

alone does not lead to orientation, a target made up of parallel wires in a cylindrical shape 

can be used to achieve the orientation of stretched fibers between the wires. However, it 

is important to note that the orientation of fibers is dependent on the combination of 

optimal polymer properties, concentration, temperature, humidity, and flow rate.[63,71] 

The resulting fibrous structure can be functionalized with nanoparticles, such as 

for antibacterial effects or by adding carbon nanotubes to enhance the mechanical 

properties or create electrically conductive fibers. Additionally, the conductivity and 

viscosity can be controlled by adding salts to increase the formability of the fibers and 

influence the resulting fiber diameter. Furthermore, adding salts can also lead to 

orientation and the formation of spider web-like nanostructures between the fibers. 

[46,47,53,72,73] 

Cotton candy-like three-dimensional expansions have also been observed in the 

presence of various additives. Although there is increasing interest in such structures, the 

exact cause of their formation has not yet been fully understood. It is thought to be related 

to the accumulation of charges, the interaction of solution components, or the effect on 

the electric field. Using an electrostatic lens, the fibers accumulate in a smaller area, 
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accelerating the formation process. Additionally, 3D printing has also been used to give 

different shapes to the 3D structure that is formed. [74–77] 

As discussed before, in electrospinning, a huge number of parameters are involved 

in the creation of the final product with a desirable outcome. Computer simulations can 

be used to aid optimization and to characterize and understand the processes at molecular 

levels. 

1.3. Molecular modeling 

In the course of my thesis work, I was led during my stay at the University of Lille 

to use molecular modeling (as well as vibrational spectroscopy) in particular for two 

problems. The first one concerns the use of DFT calculations to help interpret the infrared 

spectra of salts/DMF solutions that I recorded during my stay at the University of Lille. 

The second concerns the analysis of the local structure in the DMF/water mixture using 

molecular dynamics. I will therefore start in this part to give the general principles of 

these methods (Figure 1.6). 

  
Figure 1.6 A close view inside a simulation box of DMF-water 

Molecular modeling is the use of computer simulations to study the structure and 

behavior of molecules. It is a powerful tool for understanding the properties of molecules 

and predicting their behavior in different environments. Molecular modeling techniques 

include molecular dynamics, which simulates the motion of atoms and molecules over 

time, and quantum mechanics-based methods, which use the principles of quantum 

mechanics to predict the electronic structure of molecules. These techniques are used in 

a wide range of fields, including drug design, materials science, and biochemistry.  

It is important to note that the accuracy of molecular modeling predictions 

depends on the quality of the input data, the method used, and the assumptions made 
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during the simulation. Therefore, it is crucial to validate the predictions made by 

molecular modeling against experimental data. Additionally, as the complexity of the 

systems increases, the computational cost of molecular modeling simulations also 

increases, making it important to choose the most appropriate method for the system 

under study and to use high-performance computing resources. 

Molecular dynamics (MD) simulation is a computational method that uses 

Newton's laws of motion to simulate the movement of atoms and molecules over time. It 

is based on the idea that the motion of atoms and molecules can be predicted by solving 

the equations of motion for each atom or molecule in a system. The interactions between 

atoms are usually described using force fields, which are mathematical models that 

describe the potential energy of the system based on the positions of the atoms. These 

force fields can include in additions to intermolecular interactions terms for intra 

molecular interactions that include bond stretching, bond bending, dihedral angles, and 

non-bonded interactions. The corresponding parameters are calculated using quantum 

mechanics. In fact, in MD simulation, a system is modeled as a collection of atoms or 

molecules, and the initial positions and velocities of the atoms or molecules are specified. 

The simulation is then run for a specified period of time, and the positions and velocities 

of the atoms or molecules are calculated at each time step. Various statistical functions 

are calculated to help study the system's behavior over time, including the structure and 

dynamics of the studied system. It is worth noting that these methods require significant 

computational resources and expertise in mastering the command language interpreter 

(shell) and programming to run and in statistical physics to interpret the results. 

MD simulation can be used to study a wide range of properties of molecules and 

materials, including their stability, reactivity, and conformational changes. It can also 

explore the interactions between molecules, such as protein-ligand binding and protein-

protein interactions. MD simulation can also be used to study the properties of large 

biological systems, such as proteins and nucleic acids, and to investigate the mechanism 

of enzyme catalysis and protein folding. 

One of the key advantages of MD simulation is its ability to study the dynamics 

of a system over time. This can provide insights into the mechanisms of chemical 

reactions and biological processes and can be used to design new drugs and materials. 

Additionally, MD simulations can provide a molecular-level understanding of the 
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behavior of a system, which can be used to make predictions about the properties of the 

system that are difficult to study experimentally, but it is essential to validate the 

predictions made by MD simulation. 

Quantum calculation methods are computational techniques that use the principles 

of quantum mechanics to predict the electronic structure and properties of molecules and 

materials. These methods are based on the idea that the behavior of electrons in a system 

can be described using quantum mechanical wave functions, which are mathematical 

functions that describe the probability of finding an electron in a particular location in 

space. There are several different quantum calculation methods that can be used to study 

different types of systems. Some of the most used methods are Hartree-Fock (HF), Ab 

initio, and Density Functional Theory (DFT). HF is a method that describes the electronic 

structure of a molecule using a single determinant wave function. It is a widely used 

method for predicting the electronic structure of small molecules. [78,79] Ab initio 

methods make use of the first principle calculations, they start from the fundamental laws 

of physics without any assumptions or parameters. These methods are computationally 

demanding, but they can give accurate results for systems with complex electronic 

structures. [80,81] 

Density functional theory (DFT) is another powerful computational method used 

to study the electronic structure of molecules and materials. It is a widely used method in 

theoretical chemistry, materials science, and condensed matter physics. DFT calculations 

can be used to predict the properties of molecules and materials, such as their structure, 

stability, and reactivity. In DFT, the electronic structure of a system is described by 

electron density, which is a function of the positions of the nuclei and the electrons. The 

electron density is used to calculate the total energy of the system, and this energy can be 

minimized to predict the ground state structure of the system, but it can be used as well 

to study the excited state. Therefore, validating the predictions made by DFT calculations 

against experimental data is also necessary. [82–87] 
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2 Objectives 

The main objective of the thesis was the investigation of the 3D scaffold creation 

of polysuccinimide-based fibrous scaffolds that can be used later on in tissue engineering. 

My focus was oriented to experimental research covering the creation of the fibers and to 

computational simulation to understand the fundamental interactions in the solutions. 

Thus, my aim was to produce two-dimensional (2D) and three-dimensional (3D) 

poly succinimide-based fibrous scaffolds with different salt components and investigate 

their interaction with the polymer and the solution. 

The objectives of the thesis were the following: 

1, To investigate the DMF-water systems with computational simulation to 

understand the solvent effect in the electrospinning system. For that, MD simulation was 

performed, and analysis was conducted with RDF, NN, VP 

2, To investigate the DMF-salt interaction, which can predict the 3D formation 

during the electrospinning phenomena with DFT calculation and vibrational 

spectroscopy. 

3, To create 3D fibrous scaffolds with electrospinning setups in the presence of 

different salts for potential tissue engineering applications. 



 

25 
 

3 Materials and methods 

3.1. Density functional theory (DFT) calculation 

The optimized configurations of ions and DMF complexes were obtained in a 

polar medium treated via an implicit solvent approach. As dispersion plays a vital role in 

describing the interionic and ions-DMF interactions, the M06-2X functional was used to 

better consider the medium-range dispersion effect. This functional was coupled with 6-

311+g(d,p) basis set. [88] 

The geometry optimizations were followed by harmonic frequency analysis to 

ensure that the obtained structure was true minima by the absence of imaginary 

wavenumber and to rationalize the experimental results regarding the obtained optimized 

configurations.  

Density functional theory calculations were conducted using Gaussian 16 

software package then visualization and analysis were performed with Gaussview 6. [89] 

The calculations were run on the Zeus cluster of the University of Lille HPC center. 

3.2. Molecular Dynamics (MD) calculation analysis 

Molecular dynamics simulations were conducted on DMF-water mixtures of 11 

different compositions and on the two pure liquid forms. The simulation parameters were 

on canonical (N,V,T) ensemble at a temperature of 298.15K. The concentration of DMF 

increased by 0.1 steps from neat water (xDMF = 0) to neat DMF (xDMF = 1) in the systems. 

In every case, 500 molecules were inserted into a cubic basic box. The length of the edges 

has been defined with a preliminary, 5 ns long isothermal-isobaric (N,p,T) ensemble 

simulation, preceded by 10 ns equilibration. The used simulation package was 

GROMACS 5.1.5. Before starting each simulation, the system's energy has been 

minimized using the steepest descent algorithm. To maintain a constant temperature, the 

velocity-rescaling thermostat was used with a relaxation time of 0.1 ps. In the case of 

(N,p,T) ensemble runs, the Parrinello-Rahman barostat was used to set the pressure of the 

system to 1 bar with a relaxation time of 0.5 ps.  

The MD simulations were performed by Volodymyr Koverga, and I analyzed the 

provided calculation data of DMF-water with Radial Distribution Function (RDF), 

Nearest Neighbor Contributions (NN), and Voronoi Analysis methods. The RDF and the 
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NN were calculated using TRAVIS-1.14.0 software. All the results of the methods were 

then curve fitted with Gaussian function and deconvoluted with a python software written 

by me. The results were then collected and plotted with ORIGIN Pro 9.5.1 software. 

The RDF is a function of the distance between pairs of atoms or molecules, and it 

provides information about the probability of finding an atom or molecule at a certain 

distance from another atom or molecule. The RDF can be used to study the short-range 

order in a system, such as the arrangements of atoms in a crystal or the density of 

molecules in a liquid. It can also be used to study the long-range order in a system, such 

as the periodicity of a crystal. The RDF can be calculated from various types of 

simulations. [90–93] 

The radial distribution of atom j around atom i can be given as: 

 

    (1) 

where rij(r) and <nij(r)> stands for the density and average number of j atoms around a 

reference i atom, respectively, in the distance range between r and r+dr from this 

reference atom, and rj is the overall density of the j atoms in the system. 

Nearest neighbor method is used to study the local environment of atoms or 

molecules in a system. The technique involves identifying the closest atoms or molecules 

to a specific atom or molecule and analyzing their interactions and properties. This 

approach can give researchers an understanding of the structural, electronic, and 

thermodynamic characteristics of the system. The contribution of the kth nearest neighbor 

of type j around atom i to the gij(r) radial distribution function, , can be given as  

,    (2) 

where is the density of the kth closest neighbor of type j at the distance between 

r and r+dr from atom i. [93–95] 

The Voronoi polyhedra method is a technique that is used to evaluate the local 

surroundings of atoms or molecules in a system. This method is based on the Voronoi 
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tessellation which partitions space into a set of polyhedra cells, each cell surrounds a 

specific atom or molecule. The shapes, sizes, and orientations of these polyhedra cells 

provide information about the coordination of the central atom or molecule and its 

interactions with its neighbors. This method can be applied to various types of systems, 

including crystals, liquids, and biomolecules and can be used to evaluate both 

experimental and computational data to study the structural, electronic, and 

thermodynamic properties of materials. It is particularly useful in identifying defects, 

impurities, and interfaces in a material and in understanding the behavior of chemical 

reactions. [93,96–98] 

3.3. Reagents 

L-Aspartic Acid (reagent grade ≥ 98 %, Mw ~133, Sigma Aldrich, USA), 

Orthophosphoric Acid (reagent grade ≥ 99 %, Mw ~98, Sigma Aldrich, USA), N,N-

Dimethylformamide (reagent grade ≥ 99.8%, AnalaR NORMAPUR®, VWR Chemicals 

BDH®, VWR International, USA), MgCl2 (≥ 99 %, Reanal), CaCl2 (≥ 99 %, Reanal), 

LiBr (≥ 99 %, Acros Organics), NaBr (≥ 99 %, Sigma-Aldrich), NaI (≥ 99 %, VWR), KI 

(≥ 99 %, VWR), KBr (≥ 99 %, VWR), LiCl (≥ 99 %, Sigma-Aldrich). 

3.4. Synthesis of Polysuccinimide 

Polysuccinimide (PSI) was synthesized with the equipment shown below (Figure 

3.1). The equipment consists of an IKA RV21 rotary evaporator with an IKA HB21 

digital heat tank and a Vacuubrand PC3001 VARIO vacuum generator. The evaporator 

has a thermostat set to -10 ∘C and a KOH trap. After carefully mixing 20g L-aspartic acid 

and 20g crystalline phosphoric acid, the mixture was added to a pear shape flask (1L) and 

heated to 180 °C under vacuum (3mBar). By the end of a 7-hour-long reaction, one can 

observe a yellowish-brownish foam-like structure. 

When it was cooled down properly, 200 mL dimethylformamide was added and 

stirred for complete solvation. To remove the unreacted materials, washing, and filtering 

are necessary. 1600 mL distilled water was added and stirred for 10 minutes, then with a 

G3 type glass filter, the mixture was filtered. The washing and filtering steps were 

repeated about 3-4 times until the pH was neutral. After that, the PSI powder was dried 

at 40 °C for three days in a dehydrator. The final product had a white color. 
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Figure 3.1 Synthesizing and cleaning PSI [46] 

3.5. Preparation of solutions 

After weighing, the anhydrous salts were dissolved in DMF, stirring on a magnetic 

stirrer for 8 hours. However, they could absorb water from the air during sample 

preparation  The polysuccinimide was added to the salt-solvent solution to have a 25 

w/w% polymer solution and then further stirred for 12 hours. All the solutions prepared 

for the experiments can be found in Table 1 Solutions for electrospinning, conductivity, 

and spectroscopy measurements. The solutions in the green-colored cells were used to 

mix with PSI and electrospun. 

Table 1 Solutions for electrospinning, conductivity, and spectroscopy measurements. 
The solutions in the green-colored cells were used to mix with PSI and electrospun, the 
samples in the blue text cells were also used for SEM and FT-RAMAN measurements. 

 

LiCl MgCl2 CaCl2 LiBr NaBr NaI KI
w/w% w/w% w/w% w/w% w/w% w/w% w/w%

1 1 1 1 1 1 1
3 3 3 3 3 3 3
5 5 5 5 5 5 5

1 1 1 1 1 1 1
2 2 2 2 2 2 2
3 3 3 3 3 3 3
4 4 4 4 4 4 4
5 5 5 5 5 5 5
6 6 6 6 6 6
7 7 7 7 7
8 8 8 8 8

9 9 9
10 10 10
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3.6. The conductivity of Polymer solutions 

The conductivity of the different solutions was measured using a Thermo 

Scientific Orion 4-Star pH and conductivity meter with a Thermo Orion 013605MD 

conductivity cell. Calibration points were chosen to have the measured conductivity in 

between those points. For the measurement, anhydrous CaCl2, MgCl2, LiCl, LiBr, NaBr, 

NaI, and KI powders were dissolved in DMF at 1, 3, and 5 w/w% concentrations. 

3.7. Electrospinning setup 

The electrospinning apparat consisted of a Genvolt 73030P power supply, a KD 

Scientific KDS100 pump, a Fortuna Optima 7.140-33 type syringe, and a Hamilton G18 

blunt-end steel needle (Figure 3.2). The collector was a 3D-printed disc of 2 cm diameter, 

and the distance between the needle and the collector was kept at 10 cm in all cases. 

 
Figure 3.2 Schematic of the electrospinning apparat [24] 

Throughout the electrospinning process, the needle was connected to the positive 

plug of the power supply, and the ground plug was connected to the collector. When the 

voltage was applied instantly, a small drop of the polymer was pumped out from the 

needle to start the electrospinning. The flow rate was set to 1 mL/h, the volume of the 

polymer solution was 1mL, and the applied voltage was 15 kV in all cases. 

3.8. Scanning Electron Microscope (SEM) 

From the nanofiber mesh samples, pictures were recorded with a JEOL JSM 

6380LA SEM device in the Polymer Technology Department of the Mechanical 

Engineering Faculty of Budapest University of Technology and Economics. The golden 

coating was applied to the sample with a JEOL JFC-1200 Sputter Coating System. The 

accelerating voltage was 10 kV, and the magnification was chosen to be 1000x, 2500x, 
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and 5000x. After electrospinning, samples were collected from three different areas to 

record pictures from. 

The average fiber diameter was analyzed with the Fiji program, and at least 100 

fiber diameters were measured from each area at the same magnification. To avoid charge 

accumulation, silver colloid paint was applied on the edges of the sample. Two-sample 

Student t-tests were conducted using the averages and standard deviations of the samples 

to compare the averages double-sided. It was assumed that the fiber diameter showed a 

normal distribution. 

3.9. Fourier transform infrared spectroscopy (FTIR) 

FTIR method is primarily used for qualitative measurements. The ATR-FTIR 

spectra were recorded on the fiber meshes using a JASCO 4700A (JASCO Ltd., ATR Pro 

ONE) instrument, and the evaluation was performed using the SpectraAnalysis program. 

A diamond probe head containing a 1.8 mm spherical diamond crystal was used 

for the measurements, and a DTGS detector was employed during the experiments. 128 

parallel measurements were performed for each sample, averaged over the spectra 

obtained. The spectra of the pure diamond crystal and the saturated water vapor were 

subtracted from the spectra of the samples. In all cases, the wavenumber detection range 

was 4000 and 400 cm-1 with a resolution of 2cm-1. 

ATR-FTIR spectra of the different salt solutions (Table 1were recorded on a 

BRUKER Vertex 70V FT-IR instrument. The spectra were acquired, and the baseline was 

corrected using OPUS 7.5 software and evaluated using Spectragryph 1.2.10 software. 

[99] For each sample, 64 measurements were performed, detecting between 5000 and 600 

cm-1 with a resolution of 2cm-1. Deconvolution of the observed peaks was carried out with 

Microsoft Excel and its built-in Solver plugin. (Figure 3.3) Gaussian curves were fitted 

for the peaks and Lorentzian where shoulders appeared. After an initial guess, the solver 

plugin tries to calculate the best fit. With this process, one can have information of the 

peak’s height, position, width and the Chi-square. 
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Figure 3.3. An example of the fitting process in the case of CaCl2 2w/w% 

3.10. FT-Raman spectroscopy 

FT Raman spectrometry is a complementary spectroscopic method of infrared 

spectroscopy. Both investigate the molecular motions of matter, but the sensitivity of each 

method is different for specific functional groups. 

The measurements were performed with a Bruker RFS 100/S FT-Raman 

instrument. Before the measurement, the detector was cooled with liquid nitrogen and 

allowed to stabilize for 1 hour. The powdered samples (PSI, LiCl, MgCl2, and CaCl2 

powders) and polymer meshes (Table 1) were compressed in a sample holder of a 

measuring cell before the measurement. The laser beam was focused on the sample 

surface to achieve maximum intensity, and the laser power was chosen to be 50mW. The 

resolution was 2 cm-1, and the recorded range was 100-4000 cm-1. To optimize the signal-

to-noise ratio, samples were generally measured in 14000 to 22000 replicates. 

Measurements and baseline correction were performed using OPUS 6.5 software, and 

evaluations were performed using Spectragryph 1.2.10 software.  



 

32 
 

4 Results 

In the process of electrospinning, the polysuccinimide-based three-dimensional 

nanofibers are mixed with salts, DMF and the unavoidable water moisture. Indeed, the 

presence of water in the salts' water-binding capability and humidity cannot be ignored, 

as it is assumed that this also a cause of the 3D formation. In order to characterize the 

local structure in DMF-water mixture MD simulations were conducted. The salt and DMF 

mixtures affect in an indirect way the quality, the diameter and the surface roughness of 

the electrospun fibers. Therefore, vibrational spectroscopy and DFT calculations were 

combined to investigate the local structure of the DMF and salt mixtures. 

4.1.  Analysis of DMF-Water mixture simulations 

In the following part of my thesis, I will summarize the results about the mixture 

dependence of the local structure in DMF-water mixture, that were obtained using 

molecular dynamics simulations. To achieve this goal the statistical observables such as 

the radial distributions functions, the nearest neighbor radial distribution as well the 

metric distributions (such as volume, asphericity, vertex radius) of the Voronoi polyhedra 

were calculated and their dependence on the mixture composition were analyzed. 

4.1.1 Water- water correlations 

The molecular dynamics simulation results were analyzed first with radial 

distribution function (RDF) method. The radial distribution function (RDF) is a statistical 

tool to define the spatial distribution of particles in a system. With its help, one can 

describe the probability of finding a particle at a certain distance from another particle, 

given the number density of particles in the system. It can be used to study the structure 

and dynamics of materials at the atomic and molecular levels. It is often obtained by 

averaging over a large number of configurations and is plotted as a function of distance 

and typically normalized by the number density of particles in the system. 

Figure 4.1a shows RDF of O and H atoms, . Pure water has two 

distinct peaks, one is at 1.9 Å corresponding to the H-bonding O-H pairs and another one 

is at 3.2 Å related to the non-H bonding atom pairs of an H-bonded pair of water 

molecules. One can observe, the height of the two peaks systematically increases as DMF 

concentration is increases. A minimum can be observed at 4.2 Å and a third peak is 
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starting to evolve around 7.4 Å as the concentration of DMF increases. In the inset the 

running coordination number of Hw around Ow can be observed, . 

 
Figure 4.1 The radial distribution function for (a) the O and H atoms in water, and (b) 
only for the O atoms in water. The inset displays the running coordination number of 
the Hw atoms surrounding the Ow atoms in these systems. The arrows indicate how 

these functions change as the DMF mole fraction increases. [93] 

Figure 4.1b shows the RDF of O and O atoms where the enhanced H-bonding is 

also present. The height of the first peak corresponding to the H-bonded pairs increases 

as the concentration of DMF increases. One can observe that also the minimum emerges 

at 3.3 Å. This demonstrates the gradual disappearance of the interstitial water neighbors. 

To deconvolute the radial distribution function, the first five Hw neighbors of the 

water O atoms were analyzed with the function  where k = 1,2,3,4, and 5, 

where k denotes the neighbors. The results are shown in Figure 4.2.  

In the case of k = 1, neat water has only one observable peak at 1.9 Å which will 

also dominate the k = 2 function. When observing k = 3, it is observable as a shoulder 

which evolves to a peak at 3 Å while becoming the dominant peak of the function and 

contributing to the second peak of the total RDF. For the k = 4 and 5 neighbors, it is also 

remains to be the dominant feature. 

In the case of the first neighbor, when increasing the concentration of DMF, 

another peak is evolving at 3 Å. When reaching 0.8 mole fraction of DMF, a third peak 

also emerges between 5 and 6 Å, which becomes broader and shifts farther. 
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Figure 4.2 Contribution of the first five nearest neighbors (from g(1) to g(5)) to the 

gOwHw(r) radial distribution function. The arrows indicate how these functions change as 
the DMF mole fraction increases. [93] 

4.1.2 Gaussian curve fitting 

To quantify the RDF results, Gaussian functions were fitted to the individual peaks of 

. From the Gaussian fits the position, width, and intensity (height) are 

presented in Figure 4.3 a-e for the k values of 1-5, respectively. 
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Figure 4.3 Gaussian functions fitted to the individual peaks of the contributions of (a) 
the first, (b) second, (c) third, (d) fourth, and (e) fifth nearest Hw neighbors of the Ow 

atoms to the radial distribution function. [93] 

From Figure 4.3 one can observe that both the position and width of the first two 

peaks which are corresponding to the H-bonded water pairs are constant all the way, while 

the third peak increases gradually while increasing the DMF content. The second 

neighbor contribution has a very similar trend, only the third peak appears at a lower, 0.5 

mole fraction. Also, that the heights of the first two peaks reaches a maximum in the 0.3 

-0.6 mole fraction range. 

a) b) c) 

d) e) 
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4.1.3 Water-DMF and Water-Water relations 

When observing the mixtures of water and DMF one would expect a competition 

between the O atoms for the H atoms of water. In Figure 4.4 one can observe the RDF of 

the DMF O and water H atoms of the different compositions. The results are very similar 

to the Ow-Hw function. With increasing DMF mole fraction, the height of the first two 

peaks increases as well, while a second minimum and a third peak evolves. Similarly, to 

the water-water H-bonds, DMF-water H-bonds also persist even at very low water mole 

fractions. 

 
Figure 4.4 Radial distribution function of the DMF O and water H atoms. The arrows 

indicate how these functions change as the DMF mole fraction increases. [93] 

The RDF deconvolutions also show similar results than in the case of the Ow-Hw 

function (Figure 4.5). Thus, for the first neighbor, the height of the first peak increases 

with increasing DMF content, while for the second neighbor it has a maximum. For the 

third neighbor, the first peak evolves to be the second peak of the total RDF. Due to 

various DMF-water pairs bridges several peaks occurring between 4 and 8 Å.  
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Figure 4.5 RDF of the first five nearest neighbors. The arrows indicate the evolution of 

these functions with increasing DMF mole fraction. [93] 

The RDF of the DMF O and H atoms (Figure 4.6).  and also its first five neighbor 

deconvolution (Figure 4.7) shows a very different behavior from the other two shown 

before. The RDF of pure DMF shows two distinct peaks, one is corresponding to the 

nearest Od-Hd neighbor and the other molecules in the first coordination shell. One is 

observed at 2.5 Å and the other is at 6.3 Å. 

 
Figure 4.6 Radial distribution function of the DMF O and H atoms. The arrows indicate 

how these functions change as the DMF mole fraction increases. [93] 
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The first peak can be observed at 2.5 Å and indicates the presence of weak, C-

H….O type H bonds. [100] Interestingly while decreasing DMF content, the height of the 

peak also decreases contrary to what can be observed at . 

 
Figure 4.7 The first five nearest neighbors of the radial distribution function. The 

arrows indicate the evolution of these functions with increasing DMF mole fraction. 
[93] 

The second peak is at 6.3 Å also decreases with decreasing DMF content. 

However, this decrease is rather weak above xDMF = 0.5, and gets significantly stronger 

in more dilute systems. In the case of the other convolutions, they are shifted to larger 

distances, and gets stronger below the xDMF value of about 0.3-0.5. 

To quantify the number of water-water and water-DMF hydrogen bonds in the 

system as a function of composition, I calculated the average number of hydrogen bonds 

(nHB) formed by two water molecules and by a water and a DMF molecule in the entire 

system at each composition considered. (Figure 4.8) 
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It is considered that two molecules form a hydrogen bond if their oxygen atoms 

are closer to each other than 3.5 Å and the bonding hydrogen atom is closer to the 

accepting oxygen atom than 2.45 Å (these cutoff values being the first minimum positions 

of the corresponding radial distribution functions).  

 
Figure 4.8 Average number of hydrogen bonds in ● water-water-, ● water-DMF 

mixtures and the ● total number [93] 

4.1.4 Voronoi polyhedra analysis 

The distribution of the Voronoi polyhedra of the molecules (P(V), only water 

(Pw(V) and only DMF molecules (PD(V) can be observed in Figure 4.9 The distribution 

of Voronoi polyhedra volume surrounding molecules in systems of various compositions, 

(a) considering all molecules, (b) only DMF molecules, and (c) only water molecules. 

The insets shows the same data on a logarithmic scale. The arrows depict the changes in 

these distributions as the DMF mole fraction increases. . In the case of P(V) the 

distribution exhibits a smooth shift between pure water and pure DMF as the system 

composition changes. The difference in peak positions between the two clean solutions 

merely reflects the fact that liquid water has a much higher molecular number density 

than DMF. When adding a component to the other, a tail is appearing on the 

corresponding side of the distribution. While increasing the concentration, the tail turns 

into a shoulder and then it’ll become a second peak. The two peaks reach an equal height 

at 0.4 mole fraction. Accordingly, the main peak shifts to larger V values when the system 

is water-rich, and to smaller values when DMF is dominant. 

When analyzing Pw(V) and PD(V) one can get a better understanding of the 

individual component behavior. When decreasing the concentration of the observed 
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component, the distinct peaks progressively shift to larger V values while broadening, 

matching the effect of dilution. Most important feature of the distributions is that they are 

not developing a long tail of exponential decay when decreasing the concentration, which 

means the system lacks microheterogeneities. Yet, at larger concentrations the peak 

changes quite slowly, which means that the major component still has a significant 

portion which behaves similarly that in the case of pure liquid.  

 
Figure 4.9 The distribution of Voronoi polyhedra volume surrounding molecules in 

systems of various compositions, (a) considering all molecules, (b) only DMF 
molecules, and (c) only water molecules. The insets shows the same data on a 

logarithmic scale. The arrows depict the changes in these distributions as the DMF 
mole fraction increases. [93] 

One can observe a very similar behavior from the void radius distribution. It is a 

statistical measure of the sizes of the empty spaces within a Voronoi tessellation. It can 

be calculated by measuring the void radius for each void and plotting the frequency of 

the different sizes. The distribution can provide insight about the spatial patterns of the 

data. In Figure 4.10 the result of the analysis for all molecules (P(R)), only water (Pw(R)) 

only DMF molecules (PD(R)) are plotted. These distributions characterize the local 

environment of the intermolecular voids rather than that of the molecules themselves. 

a) 

b) c) 
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Figure 4.10 The distribution of the radius of the largest spherical voids among 

molecules in systems of diverse compositions as obtained from Voronoi analysis, 
considering (a) all molecules, (b) only DMF molecules, and (c) only water molecules. 

The arrows indicate how these distributions change as the DMF mole fraction 
increases. [93] 

Finally, the behavior of the asphericity parameter distribution, shown in Figure 

4.11 The asphericity parameter distribution of Voronoi polyhedra around the molecules 

in systems of different compositions, as obtained considering (a) all molecules, (b) only 

the DMF molecules, and (c) only the water molecules.  when considering all molecules 

as well as only the water or only the DMF molecules in the analysis (P(R), Pw(R), and 

PD(R), respectively) reinforces the conclusions that were drawn from the analysis of the 

radial distribution functions. Asphericity refers to the shapes of the Voronoi cells, how 

much they differ from a perfect sphere. A low value means that a cell is mainly spherical, 

while a high value means that it is elongated or flattened. 

a) 

b) c) 
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Figure 4.11 The asphericity parameter distribution of Voronoi polyhedra around the 

molecules in systems of different compositions, as obtained considering (a) all 
molecules, (b) only the DMF molecules, and (c) only the water molecules. [93] 

4.2. Characterization of the salt solutions 

After the characterization of the solvent and water mixtures with molecular 

dynamics simulations, the salt-solvent solutions were analyzed with vibrational 

spectroscopy and DFT calculations. Indeed, the presence of inorganic salts in different 

concentrations causes some effect for the 3D structure formation during the 

electrospinning procedure which is not fully described in the literature yet. Using FTIR 

spectroscopy and density functional theory calculation (DFT) the effect of the salt in the 

solvent (dimethylformamide) and the structural changes of the fibrous mesh by 

macroscopic and SEM (Scanning Electron Microscopy) images were examined. 

4.2.1 Solvation of salts in DMF 

The selection of salts was based on their solubility in DMF as per the IUPAC 

Solubility Data Series. A range of solutions were made using various inorganic salts 

(Table 2).[101] 

a) 

b) c) 
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Table 2 Solutions of inorganic salt – DMF. Green color indicates that the salts 

are inducing 3D fluffy structure in a reproducible way, on the other hand the blue and 

grey colors represents where neither the 2D or the 3D structures are reproducible. [24] 

 
After dissolving the salts completely, the solutions were clear, but in certain cases 

(such as with KI, NaI, and MgCl2) the colors became darker as the salt concentration 

increased. In some instances, likely due to external factors, crystals formed when the 

solubility was lower than expected (Figure 4.12 a) DMF b) LiBr 1-10w/w% c) KI 1-

10w/w% d) 10w/w% LiCl 10w/w% crystal growth ). 

 
Figure 4.12 a) DMF b) LiBr 1-10w/w% c) KI 1-10w/w% d) 10w/w% LiCl 10w/w% 

crystal growth [24] 

4.2.2 Conductivity of the DMF-salt solutions 

Conductivity is a crucial aspect of solutions used in electrospinning, thus it was 

measured in the DMF-salt solutions. The results are shown in Figure 4.13 . As more ions 

were added, conductivity gradually increased. The conductivity values depend on the type 

of ions dissolved, with conductivity being much higher (over 8 mS/cm) for salts 

containing iodide and bromide anions compared to those with chloride anions. 

Salt name LiCl mol/l 
DMF MgCl2

mol/l 
DMF CaCl2

mol/l 
DMF LiBr NaBr NaI KI

1 0.23 1 0.1 1 0.09 1 1 1 1
2 0.46 2 0.2 2 0.17 3 3 3 3
4 0.93 3 0.41 3 0.26 5 5 5 5
5 1.18 4 0.52 4 0.36
6 1.43 5 0.64 5 0.45
8 1.94 6 0.87

10 1.11
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Figure 4.13 The conductivities of various salt solutions. The '*'  symbol denotes the 

salts that resulted 3D structures during electrospinning. 

4.2.3 Vibrational spectroscopy on DMF-salt solutions 

IR measurements were performed on the solutions to detect any signs of 

interaction between ions and ions, as well as ions and DMF. (Figure 4.14 and Figure 

4.15). 

 
Figure 4.14 The FTIR spectra of the DMF, and the different inorganic salts (LiCl, 

MgCl2, CaCl2) dissolved in DMF [24] 

DMF has two distinct vibrational modes of great interest in my case: one at 1667 

cm-1, which is a C=O stretching mode, and another at 661 cm-1, which is a bending 
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vibrational mode. These peaks can be analyzed to investigate their dependence on the 

solvation shell of the ions. The results are shown in Figure 4.15a and Figure 4.15b, with 

the C-H bending vibrational modes also plotted in the inset. 

 
Figure 4.15 IR spectra of the NCH=O a) and the C=O b) vibrational modes in mixtures 

of LiCl (2, 4, 6 and 8 w/w%) CaCl2 (1, 2, 3 and 4 w/w%) and MgCl2 (2, 4, 6 and 10 
w/w%) with DMF. [24] 

A new broad spectral feature (appearing as a peak around 675 cm-1) develops 

gradually as the salt concentration increases, near the NCH=O bending peak (main peak, 

around 660 cm-1). The highest intensity C=O peak is highly asymmetric and skewed, 

a) b) 
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which may be attributed to the presence of a spectral contribution at the lower 

wavenumber side (around 1640 cm-1) when coordinated by Li+, Ca2+, or Mg2+. 

4.2.4 Deconvolution of the observed peaks 

To measure the modifications in the NCH=O bending mode, the spectral region 

was fitted with two spectral contributions. The position and intensity ratio are plotted in 

Figure 4.16a for each salt-DMF mixture. The position of the main peak does not change 

with the presence of salts, however, the new peak varies depending on the type of salt. A 

significant shift upwards can be seen in the case of the MgCl2-DMF mixture, indicating 

that the DMF molecules are strongly bound to MgCl2, more than to LiCl and CaCl2 salts. 

 
Figure 4.16 (a) The concentration dependence of the position of the higher (new) peak 
and the main wavenumbers of the NCH=O bending mode. The symbols △ and ▲ are 

describing the new and the main peak for LiCl mixtures, ○ and ● for CaCl2 and □ and ■ 
for MgCl2. (b) The concentration dependence of the ratio between the highest 

wavenumber spectral contribution intensity, IH, and the main one, IM. ▲ for LiCl 
mixtures, ● for CaCl2 and ■ for MgCl2. [24] 

4.2.5 Intermolecular interactions between salt-DMF mixture 

To gain a deeper understanding of the interactions between salt and molecular 

solvent mixtures, DFT calculations were carried out. The outcome of the geometry 

optimization can be seen in Figure 4.17 Optimized geometries for a) 4DMF b) 4DMF - 

2LiCl c) 4DMF – 2CaCl2 d) 4DMF – 2MgCl2. Observed interatomic distances (Å) 

represented with dotted lines. . Table 3 shows the values of the maximum and minimum 

intramolecular distances and the frequencies of the C=O, C-H, and NCH=O modes. The 

intramolecular C=O distances increases, C-N and C-H (of the amide group) distances 

a) b) 
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decreases in the following order LiCl < CaCl2< MgCl2. The corresponding C=O, C-H 

wavenumber values increase and NCH=O wavenumber values decrease. 

 
Figure 4.17 Optimized geometries for a) 4DMF b) 4DMF - 2LiCl c) 4DMF – 2CaCl2 d) 
4DMF – 2MgCl2. Observed interatomic distances (Å) represented with dotted lines. [24] 

  

a

a) b) 
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d) 
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c) 
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Table 3 Intra molecular, inter ions and atoms of DMF as obtained by DFT calculations 
on the configurations given in Figure 4.17. [24] 

 

 
The outcome suggests that the cation is closer to the O atom than the anion, while 

the anion is closer to the N atom than the cation. 

  

max
d(C=O) 
 / Å

min
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4.3. Creating fibrous meshes using electrospinning 

Table 1 shows all the different concentrations that were electrospun to determine 

at which level 3D formation would occur. In Figure 4.18 Planar meshes using KI and 

KBr, one can see fibrous meshes formed by potassium iodide and potassium bromide that 

resulted in planar meshes on the collector. 

 

Figure 4.18 Planar meshes using KI and KBr. [24] 

Figure 4.19 illustrates a good example of the predicted 3D, sponge-like meshes 

that were collected when 3w/w% CaCl2 was added to the system. At this concentration, 

the 3D expansion was the most significant compared to any other compound. 

 
Figure 4.19 Macroscopic view during and after electrospinning of CaCl2 3w/w% 

solution. [24] 

4.3.1 Fiber characterization with Scanning Electron Microscopy (SEM) 

In the left side of Figure 4.20 the representation of some three-dimensional 

structures can be observed from different salts. The macroscopic shapes vary each time, 

due to the fact that the charges accumulate differently and there’s a huge instability during 

the flight of the fibers. On the right side, the SEM pictures are shown from that sample. 
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On the pictures, one can observe that the deposition of the fibers is really random and 

there are no beads and bands among them. 

 

Figure 4.20 Macroscopic picture of the 3D effect of different salts used and their SEM 
pictures on the right a) LiCl 1 w/w% b) MgCl2 1 w/w% c) CaCl2 2 w/w%.[24] 

Table 4 presents the outcome of the fiber diameter analysis. For 1 and 2 w/w% of 

LiCl and CaCl2, there is no substantial variation, but for MgCl2, all concentrations differ 

significantly. 

Table 4 Size distribution of different fibers containing salts [24] 

  Diameter [nm] 

Name of the salt 1 w/w% 2 w/w% 3 w/w% 

LiCl 570±160 615±100 NA 

MgCl2 470±130 1230±200 625±110 

CaCl2 660±220 675±110 950±150 
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4.3.2 Vibrational spectroscopy on the PSI fibers 

ATR-FTIR and FT-RAMAN spectroscopic analysis were performed on the 

electrospun meshes Figure 4.21. No evidence of chemical interactions can be seen in the 

spectra of the pure PSI fibers and those with salts. The characteristic peaks of 

polysuccinimide appear at 1710 cm-1 (asymmetric stretching vibration attributed to the 

νCO of –(OC)2N–), 1391 cm-1 (C–O bending vibration, δ) and 1355 cm-1 (stretching 

vibration, νC–N of –(OC)2N–), which are the bands of imide rings in PSI. The only 

noticeable difference observed is around the OH vibrational bands at 3300-3600 cm-1. 

 
Figure 4.21 The FTIR and FT-RAMAN spectra of the different dry fibrous mesh in the 

presence of inorganic salts (LiCl, MgCl2, CaCl2) at 2 w/w% concentrations and PSI for 
comparison 

  

a) b) 



 

52 
 

5 Discussion 

5.1. Characterization of DMF – Water mixtures in different 

compositions 

5.1.1 Analysis of Water – water interactions as the amount of DMF increases 

Figure 4.1a presents the RDF of Ow and Hw atoms as the amount of DMF 

increases in water, the height of two peaks in the H-bonding structure of water also 

increases. This is likely an indication that the presence of hydrophobic groups (CH3 

groups) in DMF enhance the strength of the H-bonds between water molecules. This 

behavior also can be seen in the case of the water O atoms Figure 4.1b. As DMF increases 

one can observe a minimum around 3.3 Å which is clear evidence of the interstitial water 

neighbors disappearance. These water molecules can be found in the holes of the 

tetrahedral H-bonding network. 

On the other hand, it should be emphasized that the enhanced H- bonding structure 

doesn’t imply stronger H-bonds since it would imply also shorter H-bonds. Secondarily, 

the increase of the H-bonding peaks doesn’t necessarily imply the increase of the number 

of H bonds between H-bonds. This is due to the fact that the RDF is normalized by the 

density of the particles, therefore increasing the number of DMF molecules decrease the 

density of water which can be also follow in Figure 4.1.a inset from the coordination 

number of Hw around Ow. This function evidences the decline in the coordination 

number of Hw around Ow atoms, and the decrease in the number of H-bonds between 

water molecules upon dilution with DMF. 

The minimum of  is at around 4.2 Å, which is reflected in the gradual 

evolution of a second plateau of the running coordination number. This phenomenon 

evidences a rapid decline of the H-bonded water neighbors which are connected to the 

central molecule through a chain of two consecutive H-bonds, via a bridging water 

molecule. Therefore, the presence of the first two peaks indicates that water-water 

hydrogen bonds are present even at very low mole fractions. The emergence of the second 

minimum demonstrates the gradual breaking of longer (even 3-molecular) hydrogen-

bonded water chains as the mole fraction of water decreases. 

)(
wwHO rg
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In the work of Lei et. al. similar pattern can be found. While increasing xDMF the 

height of the two peaks also increases. They claim that below xDMF =0.1 it’s enhancing 

the structure of water, but above that DMF destroys that. Above xDMF = 0.75 the 

tetrahydral structure of water is destroyed but dimer and trimer H-bonded water 

molecules can be found. [102] 

Figure 4.2. shows the contributions of the first five neighbor of the water atoms. 

Due to increasing DMF, the closeness of two neighboring H atoms which are accepting 

a bonding H atom from the central molecule, causes another peak to evolve at 3 Å. This 

peak illustrates the growing number of water molecules that have H-acceptor neighbors 

rather than H-donor ones. Additionally, in line with the previously mentioned increase in 

the peak heights of the function, both of the first neighbor’s peaks of the 

function also increase in height as the mole fraction of water decreases. A third peak can 

be observed while increasing the mole fraction of DMF around 5 and 6 Å. This peak 

becomes broader and shifts farther with the increase of DMF. It evidences the existence 

of water neighbors that are not hydrogen-bonded to the central molecule. Based on the 

assumption that DMF-water H-bonding distances are similar to those seen between two 

water molecules and a H-bonding angle of 120 degrees around the oxygen atom of the 

DMF molecule, the position of this peak suggests that these water neighbors are typically 

connected to the central water molecule through a bridging DMF molecule. However, the 

shift and the broadening of this peak suggests the gradual emergence of nearest water-

water pairs that are not even connected through a bridging molecule. This observation 

implies that the decrease in the number of water molecules accepting two water-water 

hydrogen bonds, as opposed to just one, is not compensated by the previously mentioned 

enhancement of the hydrogen-bonding structure at large enough DMF mole fractions. 

5.1.2 Gaussian curve fitting on the first five nearest neighbor compositions 

Gaussian curve fitting was conducted on the individual peaks of the 

, to quantify the results. This is shown on Figure 4.3 a-e for the increasing k values. 

As the value of k and the mole fraction of DMF increase, the 

functions become more complex. The first peak of these functions, for k ≥ 3, occurs 

)(
wwHO rg

)()(
HO ww

rg k

)()(
HO ww

rg k



 

54 
 

between 3 and 4 Å, leading to the second peak in the total RDF function. This peak, 

caused by non-H-bonding Ow-Hw pairs of H-bonded water neighbors, generally 

decreases in height as the mole fraction of DMF increases, indicating a decrease in the 

number of such water pairs. This peak is followed by several others located at various 

distances between 4 and 8 Å. This indicates the presence of water pairs connected in 

various ways. Also, the last peaks of these distributions occur around or above 8 Å and 

rapidly shift to larger distances as the DMF mole fraction increases. These peaks are 

caused by water neighbors that are not connected in any obvious way, and the shift in 

their position is simply a result of dilution. In the case of k= 3 and 4 the functions become 

unimodal, with only a large distance peak, at a DMF mole fraction of 0.9. For the 5th 

neighbor this value is 0.7. This suggests that at DMF mole fractions above 0.7, water 

molecules have no more than 2 water neighbors that are connected to them by a H-bond 

or through a bridging molecule, and above a DMF mole fraction of 0.9, they have no 

more than 1 water neighbor. 

In the work of Lei et. al. they found a similar behavior analyzing MD simulation 

DMF-water mixtures but on a smaller simulation system (216 molecules compared to this 

work which had 500). They claim that with higher number of molecules their results are 

more accurate. They found that above xDMF = 0.75 the water molecules have no more than 

2 H-bonds and above 0.9 it’s no more than one, which is in line with my results. [102] 

5.1.3 Analysis of Water-DMF and Water-Water correlation as the amount 

of DMF increases 

In Figure 4.4 one can observe the RDF of DMF’s oxygen atom and hydrogen 

atoms of water. The expected competition is seen from the RDF and the first five 

neighbors of Hw neighbors of the OD atoms. The functions being discussed are similar to 

the previously mentioned in Figures 4.1.a and 4.2. As the amount of DMF increases, the 

height of the first two peaks in the RDF (related to molecules that form hydrogen bonds) 

increases, and a second minimum and a third peak appear, indicating that the structure of 

hydrogen bonding is becoming stronger in the presence of hydrophobic molecules and 

that the presence of water-bridged DMF-water pairs is diminishing. It's important to note 

that, like water-water hydrogen bonds, DMF-water hydrogen bonds also remain present 

even when the amount of water is very low. 
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The  contributions resemble the behavior of the  

functions as well.  

That way, in the case of the first neighbor, the height of the first peak increases as 

the amount of DMF increases throughout the entire range of compositions. However, 

when k=2, the height goes through a maximum. It is worth mentioning that the presence 

of the first peak of the second neighbor of the  function even at the highest 

concentration of DMF considered, shows that there is a significant proportion of DMF 

molecules that have two water molecules as H-bonded neighbors even when the amount 

of water is very low.  

This finding supports the previous conclusion that in systems with high 

concentrations of DMF, water molecules that are closely connected to DMF molecules 

through a bridge can also be found. For k ≥ 3, the first peak of the function 

gives rise to the second peak of the total RDF function. Additionally, several peaks occur 

between about 4 and 8 Å due to the various ways that DMF and water molecules are 

connected. Finally, at high concentrations of DMF and high values of k, the  

function becomes unimodal again, with its peak above 8 Å, and this peak shifts rapidly 

to larger distances as the amount of DMF increases, which indicates that the number of 

closely connected water neighbors of DMF decreases as the amount of water decreases. 

At k = 3 and k = 5, this unimodal peak occurs again at DMF concentrations of about 0.9 

and 0.6, respectively. Therefore, at DMF concentrations above these concentrations, 

similar to water, DMF molecules also do not have more than 2 and 1 water neighbors, 

respectively, that are connected to it either through a hydrogen bond or through a bridge. 

These findings indicate that the correlation between OD and HW is very similar to 

that of Ow and Hw, meaning that DMF oxygen atoms can effectively take the place of 

water oxygens in the local hydrogen bonding environment in these mixtures. This is 

similar to what is often observed in water-formamide mixtures, where both molecules can 

form hydrogen bonding networks on their own and can effectively replace each other in 

these networks. However, the behavior of water-DMF mixtures differs from that of water-

formamide mixtures in two important ways. Firstly, due to the lack of hydrogen-donating 
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groups in the DMF molecule, the hydrogen bonding network breaks down as the amount 

of DMF increases, as evidenced by the gradual disappearance of even the short hydrogen 

bonding chains. Secondly, in agreement with the known structuring effect of hydrophobic 

groups, the presence of hydrophobic CH3 groups leads to an enhanced hydrogen bonding 

structure, reflected in the observed increase in the height of the hydrogen bonding peaks 

in the corresponding radial distribution functions as the amount of DMF increases. 

All the above analyses have shown that the hydrogen bonding network of the 

water molecules gradually breaks down and is replaced by water-DMF bonds as the 

amount of DMF increases. As can be seen, the number of water-water hydrogen bonds 

decreases gradually from about 900 (corresponding to about 3.6 hydrogen-bonded water 

neighbors of the molecules) in pure water to zero as the amount of DMF increases, while 

the number of water-DMF hydrogen bonds reaches a maximum at an equimolar 

composition, that is, when the two molecules forming such a bond are in stoichiometric 

proportion. In this system, a water molecule forms, on average, 2 hydrogen bonds with 

other waters and 1 with a DMF, while DMF molecules have, on average, 1 hydrogen-

bonded water neighbor. The total number of hydrogen bonds present in the system also 

decreases monotonously, in accordance with the fact that DMF molecules do not have a 

hydrogen atom to donate to a hydrogen bond. 

This discovery shows that as the amount of water increases, the hydrogen bonds 

formed by water-donated O-H hydrogens take over and replace the weaker hydrogen 

bonds formed by CH-donated H-bonds. As a result, the position of the nearest neighbor 

HD atom around an OD atom becomes progressively less well defined. This effect is also 

reflected in the gradual strong broadening of the  contribution (Figure 4.7). 

These changes reflect the fact that as the amount of DMF decreases, the fraction of DMF 

molecules among the first shell neighbors decreases as well, while the arrangement of the 

remaining DMF neighbors around each other remains essentially unchanged. 

5.1.4 Analysis of the local surroundings with Voronoi Polyhedra method 

Figure 4.9 illustrates how the volume of the VP changes when analyzing all 

molecules, only water molecules, and only DMF molecules(P(V), Pw(V), and PD(V), 

respectively). When considering all molecules, there is a gradual shift in the distribution 

between water and DMF as the composition of the system changes. The difference in 
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peak positions between the two systems is due to the fact that the density of water 

molecules is much higher than that of DMF molecules. 

When either of the two components is added to the pure liquid of the other 

component, the distribution shows an extension on one side of the distribution (on the 

side of larger V values when adding DMF to water, and on the side of smaller V when 

adding water to DMF). As more of the minor component is added, this extension caused 

by the VP of the minor component, turns into a shoulder and eventually becomes a distinct 

second peak. These two peaks become roughly the same height at xDMF = 0.4, near the 

point of equal amounts of the two components. 

At the same time, the main peak of the distribution moves to higher V values in 

the case of mixtures that are rich in water, and to lower values in the case of mixtures that 

are rich in DMF. This demonstrates that the fraction of minor component molecules in 

the local environment of the major component molecules is increasing. The smooth 

transition of the distribution indicates that, similar to the case of water-DMSO mixtures, 

but unlike that of acetone-methanol mixtures, the two components mix with each other 

on a molecular level. [96,103] 

This observation can be further refined by studying the Pw(V) and PD(V) 

distributions. These distributions show a gradual shift to higher values and a widening 

with decreasing mole fraction of the component being considered, resulting from dilution. 

It is worth to highlight that, these distributions do not display a distinct, long tail with a 

decreasing mole fraction of either of the two components (as seen in the insets of Figure 

4.9, which confirms that the system lacks microheterogeneities. 

When the amount of a specific component is high, the peak of the distribution 

changes gradually, which means that a significant portion of the major component's 

molecules still have a similar environment to that of the pure liquid. This is particularly 

noticeable in the case of DMF, where the PD(V) distribution does not change much even 

when the proportion of DMF is as low as 0.4-0.5. This implies that in systems where 

DMF is the dominant component, there are still areas where the molecules of DMF group 

together in a way that their surroundings are similar to those in pure DMF. 

A similar pattern is observed in the void radius distributions, shown in Figure 4.10 

as obtained with all molecules as well as when considering only water or only DMF 

molecules in the analysis (P(R), Pw(R), and PD(R), respectively). These distributions 
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describe the local environment of the intermolecular voids rather than that of the 

molecules themselves. It is noteworthy that up to an xDMF value of about 0.2, the peak of 

the P(R) distribution occurs roughly at the same position, indicating that in these water-

rich systems, the majority of the voids are in a water-like local environment; those located 

in mixed environments (surrounded by both types of molecules) only contribute to the 

gradually extending tail. Additionally, the distributions obtained at the DMF-rich end of 

the composition range (xDMF ≥ 0.8) are also similar to each other, indicating that here the 

majority of the voids are surrounded by DMF molecules. 

This effect is even more apparent in the Pw(R), and PD(R) distributions. The peak 

of the Pw(R), and PD(R) distribution in pure water persists up to xDMF  = 0.3 and transforms 

into a shoulder that is visible up to xDMF  = 0.5, indicating the existence of voids that are 

surrounded solely by water molecules up to the equimolar composition. Similarly, the 

PD(R) distribution shows very little changes above xDMF = 0.5, indicating that in DMF-

rich mixtures the majority of the voids are also located in pure DMF-like environment. 

The results from the analysis of the asphericity parameter distribution, as seen in 

Figure 4.11, confirms the previous findings from the radial distribution function analysis 

(P(h), Pw(h), and PD(h), respectively). When comparing the two pure systems, the peak 

of the P(h) distribution is found at higher values h for water molecules (1.65) as compared 

to DMF molecules (1.55). This is because water molecules are usually surrounded by four 

neighboring molecules that are arranged in a tetrahedral shape, while DMF molecules 

have around 12 neighboring molecules, which creates a more spherical environment for 

the latter. 

When DMF is added to water, the asphericity parameter distribution extends to 

even larger h values, indicating that some of the H-bonded water neighbors are replaced 

by DMF, resulting in a less spherical environment for the central water molecule. This 

effect is more pronounced when looking at the Pw(h) distribution, as the disregarded DMF 

neighbors are treated as empty space, making the apparent environment of the water 

molecules even more aspheric. The gradual increase in the tail of the Pw(h) distribution 

at large h values is a clear indication of the growing fraction of water molecules that have 

both H-bonded water and DMF neighbors. 

When all of the H-bonded neighbors of a water molecule are replaced by DMF, 

and the nearest water neighbors are distant and non-H-bonded, the apparent local 
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environment is more spherical than when some H-bonded water neighbors are present. 

As a result, the peak of the Pw(h), distribution shifts to lower values as the DMF mole 

fraction increases beyond 0.3, despite having initially shifted to larger values compared 

to neat water. However, the fact that the distribution still has a long tail at large h values 

even at xDMF = 0.9 suggests that H-bonded water pairs are still present at the high DMF 

mole fraction end of the composition range. 

5.2. Characterizing the salt-DMF correlation 

Electrospinning technology has undergone significant advancements, including 

the optimization of apparatus design and process parameters. The use of salts is a common 

strategy to improve the electrospinnability of polymers, and the type and concentration 

of salt can alter the thickness and surface roughness of the resulting fibers. Additionally, 

salts can facilitate the dissolution of certain polymers. In some cases, the use of salts has 

resulted in the formation of small three-dimensional structures rather than the expected 

two-dimensional layer. 

5.2.1 Solubility range of salt-DMF 

To investigate the impact of anions and cations on 3D formation, a range of halide 

and chloride salts were selected based on their solubility in DMF. Since the solubility 

values in the literature varied, I created a general solubility curve to determine the 

solubility limit in laboratory conditions (Table 2). In the case of LiBr, saturation occurred 

at 8w/w% and in the case of LiCl, salt crystals appeared due to the influence of 

environmental parameters during storage (at 9 and 10 w/w%). As expected, the yellow 

color deepened as the concentration of iodide salts increased. 

5.2.2 Measuring the conductivity of salt-DMF mixtures 

The conductivity of a polymer solution plays a role in the electrospinning process, 

influencing the stability of the electric field and the resulting fiber properties. High 

conductivity solutions may lead to unstable jet formation and over-stretched fibers, while 

low conductivity solutions may result in poor fiber formation.[104] The conductivity of 

the solution can also affect the charge density and diameter of the fibers, as well as the 

rate of solvent evaporation during the electrospinning process. Interestingly, as can be 

seen in Figure 4.13 the salts with the lower conductivity resulted 3D formations. 
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Considering the compatibility with living systems, we chose to conduct the experiments 

using LiCl, CaCl2, and MgCl2 due to the presence of chloride as the co-ion. 

5.2.3 Analysing salt-DMF mixtures with vibrational spectroscopy 

Vibrational spectroscopy is an effective method for the investigation of ion-ion 

and ion-solvent interactions through the analysis of modifications in the characteristics of 

specific vibrational modes, including shifts in frequency, intensity, and peak width. This 

method enables the characterization of the nature and strength of intermolecular 

interactions in a variety of systems. [49,105,106] 

The intense C=O vibration is inherently asymmetric and skewed negatively, as 

indicated by the presence of spectral contribution at lower wavenumbers (~1640 cm-1). 

As depicted in Figure 4.15, this vibrational mode undergoes a shift towards lower 

wavenumbers upon coordination with Li+, Ca2+ or Mg2+. However, it is challenging to 

accurately determine the extent of this wavenumber shift due to the overlap of this 

vibrational mode with both the overtone of the C-N vibrational mode (Fermi coupling) at 

865 cm-1 and the C-H deformation. [107,108] 

There are several mechanisms that make it difficult to use the C=O vibrational 

mode as a means of analyzing ion-DMF interactions with certainty. These mechanisms 

include dipole-dipole interactions, the failure of the Fermi-coupling condition, and 

specific interactions involving the cation and the O atom. As a result, it is necessary to 

use an alternative vibrational mode for the analysis of ion-DMF interactions. One such 

mode is the NCH=O bending peak, which has been found to be a suitable indicator of 

these interactions. 

Phadke et. al also describes this peak when analyzing the behavior of LiCl, ZnCl2, 

AlCl3 salts in DMF. They claim that the magnitude of the observable shifts and changes 

correlates to the ionic radii of the various ions. Next to the DMF NCH=O bending peak 

another peak appears gradually with the increase of the salts’s concentration. The 

appearance of this new peak is due to complex forming between solvent-salt and salt-salt 

molecules. [49] 

5.2.4 Gaussian curve fitting of the observed peaks 

In order to quantify the changes in the range of wavenumbers in this domain, I 

performed a fit of the spectra in this region, assuming the presence of two spectral 
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contributions. The position and intensity of these contributions are shown in Figure 4.16a 

for each salt-DMF mixture. This figure illustrates that the position of the main peak is not 

affected by either the nature of the salt or its concentration. This is consistent with the 

interpretation that this peak is primarily associated with DMF molecules that are 

surrounded mainly by other DMF molecules, with the salt being at a farther distance from 

a reference DMF molecule. 

The position of the new peak, located at higher wavenumbers, depends on the 

nature of the salt. The MgCl2 salt-DMF mixture exhibits a large upshift, suggesting that 

the DMF molecules are more tightly bound to MgCl2 than they are to LiCl or CaCl2. This 

indicates that the nature of the salt can influence the strength of the interactions between 

the DMF molecules and the ions.  

Forero et al. observed a similar trend in the case of the mixture of DMF and salts 

containing the same cations in combination with bis(trifluoromethanesulfonyl)imide 

(TFSI, anion). However, they found a much larger shift compared to data presented here. 

This suggests that the new peak at higher wavenumbers is associated with both the cation 

and the anion interacting with DMF. This indicates that the nature of both the cation and 

the anion can influence the strength of the interactions between the ions and the DMF 

molecules.[109] 

One parameter that can be used to quantify the strength of the ion-DMF 

interactions is the ratio Z/rc proposed by Waghorne et al., where Z is the charge of the 

cation and rc is its radius. For Li+, Ca2+, and Mg2+ cations, the values of this ratio are 1.67, 

2.02, and 3.08, respectively. The data suggests that the ion-DMF interactions are the 

strongest for the MgCl2 salt, as indicated by the largest shift in wavenumber observed in 

Figure 4.16a. This finding supports the hypothesis that the strength of these interactions 

can be affected by the charge and size of the ions. These results highlight the importance 

of considering both the charge and size of the ions when analyzing the strength of ion-

DMF interactions. [110] 

Figure 4.16b displays the concentration-dependent intensity ratio between the new 

peak (IH) and the main peak (IM). This figure illustrates that the population of DMF 

molecules close to the cation increases relative to the population of DMF molecules in 

the bulk or surrounded by other DMF molecules that are too far from the cation to be 

influenced by it. The data also suggests that there are more DMF molecules in complex 
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with Li+ cations compared to those in complex with Ca2+ and Mg2+ cations. These 

findings suggest that the proximity of the DMF molecules to the cation and the nature of 

the cation can both play a role in the formation of complexes between the ions and the 

DMF molecules. 

5.2.5 Intermolecular interactions between salt-DMF mixture 

To investigate the key characteristics of intermolecular interactions in salt-

molecular solvent mixtures, DFT calculations were carried out on a set of representative 

configurations. These configurations were designed to simulate various environments 

while minimizing computational cost. The first configuration consists of 4 DMF 

molecules, while the remaining three configurations each feature a pair of LiCl, MgCl2, 

or CaCl2 with 4 DMF molecules. These calculations allow for the examination of the 

interactions between the ions and the DMF molecules under different conditions. 

The representative configurations of salt-molecular solvent mixtures were 

designed to mimic the conditions of pure DMF and very high concentration (saturated) 

DMF-salt mixtures. The optimized geometries are depicted in Figure 4.17. Unlike many 

previous calculations, the anion was included in these configurations. [111–113]These 

calculations allow for the investigation of the intermolecular interactions under a range 

of conditions, including pure DMF and highly concentrated DMF-salt mixtures.  

Due to the limited number of ions and DMF molecules included in the 

calculations, it is important to distinguish between the geometrical and wavenumber 

values of atoms that are located at the border of the configurations (and are not interacting 

with their environment) and those located in the core of the configurations (and are 

experiencing interactions with their neighbors). This distinction is necessary to accurately 

interpret the results of the calculations. 

Table 3 lists the maximum and minimum values of intramolecular distances and 

the frequencies of the C=O, C-H, and NCH=O modes. The table also includes the two 

lowest values of the intermolecular distances, which describe the ion-DMF interactions. 

These values provide insight into the behavior of the ions and DMF molecules under 

different conditions and can be used to understand the nature of the interactions between 

these species. In the work of Rao et. al. one can find the distances of cations and the 

oxygen measured experimentally and it’s very close to the calculated distances (LiCl  
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Calculated: 1.947, 1.951 Experimental: 1.949, 1.952; CaCl2 Calculated: 2.269, 2.318 

Experimental: 2.341; MgCl2 Calculated: 2.004, 2.068 Experimental: 2.006, 2.064). [114] 

To understand the preferential interactions between the cations or anions and the 

DMF molecules, we examined the resonance structure of DMF. This structure reveals 

that the negative and positive charges are located at the oxygen and nitrogen atoms, 

respectively, and is accompanied by a decrease in the C=O distance and an increase in 

the C-N distance. The changes in the intramolecular distances can be used as indicators 

of the strength of the ion-DMF interactions. By analyzing the resonance structure of DMF 

and the resulting changes in intramolecular distances, it is possible to gain insight into the 

nature of the interactions between the ions and DMF molecules. 

The behavior of the intramolecular distances and their corresponding frequencies 

allows for ranking of the salt-DMF interactions in the same order as previously 

mentioned. The distances between the ions and the O, N, and H atoms of the NCH=O 

amide moiety are the result of the balance between their electrostatic repulsive and 

attractive interactions. These distances are depicted in Figure 4.17 and are provided in 

more detail in Table 3. The analysis of these values suggests the following general trend: 

the cation is closer to the O atom than the anion, while the anion is closer to the N atom 

than the cation. This suggests that the nature of the ion can influence the distance between 

the ion and the atoms of the DMF molecules. 

In order to explain the trend in the C=O vibrational mode in the salt-DMF 

mixtures, I considered both the intermolecular distance between the cation and the O atom 

and the angle Ðcation …O=C the values of which are shown in Table 3. These factors 

may help to explain the behavior of the C=O vibrational mode and how it is impacted by 

the presence of ions. 

The shift of the C=O vibrational mode appears to be primarily influenced by the 

orientation of the cation relative to the C=O bond. When the angle between these species 

is large (the configuration tends towards being linear), the extent of the shift increases. 

This suggests that the orientation of the cation plays a key role in determining the behavior 

of the C=O vibrational mode. 

The behavior of the C=O vibrational mode is also found to be correlated with the 

ratio Z/r proposed by Waghorne et al., where r is the distance between the cation and the 

O atom of DMF as determined by the DFT calculations (see Table 3). The values of this 
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ratio are 0.51, 0.68, and 0.99 for Li+, Ca2+, and Mg2+, respectively. This suggests that the 

strength of the ion-DMF interactions, as quantified by the ratio Z/r, may also influence 

the behavior of the C=O vibrational mode. [110] 

This finding is consistent with the observed significant downshift of the C=O 

vibrational mode in the MgCl2 mixture. This suggests that the strength of the ion-DMF 

interactions, as well as the orientation of the cation, may both contribute to the shift of 

the C=O vibrational mode. 

The degree to which the wavenumber of the C-H bending mode (~1400 cm-1) 

shifts to lower values appears to be correlated with the short distance between the anion 

and the H atom. When this distance is shorter, as is the case for MgCl2, the calculated C-

H bending is lower. This suggests that the strength of the ion-DMF interactions, 

specifically the distance between the anion and the H atom, may influence the shift of the 

C-H bending mode. 

It is difficult to rationalize the higher wavenumber shift of the NCH=O bending 

mode due to its strong overlap with another vibrational mode. The behavior of this mode 

is likely influenced by the interaction of both the cation and the anion with the O and H 

atoms of the NCH=O group. In the case of MgCl2, the calculated NCH=O vibrational is 

the highest among the studied salts, which may be due to the short distance of the cation 

from the O and H atoms compared to the distance involving the anion. This suggests that 

the strength of the ion-DMF interactions, specifically the distance between the ions and 

the O and H atoms, may affect the shift of the NCH=O bending mode.  

5.3. Creating 3D electrospun fiber meshes 

After conducting extensive experiments to evaluate the properties of salt-solvent 

solutions, fibrous structure were attempted to create. As previously noted, only a limited 

number of publications have reported successfully creating 3D fluffy electrospun meshes. 

The macroscopic structure of the fibrous material was generally similar across all the 

cases studied, as illustrated in Figure 4.20. SEM analysis revealed that the fibers had 

smooth surfaces and consistent diameters. However, while using MgCl2, I encountered 

an issue known as gelation during the electrospinning process. This occurrence is a well-

known in polymer science and medical science, as both Mg2+ and Ca2+ ions can create 

physical crosslinks between polymer chains, resulting in a gel-like structure. [115] In the 
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current system, the Mg2+ ions resulted in an inhomogeneous structure during the fiber 

formation process, while the fluffy structure formation was reproducible, the fiber 

formation altered over time, and the fiber diameter varied. It is noteworthy that LiCl also 

led to gelation at concentrations above 3 w/w%, however, below that concentration, the 

fibrous structure clearly formed without any increase in viscosity over time, as shown in 

Figure 4.20. For MgCl2, the 3D structure only appeared when the concentration reached 

1 w/w%, whereas above 3 w/w% salt content, gelation occurred almost immediately after 

mixing the solution with the polymer, preventing electrospinning. 

According to Kim D. Collins Mg2+ has the highest affinity to water with a B-

coefficient = 0.38 and can bind to 5 water molecules. Ca2+ is next in line with a B=0.285, 

and can bind to 2 water molecules. In contrast, Li+ has only B = 0.150 and can bind to 0.6 

water molecule. In contrast to this, LiCl has the highest hygroscopicity of all three. [116–

118] Since humidity is not controlled during the electrospinning process, it can lead to 

unfavorable outcomes as discussed. To understand the whole process on the molecular 

level, molecular modeling can definitely help. That is why it was the first step to analyze 

the water-solvent, and solvent-salt behavior since during electrospinning water vapor, the 

evaporating solvent, the salt and the polymer is present at the same time.  

The fibrous structure created using MgCl2 was inhomogeneous at all 

concentrations, but it was more compact than the structure formed using LiCl. In terms 

of reproducibility, CaCl2 in the 1-3 w/w% concentration range provided the best results. 

At all concentrations, CaCl2 resulted in a fluffy and sponge-like structure. At the highest 

concentration (3 w/w%), the 3D expansion was the highest among all the compounds 

tested. After turning off the electric field, the meshes temporarily collapsed slightly (less 

than 10%), but they retained their shape and structure for over a year. 

When comparing the molarity of different salts in Table 2, it was found that the 

CaCl2 and MgCl2 systems were able to create a 3D fluffy structure at very low 

concentrations (around 0.1 mol/L in DMF) in comparison to LiCl, which needed a 

concentration of 0.23 mol/L in DMF to produce a similar structure. Using the ratio Z/r, 

proposed by Waghorne et al. as a measure of the interaction strength between the DMF 

and cation (where Z is the cation charge and r is its radius), it is clear that the molarity of 

the salts can be better understood based on the above mentioned computational 

simulations. [110] The values for Li+, Ca2+ and Mg2+ are 1.67, 2.02 and 3.08 respectively 
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as it was shown earlier. This highlights that Mg2+ and Ca2+ cations, which have slightly 

larger ionic radii but double the charge of Li+, can produce a 3D effect at lower 

concentrations. The interaction between the cation and the DMF molecule is highly 

affected by the charge, which means that less moles are needed to achieve the same fluffy 

result, which is in a good agreement with the simulations. 

5.3.1 Analysis of the average fiber diameter with Scanning Electron 

Microscopy 

Data on fiber diameter analysis is presented in Table 3, where it's seen that for 

both LiCl and CaCl2, there is no significant difference between concentrations of 1 and 2 

w/w%. But for MgCl2, all 3 concentrations were significantly different, with 2 w/w% 

being outside of the range. Similarly, 3 w/w% CaCl2 caused a significant increase in 

diameter, but also appears to be out of range. Based on the available data and statistical 

analysis, there appears to be little to no effect of salt concentration on the average 

diameter. 

Addition of different salts to the solution leads to higher conductivity and leads to 

thinner, uniform fibers most of the time. But there are some opposite experiences when 

adding salts to the system. [50,52,119,120] 

In the work of Mit-uppatham et. al. they studied the effect of different solution 

conditions on electrospinning of Polyamide-6 fibers. Increasing LiCl the conductivity, 

the viscosity, and the fiber diameter increased gradually. While adding MgCl2 the 

conductivity increased as well the fiber diameter but the viscosity varied. Change in 

viscosity also can affect fiber diameter, therefore it confirms the variation in the resulted 

fiber diameter with MgCl2. They claim that the increase of viscosity also suggests an 

increase in electrostatic and Coulombic forces too. It would also suggest that the fiber 

diameters should decrease. The increase of the viscoelastic force and the the mass flow 

could be the explanation of this behavior. [120] 

5.3.2 Analysis of the final fiber meshes with vibrational spectroscopy 

The results of the analysis revealed that none of the salts were present in the dry 

form and there were no traces of DMF detected which is important to avoid for biomedical 

applications, especially for tissue engineering. Therefore, according to the FTIR and FT-

RAMAN spectra (Figure 4.21), there are no observable chemical interactions between the 
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salt and the polymer beyond the detection limit of the instrument. The main difference in 

fiber formation appeared to be based on the properties of the salt and the interactions 

between the salt and solvent. Therefore, after creating the fibers, the differences in 

formation were no longer observable in the spectrum as the solvent had evaporated. The 

only indication of the presence of salt being retained is the fiber diameter. 
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6 Conclusions 

New scientific accomplishments are summarized in the following points: 

T1. The local structure of DMF-water mixtures of various concentrations were 

investigated with radial distribution function, nearest neighbor and Voronoi 

polyhedra methods from Molecular dynamics simulation. The results show that 

while there’s a tendency of self-association, generally the two component mix 

well on the molecular scale. Water-water clusters of no more than 3 and 2 

molecules disappearing around DMF mole fraction values of 0.7 and 0.9 

respectively. Additionally, DMF molecules form weak, C-H….O type hydrogen 

bonds with each other in their neat liquid but upon addition of water, these weak 

H-bonds gradually disappear, because the water molecules can form considerably 

stronger, O-H….O type hydrogen bonds with the DMF oxygens. [JAGy1] 

T2. DMF-salt interactions were characterized with DFT calculations. The interatomic 

distances and frequencies of the C=O, C-H, and NCH=O modes were specified. 

The analysis of the distances suggest that the cation is closer to the O atom than 

the anion, while the anion is closer to the N atom of the DMF than the cation. 

Generally, the ion-solvent interaction is responsible for the observed shifts but in 

the case of C=O vibrational mode it’s also orientation of the cation. In the case of 

C-H bending mode it’s also the distance of the anion from H atom, and lastly with 

the NCH=O bending mode it’s also the distance between the ions and the O and H 

atoms. The results show that the intermolecular interaction strength with DMF of 

the salts increase in the following order LiCl < CaCl2< MgCl2. [JAGy2] 

T3. DMF-salt interactions were characterized with vibrational spectroscopy. The 

results show that the intense C=O vibrational is asymmetric and skewed 

negatively (~1640 cm-1), due to coordination with Li+, Ca2+ or Mg2+. Another 

characteristic peak of DMF NCH=O bending peak (660 cm-1) shows a new peak 

formation very close at 675 cm-1, which can be explained by the complex forming 

between solvent-salt and salt-salt molecules. The MgCl2 salt-DMF mixture 

exhibits a large upshift in binding strength between the DMF molecules and the 

ions, indicating that the nature of the salt can influence the strength of these 

interactions. The data suggests that there are more DMF molecules forming 

complexes with Li+ cations than with Ca2+ and Mg2+ cations, indicating that both 
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the proximity of the DMF molecules to the cation and the nature of the cation can 

play a role in complex formation. [JAGy2] 

 

T4. 3D PSI meshes were electrospun reproducibly, and characterized with SEM and 

Vibrational spectroscopy in the presence of CaCl2, MgCl2 and LiCl. The results 

from FTIR and FT-RAMAN show that there is no chemical change in the end of 

the electrospinning process, and there’s no sign of DMF therefore the fiber meshes 

are solvent free. The SEM results shows an increase in fiber diameter in the case 

of CaCl2 (1w/w%: 660±220nm; 2w/w%: 675±110nm; 3w/w%:  950±150nm) and 

LiCl (1w/w%: 570±160; 2w/w%: 615±100), in the case of MgCl2 (1w/w%: 

470±130; 2w/w%: 1230±200; 3w/w%: 625±110) it varies greatly, and from the 

statistical analysis it seems that there’s no correlation with the salt concentration 

and the fiber diameter. CaCl2 is found to be the best candidate to use since it’s 

biocompatible and gelation was not observed during preparation resulting better 

macroscopic 3D structures. [JAGy2] 
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7 Summary 

3D scaffold produced by electrospinning mimic the native extracellular matrix, 

has better processability than conventional electrospinning. For tissue engineering 

applications would be ideal to use these scaffolds although the causes of this phenomena 

are still uncovered. Therefore, my aim was to create and characterize 3D electrospun 

fibers with electrospinning technique and investigate the behavior of the solvent salt and 

solvent-water interactions with different computational simulation methods. 

Firstly, I analyzed DMF-water mixtures of various compositions from the 

molecular dynamics simulation data with radial distribution, nearest neighbor and 

Voronoi polyhedra methods. The results clearly show that DMF mix very well with water 

on molecular scale, while there’s some tendency for self-association even in their dilute 

systems. The water-water H-bonds are remains while increasing DMF mole fraction 

values parallel the water clusters are disappearing. This is explained by the increasing 

CH3 groups enhance H-bonding structure, and also by the DMF’s O atoms can easily 

replace water oxygens. 

Then, I characterized the DMF-salt interactions with DFT calculations and 

Vibrational spectroscopy. Unlike before, the anion was also included to the calculation. 

While the concentration of the salt in DMF was quite saturated, the results are align with 

experimental data. Both the calculated and the experimental data suggest that MgCl2 tends 

to have the strongest interaction with DMF (and also water) molecules, while all of them 

forms complexes with the solvent molecule. Only the salts where complex forming can 

be found produced 3D structure during electrospinning method, therefore the quality of 

the salt and its interaction with the solvent molecule is a key to a successful outcome, not 

just charge accumulation as thought before. 

Lastly, I reproducibly created solvent free 3D PSI meshes and characterized with 

SEM and Vibrational spectroscopy. While one can observe a difference in fiber diameter, 

from the statistics there’s no correlation with the salt concentration. While gelation occurs 

at some cases, CaCl2 can be a good candidate in the future to better optimize the 

electrospinning parameters and used for biomedical applications. 

These findings can lead to the final understanding how the 3D structure can be 

achieved with different polymers however there’ still a lot of work ahead.   
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8 Résumé 
Les matrices 3D produites par électrospinning imitent la matrice extracellulaire native et 

sont plus faciles à traiter que les matrices conventionnelles. Pour les applications d'ingénierie 

tissulaire, il serait idéal d'utiliser ces matrices, bien que les causes de ce phénomène soient encore 

inconnues. Par conséquent, mon objectif était de créer et de caractériser des fibres 3D par 

électrospinning et d'étudier le comportement des interactions solvant-sel et solvant-eau avec 

différentes méthodes de simulation numérique. 

Tout d'abord, j'ai analysé les mélanges DMF-eau de différentes compositions à partir des 

données de simulation de dynamique moléculaire avec les méthodes de distribution radiale, du 

plus proche voisin et du polyèdre de Voronoï. Les résultats indiquent clairement que le DMF se 

mélange très bien avec l'eau à l'échelle moléculaire, alors qu'il y a une certaine tendance à l'auto-

association même dans leurs systèmes dilués. Les liaisons H entre l'eau et l'eau restent alors que 

les valeurs de fraction molaire de DMF augmentent parallèlement à la disparition des clusters 

d'eau. Ceci s'explique par l'augmentation des groupes CH3 qui renforcent la structure des liaisons 

H, et aussi par le fait que les atomes O du DMF peuvent facilement remplacer les oxygènes de 

l'eau. 

Ensuite, j'ai caractérisé les interactions DMF-sel avec des calculs DFT et la spectroscopie 

de vibration. Contrairement à ce qui s'était passé avant, l'anion a également été inclus dans le 

calcul. Bien que la concentration du sel dans le DMF soit assez saturée, les résultats sont alignés 

avec les données expérimentales. Les données calculées et expérimentales suggèrent que le MgCl2 

tend à avoir l'interaction la plus forte avec les molécules de DMF (et aussi d'eau), alors que tous 

les sels forment des complexes avec la molécule de solvant. Seuls les sels où la formation de 

complexes peut être trouvée ont produit une structure 3D pendant la méthode d'électrospinning, 

donc la qualité du sel et son interaction avec la molécule de solvant est une clé pour un résultat 

réussi, et pas seulement l'accumulation de charge comme on le pensait auparavant. 

Enfin, j'ai créé de manière reproductible des structures 3D PSI sans solvant et les ai 

caractérisées par MEB et spectroscopie vibratoire. Bien que l'on puisse observer une différence 

dans le diamètre des fibres, d'après les statistiques, il n'y a aucune corrélation avec la concentration 

en sel. Bien que la gélification se produise dans certains cas, le CaCl2 peut être un bon candidat à 

l'avenir pour mieux optimiser les paramètres d'électrospinning et être utilisé pour des applications 

biomédicales. 

Ces résultats peuvent conduire à la compréhension finale de la façon dont la structure 3D 

peut être réalisée avec différents polymères, mais il reste encore beaucoup de travail à faire.  
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