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Abstract

This thesis advances multimode quantum optics through two major theoretical and practical

contributions.

First, we introduce temporal cavities as a novel approach to temporal mode filtering, lever-

aging space-time duality principles to translate spatial mode-cleaning cavity principles to the

temporal domain. Unlike existing approaches, this filter operation does not rely on nonlinear

interactions or phase matching, preserves the carrier frequency, and maintains the temporal

mode structure intact. We demonstrate practical implementation feasibility using electro-optic

time lenses and diffraction gratings, with comprehensive parameter optimization strategies for

both classical and quantum applications.

Second, we address fundamental limitations in quantum state detection through interferome-

ters with memory effect (IME). We establish new criteria for predicting hidden squeezing directly

from system parameters and develop novel smooth decomposition methods for implementing

frequency-dependent unitaries. These innovations enable perfect mode-matching for states ex-

hibiting complex spectral features and morphing supermodes, which are more common than

previously recognized in cavity-based quantum systems. The effectiveness of our approach is

demonstrated through detailed case studies of optical parametric oscillator configurations.

Keywords quantum optics, multimode, temporal cavities, interferometers with memory ef-

fect, hidden squeezing, temporal mode filtering, frequency combs, smooth decomposition, mea-

surement, quantum state detection, homodyne detection, cavity quantum optics, frequency-

dependent unitaries, morphing supermodes, time lens,
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General Introduction

The foundations of quantum mechanics and its interpretation can be traced back to 1927, during

the fifth Solvay Conference, where Einstein first questioned the quantum mechanical uncertainty

principle. In 1935, Einstein, Podolsky and Rosen pointed out the paradoxical fact that for a spe-

cial class of states, say entangled, quantum theory could predict correlations stronger than the

ones predictable by any other theory obeying ”local realism” and this led them to conclude that

quantum theory was incomplete [1]. In 1964, J. S. Bell derived his well-known inequalities which

fix an upper limit to the strength of correlations for theories obeying local realism and permitted

to test experimentally quantum theory [2]. After 1964, an increasing number of experimental

tests supported the consistency of quantum entanglement, culminating in the groundbreaking

experiments by Alain Aspect [3], John Clauser [4] and Anton Zeilinger [5], who were awarded

the 2022 Nobel Prize in Physics for their pioneering work in quantum entanglement and Bell test

experiments. This fundamental understanding laid the groundwork for what is called the Second

Quantum Revolution, where quantum effects are not just observed but actively controlled and

harnessed for practical applications. This new era, transforming quantum phenomena into rev-

olutionary technologies has led to entangled states being recognized as the primary resource

in quantum communication protocols (QIP) and quantum information science.

Building upon this foundation, the manipulation of quantum states of light has evolved in a

vast and diverse landscape encompassing discrete variable states like polarization-entangled

photon pairs to states exhibiting nonclassicality in the continuous variable (CV) regime [6, 7].

The latter, of particular relevance to this thesis, is at the heart of many protocols for the pro-

cessing of quantum information such as quantum computation via cluster states [8, 9], quantum

metrology [10] and quantum communication [11, 12]. In particular Gaussian CV states have

1



General Introduction

been effectively employed in quantum teleportation [13, 6], cryptography [14, 15, 12], and com-

putation [16, 17, 8, 7] due to their mathematical simplicity with the existence of well-established

theoretical tools to describe their properties [12, 7]. Single and multimode Gaussian states can

be generated and manipulated experimentally in a variety of physical systems, ranging from

light fields to atomic ensembles [13, 18].

However, the practical implementation of these quantum protocols faces a fundamental chal-

lenge rooted in quantum mechanics itself. The intrinsic statistical behaviour of light, arising from

its quantum nature, induces fluctuations which degrade the precision of measurements. These

fluctuations are unavoidable even when all other classical sources of noise have been cancelled

and are usually referred to as shot-noise. While the shot-noise represents the standard quan-

tum limit for individual quadrature measurements, the Heisenberg uncertainty principle imposes

a fundamental constraint only on the product of the variances of two conjugate observables

(i.e., two field quadratures). This means that the fluctuations of one observable can be reduced

below the shot-noise provided that, at the same time, the noise on the conjugate observable

is enhanced. Such states are called squeezed states of light and they were introduced during

the late 1970s and mid-1980 [19, 20], as states capable of circumventing quantum mechani-

cal limits on measurement precision performed with coherent light, showing the possibility of

manipulating quantum fluctuations and paving the way for advancements beyond the standard

quantum limit.

These states found their way into the new century thanks to their widely proven applica-

tions in ultra-precise metrology such as gravitational wave detection [21, 22, 23, 24], quantum

sensing [25]) or beam displacements [26, 27], as well as in a wide range of quantum comput-

ing algorithms [12, 28, 29, 30], where the highest-quality entangled states known to date are

currently obtained by mixing squeezed beams with linear optics [13, 31]. The generation and

manipulation of these non-classical states of light, however, requires precise control over light-

matter interactions and careful management of optical modes, something optical cavities excel

at for modern quantum optics experiments.

Resonant cavities play a crucial role in optics and photonics in generating and manipulat-

ing these quantum states by enabling precise control of light at specific frequencies or wave-

lengths. These cavities are typically designed to confine light within a bounded region, allowing

2



General Introduction

it to interact with matter or other optical elements in a controlled manner. The ability to en-

hance optical power and matter-light interactions, as well as to impose a defined mode struc-

ture on the electromagnetic field, makes optical cavities essential in many applications in optics.

This enhanced field strength enables for more efficient coupling of light with atoms, molecules,

quantum dots, or other nanoscale materials, leading to enhanced spectroscopic sensitivity and

stronger light-matter interactions. Employed as add-drop (de-)multiplexers, they are integral

to current telecommunications technologies for routing information encoded in the Fourier ba-

sis of monochromatic spectral modes. In astronomy, their use as light accumulators improves

the sensitivity of gravitational wave detection; as filters, they enable the precise calibration of

spectrographs for observing exoplanets [32, 33].

While optical cavities excel at manipulating light on the Fourier basis, quantum optics has

revealed the importance of alternative modal decompositions. Since the foundational work of

Titulaer and Glauber in 1966 [34], it has been understood that the electromagnetic field can

be quantized, not just with monochromatic modes, but using any complete set of modes such

us temporal modes(TM) [35, 36]. TMs are orthogonal broadband wavepackets of light, form-

ing a family over which any pulse can be decomposed. Thus, they represent an alternative to

the usual Fourier basis, in particular, because they offer several advantages for communica-

tion and metrology. In fiber-based communication, TM encodings remain orthogonal throughout

propagation as they are uniformly affected by dispersion. This enables avoiding cross-talk that

constrains data rates and transmission distances, limiting overall performance when employing

Fourier modes. In metrology, mode-selective measurements in the TM basis lead to space-

time positioning and clock synchronisation potentially reaching the yoctosecond range [37] and

allows to elude Rayleigh’s curse in the estimation of separations in time and frequency well

below the spread of the source light [38]. Developing TM-selective measurements would sig-

nificantly enhance the ability to identify and mitigate noise in pulsed laser systems, as these

systems exhibit noise patterns corresponding to the TM basis [39]. Despite mode-selective

techniques have been developed in the last few years such as, for example, the quantum pulse

gate (QPG) [40, 41, 42, 43, 44, 45, 46], to date, an approach to implement a genuine filter, which

would sort TMs while maintaining their carrier frequency as well as their original shape (in time

or frequency domain), has not been shown. Optical cavities, for example, cannot distinguish

3



General Introduction

between different linear combinations of monochromatic modes when operating outside their

natural Fourier basis.

Beyond the challenge of mode filtering, resonant cavities present another fundamental as-

pect in quantum optics that requires careful consideration. When these cavities are used to gen-

erate quantum states - whether in optical parametric oscillators (OPOs), optomechanical sys-

tems, gravitational interferometers, or more broadly in open quantum systems such as cavity-

based quantum optics - they exhibit distinctive temporal characteristics that set them apart from

freely propagating fields. In these systems, the quantum dynamics evolves at frequencies much

slower than optical frequencies, typically on the order of the cavity resonance width. This tem-

poral evolution manifests in the interaction picture through slowly-varying boson field operators,

whose properties must be captured through a correlation matrix [47] that depends on two dif-

ferent times t and t′. For stationary-in-time systems, the correlation matrix depends only on

the time difference t − t′. For such systems, one can introduce its Fourier transform that de-

pends only on one frequency ω [47], their spectral covariance matrix. This object describes the

frequency-dependent quantum correlations between the spectral components of amplitude and

phase quadratures of single or multimode states. While in the literature this matrix is generally

assumed to be real [48, 49, 50, 51, 52, 53], recent research reveals that scenarios leading to

complex spectral covariances [54].

For the characterisation of these non-classical states, measurement, given its projective

nature, is a valuable tool for the preparation of these quantum states or their evolution in

measurement-based approaches to quantum computation. For example, at the output of a

pulsed parametric down-conversion, the signal can be decomposed into several orthogonal

squeezed modes known as temporal modes (TM). Matching the local oscillator (LO), of say a

homodyne detection (HD) measurement, to a specific modal component of this beam enables

access to the pure state carried by that mode and reliable measurement of its squeezing level.

On the other side, when the LO is not matched to a specific TM of this beam, it behaves as

a filter, leading to quadrature measurement involving all the modal content that overlaps with

the LO. HD capabilities have been also extended to hybrid regimes by including a weak local

oscillator and photon counting detection. This broadens HD’s range of applications, leveraging

the advantages of both the CV and discrete variables (DV) regimes.
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QIP protocols based on HD operate effectively in many cases, but there are more com-

mon scenarios than previously thought where HD is inefficient. Recent studies in the field

of integrated quantum photonics have drawn attention to the dissipative dynamics of nonlin-

ear χ(3) -based microresonators. They revealed a broader category of multimode Gaussian

states characterized by two distinctive features: (i) ”hidden squeezing” and (ii) ”morphing su-

permodes”. ”Hidden squeezing” was first explored and explained in several works by Barbosa

et al. [55, 56]. It is known that the squeezing of a single beam of light actually involves two-

mode squeezing correlations between sideband modes symmetric with respect to the carrier.

In many situations, an effective single-mode description can be applied, but this holds true only

when the noise spectral power between these modes is identical. Conversely, a two-mode de-

scription becomes necessary, and in such cases, HD lacks the necessary degrees of freedom

to detect the correlations between them and reconstruct the complete information. Current re-

search shows that even for devices integrated on-chip, their complex dynamics revealed that

these unbalanced quantum states are more common than believed. Previous analysis of the

quantum properties of these quantum states completely ignored these features because the

covariance matrix was defined as real. It was shown in [57, 54] that the output of these devices

presents indeed a spectral unbalance, or, in our language, a spectral covariance matrix that is

complex. ”Morphing supermodes” are the normal modes that decouple the system dissipative

dynamics, mapping the output multimode CV entangled state into a collection of independent

squeezed states that exhibit frequency-dependent coefficients (typically varying at the scale of

the cavity bandwidth). A morphing behaviour of the normal modes generalizes for multimode

beams a quite common phenomenon in nonlinear optical cavities. The most simple examples

are given by a detuned single-mode degenerate optical parametric oscillator (DOPO) [58, 59]

and optomechanical cavities [60, 61, 62] where, at the output, optimal squeezing is found in

a frequency-dependent quadrature that varies at scales of the cavity bandwidth. While these

frequency dependent features exist in some systems, they are also wanted resources for exam-

ple in Fabry-Perot cavities that have been considered in order to produce frequency-dependent

squeezed states or frequency-dependent LO for the purpose of improving the sensitivity of the

current generation of gravitational waves interferometers [21, 24]. These interferometers exhibit

a sensitivity curve constrained by phase noise at low frequencies and intensity noise at high
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frequencies. To enhance their performance, the frequency-dependent passive transformation

induced by an empty cavity can be employed to manipulate an input frequency-independent

squeezed state.

States presenting these hidden squeezing and morphing supermodes features are expected

to be ubiquitously generated not only in microring resonators but also in a wide range of phys-

ical systems, including optomechanical systems, four-wave mixing (FWM) in atomic ensem-

bles, semiconductor microcavities, and quantum cascade lasers [54]. It was demonstrated that

both aspects can be reduced to a mode-matching problem and that achieving perfect matching

through HD is not possible.

The contributions of this thesis advance the field of temporal mode manipulation and quan-

tum state detection through two significant developments. The first major contribution intro-

duces the concept of a ”temporal cavity” [63] as an innovative approach to temporal mode (TM)

filtering. An ideal TM sorter should separate the targeted TM from the other modes avoiding

overlapping with other components and – for quantum applications – with efficiency close 100%.

The temporal cavity design emerges from the principles of space-time duality [64], leveraging

the formal analogy between spatial and temporal degrees of freedom in optical beam propa-

gation. One of the most fascinating results yielded by this analogy is the time lens, a device

that mimics, in the time domain, the effect of thin lenses on spatial images, by imprinting a

parabolic time-dependent phase on an optical pulse. Time lenses have been implemented with

deterministic linear electro-optic phase modulation [65, 66, 67, 68, 69] or non-linear optical pro-

cesses [70, 71, 72, 73, 74, 75] and have recently been adopted for manipulation of pulses in

discrete [76, 77, 67, 78, 79, 80] or in continuous [81, 82, 83, 84] variables for photonic quan-

tum information processing. A temporal cavity is obtained by using the temporal analogue of

a spatial-mode cleaning cavity, whose eigenvectors are Hermite-Gaussian transverse modes,

with mode-dependent reflection and transmission coefficients.

The second major contribution targets the general case of multimode homodyne measure-

ments. We introduce an approach that extends HD capabilities to both frequency-dependent ob-

servables and their hidden correlations by using ”interferometers with memory effect” (IME) [85].

The theoretical framework introduces a sophisticated structure combining cavity dynamics with

frequency conversion terms. The IME architecture serves as a bridge between the generation
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of non-classical state stage and homodyne detection (HD), offering enhanced mode-matching

capabilities allowing to deal with both hidden squeezing and morphing supermodes. This was

achieved through the introduction of new smooth single- and two-mode decomposition that al-

lows the decomposition of any arbitrary frequency-dependent unitary into a network of basic

single-, and two-mode photonic components with specific architectures. These new decompo-

sitions allow us to map the implementation of the IME to a network of coupled-cavity arrays.

To establish a connection between a cavity-based system’s parameters and ensure an ap-

propriate choice for the need of IMEs in the context of hidden squeezing, we introduce precise

criteria on these system’s physical parameters to determine whether the corresponding spectral

covariance matrix is real or complex [86]. These criteria allow for the prediction of the nature of

the Gaussian state solely from the system’s interaction parameters without the necessity of fully

characterizing the spectral covariance matrix or the complete quantum state reconstruction. As

a consequence, our results allow the appropriate choice of measurement strategies for better

characterization and exploitation of these quantum states.

Chapter 1 establishes the theoretical fundamentals of quantum optics, beginning with the

quantum harmonic oscillator and its transition from classical to quantum mechanics and then

progressing to the quantization of electromagnetic fields. The chapter delves into multimode

Gaussian states, exploring phase space descriptions and Gaussian unitaries. The latter sec-

tions address practical quantum optics, covering open cavity theory, quantum Langevin equa-

tions, and various measurement techniques from homodyne to synodyne detection.

Chapter 2 develops the concept of temporal cavities through space-time duality principles

and temporal ABCD matrix formalism. Building on the analogy between spatial and temporal

degrees of freedom in optical propagation, we introduce temporal cavities as a novel approach

to temporal mode filtering. The chapter characterizes these devices through eigenvalue con-

ditions and input-output relations, examining implementation strategies with diffraction gratings

and time lenses and addressing current limitations, practical challenges and optimization re-

quirements.

Chapter 3 introduces interferometry with memory effect (IME), a novel detection scheme that

extends homodyne detection’s capabilities to measure both frequency-dependent observables

and hidden correlations in quantum states, Starting with quadratic Hamiltonians in cavity quan-
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tum optics, we establish criteria for predicting hidden squeezing from system parameters and

develop smooth decomposition methods for implementing frequency-dependent unitaries. The

chapter demonstrates IME’s effectiveness through detailed case studies of optical parametric

oscillator configurations, from single-mode to four-mode systems, providing a comprehensive

analysis of performance and scaling.

.
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1.4.1 The open cavity model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

1.4.2 Heisenberg picture approach: The quantum Langevin equation . . . . . . 69

1.4.3 Open Cavity output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

1.4.4 Time Correlation Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

1.5 Measurement techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

1.5.1 Ideal Photodetection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

1.5.2 Quadrature measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 83

1.5.3 Measurement of a Fixed Quadrature : Homodyne Detection . . . . . . . . 85

1.5.4 Heterodyne Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

1.5.5 Multimode Synodyne Detection . . . . . . . . . . . . . . . . . . . . . . . . 93

1.1 The quantum Harmonic Oscillator

The quantum harmonic oscillator (HO) stands as one of the most fundamental systems in quan-

tum mechanics. Beyond its role in describing mechanical oscillations, it provides the mathemat-

ical framework needed to understand quantum electromagnetic fields. In particular, in the next

section, we show that the electromagnetic field can be seen as a collection of harmonic oscilla-

tors. This section develops the formalism from classical to quantum descriptions of the HO, in-

troducing key concepts like creation and annihilation operators, coherent states, and squeezed

states. These tools will prove essential in our subsequent treatment of electromagnetic field

quantization.

This section follows the formalism presented in Dr. Carlos Navarrete-Benlloch’s lecture notes

on Introduction to Quantum Optics [87] and his PhD manuscript [88].
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1.1.1 Classical Harmonic Oscillator

The classical Harmonic Oscillator (HO) is a fundamental concept in physics that can be ap-

proached from both Newtonian and Hamiltonian perspectives. Consider the one-dimensional

model: a particle with mass m at equilibrium when x = 0. When displaced from this position, a

restoring force F = −kx, proportional to the displacement x, acts on the particle, where k is the

spring constant. Applying Newton’s second law yields the equation of motion F = md2x
dt2 = −kx.

Given initial conditions x(0) = x0 and dx
dt (0) = v0, the solution to this differential equation is:

x(t) = x0 cos(ωt) +
v0
ω sin(ωt), where ω =

√
k
m represents the angular frequency of oscillation.

Writing the solution in the form

x(t) =

√
x20 +

v20
ω2

cos

(
ωt− arctan(

v0
ωx0

)

)
, (1.1)

we can see that the particle oscillates between ±
√
x20 +

v20
ω2 with a period of 2π

ω .

From the Hamiltonian mechanics formalism, we define generalized coordinates of position

q = x and momenta p = mdx
dt . The potential energy of the system is given by V (x) = 1

2kx
2.

Combining this with the kinetic energy, we can write the Hamiltonian:

H =
p2

2m
+

1

2
mω2q2. (1.2)

The canonical equations of motion in the Hamiltonian framework write:

dq

dt
=
∂H

∂p
=

p

m
(1.3)

dp

dt
= −∂H

∂q
= −mω2q. (1.4)

With initial condition (x0,
v0
ω ), these equations yield the phase space trajectory

(
q,

p

mω

)
=
(
x0 cos(ωt) +

v0
ω

sin(ωt),
v0
ω

cos(ωt)− x0 sin(ωt)
)
. (1.5)

This trajectory forms a circle in phase space q2 + p2

m2ω2 = R2 with radius R =

√
x20 +

v20
ω2 . The

system returns to its initial state at times tn = 2πn
ω , where n is any non-negative integer.
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This description can be further condensed using a complex normal variable:

q(t) + i
p(t)

mω
= Reiφ(t) (1.6)

whose amplitude remains constant, while the phase φ(t) decreases linearly with time according

to φ(t) = φ(0)− ωt.

1.1.2 Quantum Harmonic Oscillator

In quantum mechanics, the harmonic oscillator serves as a classic example of a system de-

scribed by an infinite-dimensional Hilbert space. To understand this, we examine the eigen-

states of its Hamiltonian operator, expressed similarly to the classical Hamiltonian as in Eq. (3.148):

Ĥ =
p̂2

2m
+

1

2
mω2q̂2 (1.7)

Here, q̂ and p̂ represent respectively the position and momentum operators and obey the fun-

damental commutation relation: [q̂, p̂] = iℏ. For convenience, we introduce dimensionless ver-

sions of these operators, known as the x̂ and ŷ quadratures, using the uncertainties in posi-

tion and momentum for the oscillator’s ground state, often referred to as zero-point fluctuations(√
ℏ

2mω ,
√

ℏmω
2

)
:

x̂ =
q̂√
ℏ

2mω

and ŷ =
p̂√
ℏmω
2

. (1.8)

These quadratures satisfy the modified commutation relation [x̂, p̂] = 2i. This leads to the

uncertainty principle for these quadratures

∆x̂∆ŷ ≥ 1. (1.9)

Using these quadratures, we can rewrite the Hamiltonian as:

Ĥ =
ℏω
4
(x̂2 + ŷ2). (1.10)
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To analyze the eigensystem of this Hamiltonian, we introduce the annihilation (â) and creation

(â†) operators, defined as â = x̂ + iŷ and â† = x̂ − iŷ, satisfying the commutation relation

[â, â†] = 1. We can express the Hamiltonian in terms of these operators:

Ĥ = ℏω
(
â†â+

1

2

)
, (1.11)

introducing the number operator n̂ = â†â, which plays a crucial role in understanding the energy

spectrum of the quantum harmonic oscillator, since finding the eigensystem of the system’s

Hamiltonian comes back to finding the eigensystem of the number operator.

1.1.3 Discrete States

To determine the eigensystem of n̂, we consider its properties:

Property 1.1.1. Positivity: For any state |ψ⟩, ⟨ψ|n̂|ψ⟩ ≥ 0, implying that all eigenvalues n are

non-negative.

Property 1.1.2. Ladder structure: Using the commutation relations [n̂, â] = −â and [n̂, â†] = â†,

we find that â|n⟩ and â†|n⟩ are eigenstates of n̂ with eigenvalues n− 1 and n+ 1, respectively.

These properties lead to several important conclusions with well-known proofs:

- The spectrum of n̂ consists of non-negative integers: n ∈ {0, 1, 2, ...}.

- There exists a ground state |0⟩ satisfying â|0⟩ = 0.

- The set of eigenstates {|n⟩} form an orthonormal basis: ⟨n|m⟩ = δnm.

The action of the creation and annihilation operators on these states is given by:

â|n⟩ = √n|n− 1⟩ and â†|n⟩ =
√
n+ 1|n+ 1⟩. (1.12)

These relations have profound physical implications:

- Energy quantization: The energy eigenvalues are En = ℏω(n+ 1
2 ), where n represents the

number of excitations or quanta.

- Discrete spectrum: Only specific, equally spaced energy levels are allowed, separated by

ℏω.
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- Zero-point energy: Even in the ground state (n = 0), the oscillator possesses a non-zero

energy of ℏω
2 .

The states |n⟩ are called number states or Fock states, characterized by a definite number

of excitations (∆n = 0). The state |0⟩ is referred to as the vacuum state, representing the lowest

energy configuration of the oscillator.

This discrete nature of the energy spectrum and the existence of a non-zero ground state

energy are notable quantum features, marking a significant departure from the classical de-

scription of the harmonic oscillator.

1.1.4 Continuous States

Unlike the number operator n̂, the quadrature operators x̂ and ŷ possess continuous spectra.

For the position quadrature x̂, we denote its eigenvectors by |x⟩ with corresponding eigenvalues

x ∈ R: x̂|x⟩ = x|x⟩. The continuous nature of x̂’s spectrum can be demonstrated using the

relation:

ei
y
2 ŷx̂e−i

y
2 ŷ = x̂+ y, (1.13)

coming from the Baker-Campbell-Hausdorff lemma :

eÂB̂e−Â =

∞∑

n=0

1

n!
[Â, [Â, · · · [Â, B̂] · · · ]]n, (1.14)

where we have chosen Â = iy2 ŷ and B̂ = x̂.

This implies that if |x⟩ is an eigenvector of x̂ with eigenvalue x, then e−i
y
2 ŷ|x⟩ is also an

eigenvector of x̂ with eigenvalue x + y for any real number y. Consequently, the spectrum of x̂

spans the entire real line. Similar results hold for the momentum quadrature ŷ, with eigenvectors

|y⟩ and eigenvalues y ∈ R: ŷ|y⟩ = y|y⟩.

It’s important to emphasize that these results are not exclusive to the harmonic oscillator.

Rather, they stem from the fundamental canonical commutation relations and thus apply univer-

sally to any quantum system. It’s also important to note that these eigenvectors while forming

a continuous basis of the Hilbert space (with Dirac normalization ⟨x|y⟩ = δ(x − y)), are not
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Figure 1.1: (a) Phase space sketch of a coherent state obtained from displaced vacuum state,
(b) x-Squeezed state obtained from displaced vacuum squeezed state.

physically realizable states due to their non-normalizability.

Before discussing more specific continuous states of the HO, it’s important to introduce the

broader class of Gaussian states, which play a crucial role in quantum optics and quantum

information theory. Gaussian states are completely characterized by their first and second

moments. These states maintain their Gaussian character under linear transformations and

measurements, making them particularly useful for theoretical analysis and experimental imple-

mentations.

Coherent States

We define minimum uncertainty states, states verifying the equality of the uncertainty principle

for their quadratures in Eq. (1.9): ∆x̂∆ŷ = 1. Among these minimum uncertainty states, coher-

ent states represent the simplest type of Gaussian states, introduced by Roy J. Glauber [89] to

explain the quantum properties of laser light. It consists of the simplest Gaussian state, vacuum,

transformed by the simplest type of Hamiltonian, one that is linear in the quadratures, as shown

in Fig. 1.1. These states, as we will show in the next subsection, allow us to bridge the gap

between quantum and classical descriptions of the harmonic oscillator.

We define coherent states as displaced vacuum states |α⟩ = D̂(α)|0⟩ where D̂(α) is the
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displacement operator:

D̂(α) = exp(αâ† − α∗â). (1.15)

Here, α = x+iy
2 is a complex parameter. Some key properties of coherent states include:

• They are right eigenstates of the annihilation operator with complex eigenvalues: â|α⟩ =

α|α⟩.

• Consequently, using the displacement operator, they are also left eigenstates of the cre-

ation operator: ⟨α|â† = α∗⟨α|.

Regarding the displacement operator:

• As its name suggests, it transforms the creation and annihilation operators as D̂†(α)âD̂(α) =

â+ α and D̂†(α)â†D̂(α) = â† + α∗.

• It equivalently transforms the quadratures as: D̂†(α)x̂D̂(α) = x̂+2Re(α) and D̂†(α)ŷD̂(α) =

ŷ+2Im(α), effectively inducing a displacement in the Phase-space as shown in Fig. 1.1a.

• The displacement therefore, as for any Gaussian state, displaces the mean vector of

2
(
Re(α), Im(α)T

)
in the phase-space but leaves the variances unchanged.

Coherent states as a bridge between Quantum and Classical Physics

The classical and quantum formalisms of the harmonic oscillator appear strikingly different at

first glance. Classically, the oscillator can possess any positive energy value and follows a well-

defined trajectory in phase space. In contrast, quantum mechanics allows only discrete energy

values and introduces position and momentum uncertainties that preclude well-defined trajec-

tories. Coherent states, however, provide means to reconcile these seemingly contradictory

descriptions.

The key to this reconciliation lies in examining the quantum predictions for measurement

statistics. We seek a quantum state that yields statistics closely matching classical expectations.

Coherent states with large amplitudes (|α| ≫ 1) fulfil this requirement, as we will show.
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Consider a coherent state |α⟩ at t = 0, evolving under the harmonic oscillator Hamiltonian.

The time-evolved state is given by:

|ψ(t)⟩ = e−iωtn̂|α⟩ =
∞∑

n=0

e−|α|2/2 α
n

√
n!
e−inωt|n⟩ =

∣∣e−iωtα
〉
. (1.16)

This remains a coherent state with a time-dependent amplitude α(t) = e−iωtα, which equals

the expectation value of the annihilation operator, ⟨â(t)⟩ = α(t). This evolution mirrors exactly

the classical solution in the complex representation in Eq. (1.6).

Moreover, the uncertainty in any quadrature x̂ϕ remains constant: ∆xϕ(t) = 1. As |α| in-

creases, the signal-to-noise ratio |α|
∆x grows, approaching infinity as |α| increases to infinity.

Thus, for large amplitudes, quantum noise becomes negligible compared to classical noise

sources, effectively recovering the classical trajectory.

The energy quantization issue can also be addressed using coherent states. The ratio of

energies between consecutive number states is:

En+1

En
=
n+ 3/2

n+ 1/2
. (1.17)

As n increases, this ratio approaches unity, making the discrete nature of the energy spec-

trum less perceptible. Coherent states with |α| ≫ 1 project onto high-order number states with

a narrow Poisson distribution centred at ⟨N̂⟩ = |α|2 and width ∆N = |α| :

|α⟩ = e−|α|2/2
∞∑

n=0

αn√
n!
|n⟩ =

∞∑

n=0

e−|α|2/2 α
n

√
n!
|n⟩. (1.18)

This distribution effectively smooths out the discrete energy levels, yielding a continuous spec-

trum.

Squeezed States

In quantum sensing applications, harmonic oscillators are often used to detect signals encoded

as phase or amplitude modulations. While coherent states provide a balanced uncertainty

in both quadratures ∆x̂ϕ = ∆ŷϕ = 1, they still suffer from quantum noise limitations. This
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noise, rooted in vacuum fluctuations, can mask weak signals and limit measurement preci-

sion. Squeezed states offer a solution to this problem by redistributing the uncertainty between

quadratures. Consider a state where ∆x̂ϕ ≪ 1 and ∆ŷϕ ≫ 1 while still satisfying the uncer-

tainty principle ∆x̂ϕ∆ŷϕ ≥ 1, as depicted in Fig. 1.1.b for the case of ϕ = 0. Such a state allows

for more precise measurements in the squeezed quadrature ∆x̂ϕ at the expense of increased

uncertainty in the orthogonal quadrature ∆ŷϕ ≫ 1.

Formally, we define a squeezed state as one in which a particular quadrature x̂ϕ has an

uncertainty below the vacuum level ∆x̂ϕ < 1.

A special class of squeezed states are those that satisfy the equality in the uncertainty

relation for all quadratures ∆x̂ϕ∆ŷϕ = 1 for all ϕ. These minimum uncertainty squeezed states

can be generated using the squeezing operator:

Ŝ(ζ) = exp

(
ζ∗

2
â2 − ζ

2
â†2
)
, (1.19)

where ζ = reiθ is the complex squeezing parameter, associated with the Hamiltonian of the

form :

Ĥ =
iℏ
2
(ζ∗â2 − ζâ†2). (1.20)

The action of the squeezing operator on the annihilation operator is given by:

Ŝ†(ζ)âŜ(ζ) = â cosh r − eiθâ† sinh r. (1.21)

In terms of quadratures, this transformation becomes:

Ŝ†(ζ)x̂θ/2Ŝ(ζ) = e−rx̂θ/2 , Ŝ†(ζ)ŷθ/2Ŝ(ζ) = erŷθ/2, (1.22)

where x̂ψ = cos(ψ)x̂ + sin(ψ)ŷ and ŷψ = x̂ψ+π
2

for any angle ψ. When applied to the vacuum

state for example, this transformation produces a state with ∆x̂θ/2 = e−r and ∆ŷθ/2 = er.

Thus, the squeezing operator creates a minimum uncertainty squeezed state, reducing the

uncertainty in one quadrature below the vacuum level while increasing it in the orthogonal
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quadrature, all while maintaining the minimum uncertainty product.

1.1.5 The EPR Paradox and Quantum Entanglement

The year 1935 marked a pivotal moment in quantum physics when Einstein, Podolsky, and

Rosen introduced a groundbreaking thought experiment that challenged the foundations of

quantum mechanics. Their analysis centred on a unique quantum state exhibiting perfect cor-

relations between two particles’ position and momentum measurements. This led to a funda-

mental dilemma: either quantum mechanics permits instantaneous non-local effects between

distant particles, or the theory is inherently incomplete.

The possibility of quantum mechanical incompleteness suggests the necessity of additional

”hidden” variables governed by classical probability distributions. However, Bell’s theoretical

work in 1964 [2], followed by numerous experimental validations [3, 90, 91, 92], definitively

demonstrated that local hidden variable models cannot adequately explain quantum mechanical

phenomena. This revelation established quantum mechanics as an inherently non-local theory,

with entangled states serving as crucial resources in quantum information processing.

To recognize quantum correlations, we describe Quantum Non-Demolition (QND) measure-

ments [93]. A QND measurement involves performing a measurement on a first system that

is highly correlated with a second system, enabling information extraction from the latter with-

out perturbation. When the quadratures x̂1 and x̂2 of two distinguishable electromagnetic field

modes are perfectly correlated, a QND measurement allows us to determine the expectation

value of x̂2 without uncertainty by measuring the first quadrature. The QND measurement esti-

mator is characterized by the conditional variance of x̂2:

⟨∆2(p̂2|p̂1)⟩ = ⟨∆2p̂2⟩ −
⟨δp̂1δp̂2⟩2
⟨∆2p̂1⟩

(1.23)

where δp̂i = p̂i − ⟨p̂i⟩. When ⟨∆2(p̂2|p̂1)⟩ falls below the shot-noise limit, this indicates the

presence of quantum correlations between the two modes, confirming the QND nature of the

measurement.

Now, consider two spatially separated particles with position and momentum operators de-

noted as x̂1, ŷ1, x̂2, and ŷ2. The original EPR argument demonstrates that perfect correlations
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between these operators lead to a paradoxical situation: measuring x̂1 determines particle 2’s

position without interaction, implying a reality element for 2’s position. Similar logic applies to

momentum measurements, contradicting the quantum mechanical uncertainty principle.

The theoretical framework was later extended to continuous-variable optical systems. Reid’s

formulation [94] demonstrates that EPR correlations can manifest even with non-maximal cor-

relations between conjugate quadratures of optical modes. The paradox emerges when:

⟨∆2(x̂2|x̂1)⟩⟨∆2(p̂2|p̂1)⟩ < 1. (1.24)

A bipartite quantum system described by density matrix ρ̂ exhibits inseparability when it cannot

be expressed as:

ρ̂ ̸=
∑

i

piρ̂
i
1 ⊗ ρ̂i2 (1.25)

where ρ̂i1 and ρ̂i2 represent individual mode density matrices with probabilities pi.

To discuss the connection between squeezing and entanglement, we consider a 50/50 beam

splitter mixing two modes. The transformation equations are:

â(+) =
â1 + â2√

2
(1.26)

â(−) =
â1 − â2√

2
(1.27)

The quadrature variances for sum and difference modes are:

⟨∆2p̂(−)⟩ = ⟨∆2(p̂1 − p̂2)⟩ (1.28)

⟨∆2x̂(+)⟩ = ⟨∆2(x̂1 + x̂2)⟩ (1.29)

For EPR-correlated modes, both ⟨∆2(p̂1 − p̂2)⟩ and ⟨∆2(x̂1 + x̂2)⟩ approach zero, resulting in

squeezed sum and difference modes. Conversely, EPR-correlated states can be generated by

combining two squeezed modes at a 50/50 beam splitter.

20



1.2. QUANTIZATION OF THE ELECTROMAGNETIC FIELD

1.2 Quantization of the Electromagnetic field

The main goal of this section is to provide an introduction to the quantization of the electro-

magnetic field, focusing on the concept of modes and their application in describing optical

beams. The section starts by explaining the concept of the analytical signal, which allows for

a complex representation of electromagnetic fields. It then discusses the quantization of the

field in different mode bases, including travelling plane waves (TPW) and transverse modes like

Hermite-Gauss (HG) modes, which are more suitable for describing real-world optical beams.

Finally, the section introduces optical cavities and their use in confining light and briefly mentions

the quantization process within a cavity.

For more details, the reader is invited to check multiple lecture notes and books [95, 7, 96, 87]

that use the same approach.

1.2.1 The analytical Electromagnetic signal

Consider a real vector field E⃗(r⃗, t), where r⃗ denotes the position vector and t represents time.

The Fourier transform of this field can be expressed mathematically as:

E⃗(r⃗, t) =
1√
2π

∫ ∞

−∞

˜⃗
E(r⃗, ω)e−iωtdω. (1.30)

A key property of this transform comes from the real nature of E⃗. Specifically, the Fourier

transform exhibits a conjugate symmetry, which can be demonstrated as follows:

E⃗(r⃗, ω) =
1√
2π

∫ ∞

−∞

˜⃗
E(r⃗, t)eiωtdt

E⃗∗(r⃗, ω) =
1√
2π

[∫ ∞

−∞

˜⃗
E(r⃗, t)eiωtdt

]∗

=
1√
2π

∫ ∞

−∞

˜⃗
E∗(r⃗, t)e−iωtdt

=
1√
2π

∫ ∞

−∞

˜⃗
E(r⃗, t)e−iωtdt

E⃗∗(r⃗, ω) = E⃗(r⃗,−ω). (1.31)
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This conjugate symmetry in Eq. (1.31) introduces redundancy in the Fourier decomposition. To

eliminate this redundancy, we introduce the complex field, defined as:

E⃗(+)(r⃗, t) =
1√
2π

∫ ∞

0

˜⃗
E(r⃗, ω)e−iωtdω. (1.32)

This formulation selectively incorporates only the positive frequency components of the spec-

trum, effectively addressing the redundancy issue. The original real vector field can be recon-

structed from this complex field using the relation:

E⃗(r⃗, t) = E⃗(+)(r⃗, t) + E⃗(−)(r⃗, t). (1.33)

Here, E⃗(−)(r⃗, t) is equivalent to E⃗(+)∗(r⃗, t). It’s worth noting that for free electromagnetic

fields, which lack static components, the lower integration limit at ω = 0 does not pose compu-

tational difficulties or divergence issues.

1.2.2 The electromagnetic wave nature of light

The conceptualization of light as an electromagnetic phenomenon represents a pivotal develop-

ment in the history of physics. This understanding emerged gradually, beginning with Michael

Faraday’s mid-19th-century observations of the interaction between light and magnetic fields.

Faraday’s work hinted at a profound connection between optics and electromagnetism, suggest-

ing that light might propagate as an electromagnetic disturbance without requiring a medium.

The mathematical foundation for this idea was later established by James Clerk Maxwell in

his comprehensive theory of electromagnetism [97]. Maxwell’s work predicted electromagnetic

waves travelling at a speed consistent with measurements of light’s velocity. Heinrich Hertz’s

subsequent experimental confirmation of these waves in the 1880s solidified the electromag-

netic theory of light [98].

The foundation of electromagnetic theory lies in Maxwell’s equations, which describe the be-

haviour of electric and magnetic fields. These equations, reformulated by Oliver Heaviside [99]

in the vector calculus form we use today, consist of four fundamental relations. The homoge-
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neous Maxwell equations are:

div B⃗ = 0
−→
rot E⃗ = − 1

c2
∂B⃗

∂t
(1.34)

while the inhomogeneous Maxwell equations take the form:

div E⃗ =
ρ

ε0

−→
rot B⃗ = µ0ε0

∂E⃗

∂t
+ µ0j⃗. (1.35)

Here, ρ(r⃗, t) and j⃗(r⃗, t) represent charge density and current distribution, respectively, while ε0

and µ0 denote the electric permittivity and magnetic permeability of vacuum.

In the absence of sources (ρ = 0 and j⃗ = 0⃗), these equations simplify to:

div E⃗ = 0 c2
−→
rot B⃗ =

∂E⃗

∂t
, (1.36)

where c = 1√
ε0µ0

represents the speed of light in vacuum.

The homogeneous equations allow for the derivation of fields from scalar and vector poten-

tials:

B⃗ =
−→
rot A⃗ E⃗ = −−−−→grad ϕ− ∂A⃗

∂t
, (1.37)

These potentials exhibit gauge invariance under the transformations:

A⃗→ A⃗+
−−−→
grad Λ ϕ→ ϕ− ∂Λ

∂t
, (1.38)

where Λ(r⃗, t) is an arbitrary function. Incorporating these potentials into the inhomogeneous

equations yields:

(c2∆⃗− ∂2

∂t2
)A⃗ =

∂

∂t

−−−→
grad ϕ+ c2

−−−→
grad (div A⃗),

∆⃗ϕ+
∂

∂t
div A⃗ = 0. (1.39)

23



1.2. QUANTIZATION OF THE ELECTROMAGNETIC FIELD

By adopting the Coulomb gauge (div A⃗ = 0) and therefore ϕ = 0, these equations simplify to:

(∆⃗− 1

c2
∂2

∂t2
)A⃗ = 0. (1.40)

This wave equation for the vector potential components, in conjunction with the Coulomb

condition, reduces the system to two degrees of freedom from the previous six.

In general, many different solutions are possible for this wave equation. They are coined

spatiotemporal modes that adhere to the slowly varying envelope approximation and satisfy

temporal orthonormality conditions over an integration time T that exceeds all other relevant

timescales in the problem. They are determined by boundary conditions. In many optical sys-

tems, these solutions can be represented as ε⃗A(r⃗, t), where ε is a constant unit vector and

A⃗(r⃗, t) is a scalar function. This scalar approximation is applicable when the system exhibits

symmetry for both independent components of the vector potential.

Seeking separable solutions of the form A⃗(r⃗, t) = u(r⃗)A⃗(t), we find that the spatial compo-

nent must satisfy the Helmholtz equation:

∆⃗u(r⃗) + k2u(r⃗) = 0, (1.41)

with k2 as a separation constant. The solutions to this equation, subject to appropriate boundary

conditions, constitute the spatial modes of the system. These modes {un(r̃)}, corresponding

to the eigenfunctions of the Laplacian operator ∆, are fundamental to the quantization of the

electromagnetic field.

1.2.3 Mode of Electromagnetic fields and mode basis

Building upon our discussion of electromagnetic waves, we now turn our attention to the concept

of electromagnetic field modes. An electromagnetic field mode is characterized as a normalized

vector field u⃗0(r⃗, t) that satisfies Maxwell’s equations in vacuum. This field must satisfy the

following wave equation and divergence condition:

(∆⃗− 1

c2
∂2

∂t2
)u⃗0(r⃗, t) = 0 and div u⃗0(r⃗, t) = 0. (1.42)
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Furthermore, it must meet a normalization criterion at any given time t:

1

V

∫

V

d3r|u⃗0(r⃗, t)|2 = 1. (1.43)

In this context, V denotes the encompassing volume containing the entire physical system.

From one mode satisfying these conditions, it’s possible to construct an orthonormal mode

basis {u⃗m(r⃗, t)}. This basis serves as a powerful tool for decomposing any solution of Maxwell’s

equations, with û0(r⃗, t) as its initial element. An alternative approach to generating a mode basis

involves imposing specific boundary conditions on Maxwell’s equation solutions, such as those

encountered in resonator systems.

For our analysis, we consider fields confined within a finite spatial volume V . This constraint

leads to a discrete basis, indexed by a set of integers collectively denoted as m. Under these

conditions, any complex field E⃗(+)(r⃗, t) can be expressed as a superposition of these modes:

E⃗(+)(r⃗, t) =
∑

m

Emu⃗m(r⃗, t). (1.44)

The orthonormality of this basis is ensured by the following conditions:

1

V

∫

V

d3r u⃗∗m(r⃗, t) · u⃗n(r⃗, t) = δmn. (1.45)

Here, δmn represents the Kronecker delta function, which equals 1 whenm = n and 0 otherwise.

In this formulation, Em represents the complex amplitudes associated with each mode, fully

characterizing the EM field.

The modal decomposition of the electric field in Eq; (1.44), as presented in the previous

section, can be reinterpreted in the context of a Hilbert space. In this formalism, a given solution

of Maxwell’s equations E⃗(+)(r⃗, t) can be represented as a vector in a Hilbert space, which we

call the modal space. We denote this with a vector representation:

E⃗ =
∑

m

Emu⃗m. (1.46)

Here, u⃗m represents a unit vector in the modal space, corresponding to a column vector of
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zeros with a 1 at the mth position. Consequently, E⃗ can be expressed as the column vector

(E1, E2, . . .)T, where T denotes the transpose operation in the modal Hilbert space.

Consider a unitary transformation U (UU† = U†U = I) with complex components Unm. We

can define a new set of modal vectors:

v⃗n =

N∑

m=1

Unmu⃗m. (1.47)

It can be demonstrated that these vectors form another complete set of orthonormal modal

vectors, satisfying the condition v⃗†n · v⃗n′ = δnn′ . Consequently, any electromagnetic field can be

expressed in this new basis:

E⃗(+)(r⃗, t) =
∑

n

Vnv⃗n(r⃗, t). (1.48)

This mathematical approach to modes offers considerable flexibility in choosing the unitary

transformation U and, by extension, the mode basis.

Plane Waves

Our first analysis focused on fields that are superpositions of plane waves with wave vectors

close to a mean value k⃗0 (paraxial approximation) and frequencies near a central frequency

ω0 = c|⃗k0| (narrowband approximation). Assuming k⃗0 is parallel to the z-axis, we can express

the electric field as:

E⃗(+)(r⃗, t) = ei(k0z−ω0t)
∑

m

Cmu⃗m(r⃗, t) (1.49)

In this expression, ei(k0z−ω0t) represents a carrier wave, while u⃗m(r⃗, t) are envelope functions

for different modes. These envelope functions vary slowly compared to the rapid oscillations of

the carrier wave, both in space (relative to the wavelength) and in time (relative to the optical

period). While plane wave modes are commonly used due to their mathematical simplicity, they

often lack physical realism. Other mode bases may better suit specific light sources or optical

systems.
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To simplify our analysis further, we’ll consider only those unitary modal transformations that

can be separated into transverse and longitudinal components. We can then write :

u⃗m(r⃗, t) = u⃗i,p,r(r⃗, t) = ϵ⃗i u
(T )
p (x, y, z)u(L)r (t, z), (1.50)

where, ϵ⃗i (i = 1, 2) represents one of two orthogonal polarization unit vectors in the (x, y) plane.

The function u(T )
p describes the transverse (spatial) part of the mode, while u(L)r represents its

longitudinal (temporal) part. For the spatial mode basis, we can employ any set of orthonormal

TEM00 TEM01 TEM10 TEM02 TEM11

TEM20 TEM03 TEM12 TEM21 TEM30

Figure 1.2: 10 first transverse Hermite-Gaussian spatial modes.

functions up(x, y) in the transverse plane, provided they satisfy the paraxial approximation by

varying slowly over distances comparable to the wavelength. The full spatial mode functions

u
(T )
p (x, y, z) can be derived from their values at z = 0 using the Huygens-Fresnel principle to

account for diffraction effects. An example consists of Spatial Hermite-Gauss modes, which are

well-suited for beams produced in cavities with spherical mirrors. We plot in Fig. 1.2, the 10 first

HG modes. The temporal mode basis can be constructed using any set of functions ur(t, z)

that adhere to the slowly varying envelope approximation and satisfy temporal orthonormality

conditions over an integration time T that exceeds all other relevant timescales in the problem.

The longitudinal mode functions can take the form u
(L)
r (t, z) = ur(τ), where τ = t − z/c, de-

scribing pulses that propagate undistorted at the speed of light along the z-axis. Examples

include Temporal (Fig. 1.3) or frequency Hermite-Gauss modes, which provide a convenient
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Figure 1.3: An ultrafast pulse decomposed into an orthogonal basis of Hermite Gaussian tem-
poral modes.

Figure 1.4: Decomposition of a train of pulses into an orthogonal basis of trains of Hermite
Gaussian (HG) pulses whose Fourier transform are HG frequency comb modes.

orthogonal basis for light pulses of various temporal or spectral shapes and Hermite-Gaussians

frequency combs modes, which can be represented either as a superposition of equally spaced

monochromatic waves in the frequency domain or as a train of identical, equally spaced pulses

in the time domain (Fig. 1.2).

This formulation allows us to treat polarization, spatial, and temporal effects independently,

which is a consequence of our simplifying assumptions. This approach is particularly useful

when examining optical phenomena where the temporal characteristics of the light do not sig-

nificantly influence its spatial distribution, or conversely, when spatial diffraction effects have

minimal impact on the temporal profile of light pulses.

When we’re dealing with a single temporal mode u(L)0 (t, z), the electric field can be written

as:

E⃗(+)(r⃗, t) = ϵ⃗0e
i(k0z−ω0t)u

(L)
0 (t, z)

∑

p

Epu(T )
p (r⃗) (1.51)
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This allows us to define a transverse electric field:

E
(+)
T (x, y, z) =

∑

p

Epu(T )
p (x, y, z) (1.52)

Conversely, for a single spatial mode u(T )
0 (r⃗), we can express the electric field as:

E⃗(+)(r⃗, t) = ϵ⃗0e
−iω0τu

(T )
0 (r⃗)

∑

r

Eru(L)r (t, z) (1.53)

This leads to a definition of the temporal or longitudinal field:

E
(+)
L (t, z) =

∑

r

Eru(L)r (t, z) (1.54)

1.2.4 Quantization of the EM field in the basis of TPW

In this subsection, we’re interested in an electromagnetic system enclosed within a cubic volume

(V ) with side length L. For any complex field A(+)(r⃗, t) within this volume, we can define its

spatial Fourier components as:

A⃗
(+)
ℓ (t) =

1

(
√
2πL)3

∫

(V )

d3r A⃗(+)(r⃗, t) · ε⃗ℓe−ik⃗ℓ·r⃗. (1.55)

This decomposition enables us to express the complex vector field as a discrete sum of travelling

plane waves:

A⃗(+)(r⃗, t) =
∑

ℓ

A⃗
(+)
ℓ (t)ε⃗ℓe

ik⃗ℓ·r⃗. (1.56)

The index ℓ represents a set of four integers (nx, ny, nz, s) and define the components of the

wave vector k⃗ℓ: kx,ℓ = nx
2π
L , ky,ℓ = ny

2π
L and kz,ℓ = nz

2π
L . The index s = 1, 2 denotes two

orthogonal polarization unit vectors ε⃗1 and ε⃗2, which are perpendicular to k⃗ℓ. These polarization

vectors may be complex to accommodate circular polarizations.

The time evolution of the Fourier components is governed by the wave equation, Eq. (1.40)
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which in this representation takes the form :

d2A⃗
(+)
ℓ

dt2
+ ω2

ℓ A⃗
(+)
ℓ = 0⃗. (1.57)

where ωℓ = c∥k⃗ℓ∥ represents the angular frequency of each mode. This represents the equation

of motion of the harmonic oscillator, with a little difference, we cannot interpret the A⃗(+)
ℓ as modal

amplitudes since they are complex.

Given that A⃗(+)(r⃗, t) encompasses only positive frequencies, the solution takes the form:

A⃗
(+)
ℓ (t) = A⃗ℓe

−iωℓt, (1.58)

where A⃗ℓ is a time-independent complex vector. This leads to a first-order differential equation

for the time evolution:

i
d

dt
A⃗

(+)
ℓ (t) = ωℓA⃗

(+)
ℓ (t), (1.59)

reminiscent of the Schrödinger equation.

The complex electric and magnetic fields can be expressed in terms of these Fourier com-

ponents:

E⃗(+)(r⃗, t) = −i
∑

ℓ

ωℓA⃗
(+)
ℓ (t)ε⃗ℓe

ik⃗ℓ·r⃗, (1.60)

B⃗(+)(r⃗, t) = i
∑

ℓ

k⃗ℓ × ε⃗ℓA⃗(+)
ℓ (t)eik⃗ℓ·r⃗. (1.61)

The total energy H of the free electromagnetic field is given by the volume integral:

H = ε0

∫

(V )

d3r(E⃗2(r⃗, t) + c2B⃗2(r⃗, t)). (1.62)

Utilizing the expressions for E⃗(+) and B⃗(+) in Eqs. (1.60) and (1.61), this energy can be rewritten
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as:

H = 2ε0L
3
∑

ℓ

ω2
ℓ |A⃗(+)

ℓ |2 (1.63)

This formulation reveals a crucial property: the energy of the free electromagnetic field can be

expressed as a sum of independent contributions from each mode. The excitation amplitude

of each mode is proportional to |A⃗(+)
ℓ |2. The travelling plane wave (TPW) modes thus serve to

diagonalize the energy of the system, establishing themselves as the natural eigenmodes for

the free electromagnetic field.

Let us introduce, For the free electromagnetic field, the real and imaginary parts of the

complex field A⃗(+)
ℓ (t):

A⃗
(+)
ℓ (t) = A⃗q,ℓ(t) + iA⃗p,ℓ(t), (1.64)

which allows us to express the energy as:

H = 2ε0L
3
∑

ℓ

ω2
ℓ (A⃗

2
q,ℓ + A⃗2

p,ℓ). (1.65)

In the process of quantizing the electromagnetic field, we must identify the canonical conjugate

quantities and establish the appropriate commutation relations. This approach parallels the

quantization procedure for the quantum harmonic oscillator in Subsection 1.1.2. Let us consider

a classical system characterized by dynamical variables {qi(t), pi(t)} (i = 1...n), with energy

given by the Hamiltonian H(q1, p1, ...qn, pn). These variables are canonical conjugates when

the system’s evolution follows the Hamilton-Jacobi equations:

d

dt
qi =

∂H

∂pi
,

d

dt
pi = −

∂H

∂qi
. (1.66)

The quantization procedure associates these classical, time-dependent variables with Hermi-

tian, time-independent operators {q̂i, p̂i} that satisfy the commutation relations:

[q̂i, p̂j ] = iℏδi,j . (1.67)
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From the time evolution equation (1.59), we derive:

d

dt
A⃗p,ℓ = ωℓA⃗q,ℓ =

1

4ε0L3ωℓ

∂H

∂A⃗q,ℓ
, (1.68)

d

dt
A⃗q,ℓ = −ωℓA⃗p,ℓ = −

1

4ε0L3ωℓ

∂H

∂A⃗p,ℓ
. (1.69)

These equations are of the Hamiltonian form in Eq. (1.66), allowing us to identify the canonical

conjugate quantities: qi ↔ 2
√
ε0L3ωℓA⃗q,ℓ and pi ↔ 2

√
ε0L3ωℓA⃗p,ℓ.

We now associate these classical quantities with time-independent observables Âx,ℓ and

Ây,ℓ that obey the commutation relations:

[2
√
ε0L3ωℓÂx,ℓ, 2

√
ε0L3ωℓÂy,ℓ′ ] = iℏδℓ,ℓ′ . (1.70)

This leads to the fundamental commutation relation:

[Âx,ℓ, Ây,ℓ′ ] =
iℏ

4ε0L3ωℓ
δℓ,ℓ′ . (1.71)

Introducing the non-Hermitian operator Âℓ = Âx,ℓ + iÂy,ℓ, we obtain:

[Âℓ, Â
†
ℓ′ ] =

ℏ
2ε0L3ωℓ

δℓℓ′ . (1.72)

Defining:

âℓ =

√
2ε0L3ωℓ

ℏ
Âℓ, (1.73)

we recover the familiar commutation relation for harmonic oscillators: [âℓ, â
†
ℓ′ ] = δℓℓ′ .

The complex vector potential operator can then be expressed from Eqs. (1.56) and (1.58)

as:

ˆ⃗
A(+)(r⃗, t) =

∑

ℓ

√
ℏ

2ε0ωℓL3
âℓε⃗ℓe

i(k⃗ℓ·r⃗−ωlt), (1.74)
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and the Hamiltonian of the quantized field takes the form:

Ĥ = 2ε0L
3
∑

ℓ

ω2
ℓ (Â

2
qℓ + Â2

pℓ)

= ε0L
3
∑

ℓ

ω2
ℓ (ÂℓÂ

†
ℓ + Â†

ℓÂℓ)

Ĥ =
∑

ℓ

ℏωℓ
2

(âℓâ
†
ℓ + â†ℓ âℓ). (1.75)

This Hamiltonian represents an assembly of independent quantum harmonic oscillators, where

the position and momentum analogues are the real and imaginary parts of the spatial Fourier

component A⃗ℓ of the complex vector potential A⃗(+)(r⃗, t).

1.2.5 Basis Change

While the Travelling Plane Wave (TPW) basis has served us well due to its mathematical simplic-

ity and connection to spatial Fourier transforms, it lacks physical realism as it assumes uniform

field amplitude throughout the entire volume V = L3. We will now explore alternative bases

that may offer more physically intuitive representations but first let’s define this notion of basis

change.

Consider a unitary transformation applied to the set of TPW creation operators, yielding a

new set of operators {b̂†m}:

b̂†m =
∑

ℓ

Umℓâ
†
ℓ (1.76)

Here, Umℓ represents an element of a unitary matrix U as we introduced in Eq. (1.47) for the

mode basis. The corresponding annihilation operator is given by:

b̂m =
∑

ℓ

U†
mℓâℓ =

∑

ℓ

U−1
ℓm âℓ (1.77)
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One can verify that these new operators obey the standard commutation relation:

[b̂m, b̂
†
m′ ] =

∑

ℓ,ℓ′

U†
mℓUm′ℓ′ [âℓ, â

†
ℓ′ ] =

∑

ℓ

U†
mℓUm′ℓ = δm,m′ (1.78)

This demonstrates that {b̂m} constitute a new set of annihilation operators for independent

harmonic oscillators, preserving the fundamental nature of our bosonic operators.

By inverting the transformation, we can express the original operators in terms of the new

ones:

âℓ =
∑

m

Umℓb̂m (1.79)

Substituting this into our previous expression for the complex field operator Eq. (1.74), we obtain:

ˆ⃗
A(+)(r⃗) =

∑

m

b̂mv⃗m(r⃗) (1.80)

where the new mode functions v⃗m(r⃗) are given by:

v⃗m(r⃗) =
∑

ℓ

√
ℏ

2ε0L3ωℓ
Umℓ ε⃗ℓe

i(k⃗ℓ·r⃗−ωlt) (1.81)

The set {v⃗m} forms a new basis for decomposing complex fields, with each v⃗m describing the

spatial mode associated with the annihilation operator b̂m. It’s important to note that this basis

is generally not orthonormal due to the frequency-dependent factor
√
ωℓ in the coefficient. How-

ever, when the modes are composed only of spectral components centred reasonably around

the central carrier frequency, the modes can be considered orthogonal.

While the field operator transforms straightforwardly, the Hamiltonian Eq. (1.75) is not invari-

ant under these general unitary transformations. It takes the form:

Ĥ =
∑

m,m′

Em,m′ b̂†mb̂m′ (1.82)

This indicates that the new modes are not necessarily decoupled in energy and may not be

eigenmodes of the radiation field Hamiltonian. The coupling terms Em,m′ for m ̸= m′ represent
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interactions between different modes in this new basis.

We can, however, construct a special class of unitary transformations that preserve the

eigenmode structure. Consider a transformation that only mixes modes of equal frequencies:

Umℓ = 0 if ωℓ ̸= ωm. Under this constraint, the field operator takes the form:

ˆ⃗
A(+)(r⃗) =

∑

m

√
ℏ

2ε0ωm
b̂mv⃗m(r⃗) (1.83)

where the new mode functions are:

v⃗m(r⃗) =
∑

ℓ

√
1

L3
Umℓε⃗ℓe

i(k⃗ℓ·r⃗−ωlt) (1.84)

These v⃗m form an orthonormal basis satisfying:

∫

(V )

d3r v⃗m(r⃗) · v⃗ ∗
m′(r⃗) = δm,m′ (1.85)

and

∑

m

v⃗m(r⃗) · v⃗ ∗
m(r⃗ ′) = δ(r⃗ − r⃗ ′). (1.86)

This transformation preserves the number of photons at each frequency and leaves the Hamil-

tonian invariant. The new modes are decoupled and represent new eigenmodes of the radiation

field.

Practical examples of such eigenmode bases include Hermite-Gauss modes such as in

Fig. 1.2, which are particularly useful for describing light beams in the paraxial approximation.

1.2.6 Paraxial optics and transverse modes

While the plane wave decomposition provided a useful mathematical framework, it has limi-

tations in describing real-world optical scenarios due to the infinite transverse extent of plane

waves. In this section, we introduce an alternative set of modes that more accurately represent

the finite nature of real electromagnetic fields. These modes are particularly relevant to the
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optical systems we will explore throughout this thesis and have the added advantage of being

experimentally realizable in laboratory settings.

Optical Beams and the Paraxial Approximation

In contrast to the plane wave basis discussed earlier, we now focus on optical beams - light

propagating nearly along a specific direction, which we designate as the z axis. The vector

potential of such a beam can be expressed as:

A⃗(r⃗, t) =

∫
dkz

˜⃗
A (kz, r⃗⊥, z, t) exp (ikzz) (1.87)

where r⃗⊥ = (x, y) represents the transverse coordinates, and ˜⃗
A (kz, r⃗⊥, z, t) is an amplitude

that varies slowly compared to |kz| both longitudinally
∣∣∣∂2z

˜⃗
A
∣∣∣ ≪

∣∣∣kz∂z ˜⃗A
∣∣∣ ≪ k2z |

˜⃗
A| and trans-

versely
∣∣∣∇⃗⊥ · ˜⃗A

∣∣∣≪
∣∣∣kz ˜⃗A

∣∣∣, where ∇⃗⊥ = (∂x, ∂y). These conditions define paraxial waves. Under

these assumptions, the polarization properties of ˜⃗
A (kz, r⃗⊥, z, t) decouple from the spatiotempo-

ral aspects, allowing us to work within the scalar approximation. We seek solutions of the form

ε⃗ (kz)A (kz, t)u (kz, r⃗⊥, z) exp(ikz).

The function u (kz, r⃗⊥, z) satisfies the paraxial wave equation:

(
2ikz∂z +∇2

⊥
)
u (kz, r⃗⊥, z) = 0. (1.88)

This equation has a unique solution when the transverse structure of u (kz, r⃗⊥, z) is specified at

a plane z = z0:

u (kz, r⃗⊥, z) = −
ikz

2π (z − z0)

∫

R2

d2r⃗′⊥u (kz, r⃗⊥, z0) exp

[
− ikz
2 (z − z0)

(r⃗⊥ − r⃗′⊥)
2
]
. (1.89)

This integral form describes how the transverse pattern of an optical beam evolves due to diffrac-

tion as it propagates along the z-axis.

A special set of solutions to the paraxial equation maintains its transverse shape during
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propagation, changing only in scale and phase:

u (kz, r⃗⊥, z) = σ(z) exp [iγ (r⃗⊥, z)]u [kz, σ(z)r⃗⊥, z0] . (1.90)

Their explicit form depends on the chosen coordinate system. The fundamental transverse

mode, which is the same in any coordinate system, has a Gaussian form u (kz, r⃗⊥, z0) =

u0 exp
[
i
kz r⃗

2
⊥

2q(z0)

]
. Here, q(z) is the complex q-parameter of the beam, typically expressed as:

1

q(z)
=

1

R(z)
+ i

2

kzw2(z)
. (1.91)

where R(z) is the curvature radius and w(z) is the spot size of the mode. Introducing this

decomposition into the ansatz Eq. (1.90), we obtain:

u (kz, r⃗⊥, z) exp (ikzz0) = u0 exp

[
− r⃗2⊥
w2 (z0)

]
exp

[
ikz

(
z0 +

r⃗2⊥
2R (z0)

)]
. (1.92)

After applying the paraxial propagator, this transverse pattern evolves to:

u (kz, r⃗⊥, z) =
u0
w(z)

exp

[
i
kz r⃗

2
⊥

2q(z)
+ iψ(z)

]
(1.93)

where: q(z) = q (z0) + z − z0 and ψ(z) = arg
[
1 + z−z0

q(z0)

]
.

Conventionally, we choose the reference plane z0 = 0 as the plane where the wavefront is

flat, i.e., R(z0 = 0) =∞ and denote ω(z0 = 0) as ω0. With this choice, we obtain:

w2(z) = w2
0

[
1 +

(
z

zR

)2
]
, (1.94)

R(z) = z

[
1 +

(zR
z

)2]
, (1.95)

ψ(z) = − arctan

(
z

zR

)
∈
[
−π
2
,
π

2

]
. (1.96)

Here, zR =
kzw

2
0

2 is the Rayleigh length (which can be negative when kz is negative), and Ψ(z)

is known as the Gouy phase.
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This pattern u (kz, r⃗⊥, z) relates to u (kz, r⃗⊥, z0) in the form of Eq. (1.89), confirming its nature

as a transverse mode. This is called the fundamental transverse mode. Other transverse modes

have a similar Gaussian structure but are modulated by additional transverse functions.

In Cartesian coordinates, the transverse modes are known as Hermite-Gauss (HG) or TEMmn

modes:

Hmn(kz, r⃗⊥, z) =
1√

2m+n−1πm!n!w(z)
Hm

[√
2x

w(z)

]
Hn

[√
2y

w(z)

]
exp

[
ikz

x2 + y2

2q(z)
+ i(1 +m+ n)ψ(z)

]

(1.97)

where Hm(x) are Hermite polynomials Hm(x) = (−1)m exp(x2) d
m

dtm exp(−x2) and m and n are

the horizontal and vertical indices of the mode, respectively. These modes form an orthonormal

and complete set in the transverse plane:

∫

R2

d2r⃗⊥H
∗
mn(kz, r⃗⊥, z)Hm′n′(kz, r⃗⊥, z) = δmm′δnn′ ∀z, (1.98)

and

∑

m,n

H∗
mn(kz, r⃗

′
⊥, z)Hmn(kz, r⃗⊥, z) = δ2(r⃗⊥ − r⃗ ′

⊥) ∀z. (1.99)

This formalism provides a powerful tool for describing realistic optical beams and forms the

foundation for understanding more complex optical phenomena in subsequent chapters.

Other sets of transverse modes include Laguerre-Gauss (LG) modes and Hybrid Laguerre-

Gauss modes.

1.2.7 Quantization in an optical cavity

An optical cavity is essentially a sophisticated mirror arrangement that forms an interferometer.

It’s designed to create a specific path length for light to travel. When light completes a round

trip within the cavity and its phase aligns perfectly (a multiple of 2π), we get what’s called con-

structive interference. This results in a boost in optical intensity at the cavity’s outputs, a state

we refer to as resonance between the light and the cavity. Conversely, when the light and cavity
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are out of sync, we see destructive interference, and the light simply bounces back off the input

mirror.

You can observe these resonance effects by tweaking either the light’s frequency or the

cavity’s length. As you do so, you’ll notice intensity peaks that signal resonance. These peaks

are spaced out in a predictable way - in terms of frequency, they’re separated by the inverse of

the round-trip time, while in terms of length, they’re spaced by the wavelength λ.

While electromagnetic field quantization in optical cavities is the goal of this section, we focus

on the classical foundation: determining cavity modes through geometric optics and ABCD

formalism as they will be relevant in Chapter 2 of this thesis. These modes serve as the basis

for field quantization, which we use in Chapter 2 for the quantum treatment of a novel type of

cavities introduced. For a complete description of electromagnetic field quantization in optical

cavities such as the ones we describe in this section, we refer to these resources [88, 100].

Geometrical Optics in Optical Cavities

Optical cavities, at their core, consist of two opposing spherical mirrors forming a linear res-

onator. These structures excel at trapping light, allowing it to oscillate between the mirrors.

We’ll examine the conditions necessary for effective light confinement.

In the geometrical optics framework, applicable when the Fresnel number F = d2/λl is large

(where d is the beam’s transverse size, λ the wavelength and l the propagation distance), we

visualize the beam as a collection of collimated rays. At any longitudinal position z, a ray is

characterized by:

v⃗(z) =



r(z)

θ(z)


 . (1.100)

Here, r(z) denotes the ray’s distance from the z-axis, and θ(z) is its angle with this axis, termed

transverse position and inclination respectively. Optical elements’ effects on the beam are de-
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scribed by ABCD matrices:

M =



A B

C D


 . (1.101)

This matrix transforms an input ray v⃗(zin) =



rin

θin


 to:

v⃗(zout) =Mv⃗(zin) =



Arin +Bθin

Crin +Dθin


 (1.102)

For example, for free-space propagation over distance l:

Mprop =



1 l

0 1


 . (1.103)

A spherical interface with curvature radius R between media of refractive indices n1 and n2 also

has the following ABDC matrix:

Minterface =




1 0

n1−n2

n2R
n1

n2


 . (1.104)

From these, we derive ABCD matrices for lenses and mirrors:

Mlens =




1 0

− 1
f 1


 , Mmirror =




1 0

− 2
R 1


 , (1.105)

with f as lens focal length and R as mirror curvature radius.

For any ABCD matrix M that describes the transformation between two planes with refractive

indices nin and nout, a fundamental property holds: det(M) = nin

nout
. This relationship can be

derived by considering that any complex optical system can be decomposed into a series of

simpler elements, each represented by either a propagation matrix (as in Eq. (1.103)) or a
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refraction matrix (as in Eq. (1.104)) and that the determinant of the overall system matrix is

equal to the product of the determinants of these individual element matrices.

Because as we mentioned earlier, transverse modes maintain their shape through ABCD

systems, a mode with initial q-parameter q(zin) and Gouy phase ψ(zin) through an optical sys-

tem characterized by its ABCD matrix, will transform into the exact same mode such that:

q(zout) =
Aq(zin) +B

Cq(zin) +D
,

ψ(zout) = ψ(zin)− arg

[
A+

|B|
q(zin)

]
. (1.106)

In an optical cavity, a ray v⃗(z0) =



rin

θin


 at reference plane z = z0 undergoes a roundtrip trans-

formation:

MLoop =



ALoop BLoop

CLoop DLoop


 . (1.107)

After N roundtrips, using Sylvester theorem applied to the N ′ ’th power of a 2 × 2 matrix with

determinant one:

v⃗N (z0) =MN
Loopv⃗(z0) =

1

sinϕ



ALoop sinNϕ− sin[(N − 1)ϕ] BLoop sinNϕ

CLoop sinNϕ DLoop sinNϕ− sin(N − 1)ϕ


 v⃗(z0)

(1.108)

where cos θ = (ALoop +DLoop)/2.

For cavity confinement, θ must be real, leading to the stability condition:

−1 < ALoop +DLoop

2
< 1. (1.109)

Else the trigonometric functions of θ become hyperbolic, leading to divergent ray coordinates.

This also could be found by looking at the characteristic equation of the cavity λ2−Tr(Mtotal)λ+

1 = 0 that we solve for λs with no-nonpositive modulus to ensure stability. This condition,
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independent of the reference plane choice, defines a stable optical cavity. The trace of the

roundtrip matrix remains constant regardless of the chosen reference plane.

1.2.8 Particular examples of cavities

Let’s consider a basic linear cavity. Imagine two flat mirrors facing each other, separated by

a distance L. For a plane wave with wavelength λ, you would expect resonances when the

round-trip length (2L) is a whole number multiple of the wavelength λ. However, this setup

isn’t practical in the real world because it’s not geometrically stable - a real laser beam would

eventually spread out too much.

To create a stable cavity, we need at least one optical element with a finite focal length to

handle Gaussian modes. Typically, we use concave mirrors for this, as they can counteract the

beam’s natural tendency to diverge over multiple round trips.

As a Gaussian beam travels, it picks up an interesting phase shift known as the Gouy phase.

This phenomenon was first noticed back in 1890 by Louis Georges Gouy [101], a French physi-

cist who observed it in thermal light passing through a focal point. For a laser mode of order N ,

the Gouy phase ψN (z) is given by: ψN (z) = (N + 1) tan−1(z/zR) [100]. Here, z is measured

from the beam’s waist, and zR (the Rayleigh length) equals πw2
0/λ. This phase shift causes

a slight displacement εN in where the resonance peaks occur, compared to what you would

expect with plane waves. So, for the N th-order mode, resonances happen when the round-trip

length is 2L = pλ+ εN , where p is an integer.

In a cavity with one flat mirror and one concave mirror spaced L apart, the Gouy phase

accumulated over a round trip gives us: εN = (N + 1)λπ tan−1(L/zR). Notice how εN grows

linearly with N . This creates a regular spacing between resonant peaks for different mode

orders.

Interestingly, cavities with an odd number of mirrors, like triangular cavities, behave differ-

ently from those with an even number. In even-mirror cavities, all modes of a given order N ac-

cumulate the same total phase in a round trip. But in odd-mirror cavities, some modes can pick

up extra phase shifts. This peculiarity allows triangular cavities to distinguish between certain

modes, like TEM01 and TEM10. Their resonance peaks end up separated by half the distance
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Figure 1.5: Mode cleaner cavity: When a paraxial monochromatic beam with a specific
transverse-mode distribution impinges on a spatial-mode cleaner that is tuned on a particu-
lar transverse mode, the desired mode is transmitted while the rest of the modal content is
reflected.

between consecutive TEM00 peaks [102]. In frequency terms, that’s half a free spectral range

(FSR), or λ
2 in terms of total cavity length.

Particular case of mode cleaner cavities

A triangular resonator is an optical cavity configuration that supports Hermite-Gaussian (HG)

modes. This resonator consists of three mirrors arranged in a triangular geometry, enabling the

confinement and propagation of light within the cavity. The analysis of such a resonator involves

understanding the mode structure, stability conditions, and the behaviour of the electromagnetic

fields within the cavity and it is the basis of widely known and used mode-cleaner cavities as

shown in Fig. 1.5.

To determine the stability conditions and the complex cavity eigenmodes of the triangular

resonator, we employ the ABCD matrix formalism. This approach allows us to model the optical

elements and free-space propagation within the resonator systematically.

We use the powerful ABCD matrix formalism we developed in earlier top describe the prop-

agation of Gaussian beams through optical systems. For the triangular resonator, the optical

path consists of:

1. Passage through coupler r1.
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2. Free-space propagation over a distance L1.

3. Passage through coupler r2.

4. Free-space propagation over a distance L2.

5. Reflection from a spherical mirror with radius of curvature R.

6. Free-space propagation over a distance L3.

The total propagation length in a round trip is given by:L1 + L2 + L3 = LLoop. The ABCD

matrices for these elements are:

Mfree(L) =



1 L

0 1


 ,Mmirror =




1 0

− 2

R
1


 (1.110)

The total ABCD matrix Mtotal for one round trip in the resonator is the product of the individual

matrices in the order of propagation. Note that the couplers r1 and r2 affect the field amplitudes

but do not alter the ABCD matrices, which are concerned with the ray optics. Thus, the ABCD

matrix sequence is:

Mtotal =Mfree(L3) ·Mmirror ·Mfree(L2) ·Mfree(L1) (1.111)

Doing the multiplication and simplifying the elements:

Mtotal =



ALoop BLoop

CLoop DLoop


 =



1− 2L3

R
LLoop

(
1− 2L3

R

)
+ L3

− 2

R
1− 2L2

R
− 2L1L2

R


 . (1.112)

The stability of the resonator is determined by the trace of the total ABCD matrix. For a resonator

to support stable modes, the following condition must be satisfied:

−2 < Tr(Mtotal) < 2 (1.113)
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Calculating the trace yield:

Tr(Mtotal) =

(
1− 2L3

R

)
+

(
1− 2L2

R
− 2L1L2

R

)
= 2− 2(L2 + L3)

R
− 2L1L2

R
(1.114)

and applying the stability condition gives:

−2 < 2− 2(L2 + L3)

R
− 2L1L2

R
< 2. (1.115)

Solving both inequalities and combining the results, the stability condition is:

0 < L2 + L3 + L1L2 < 2R. (1.116)

This condition ensures that the resonator supports confined modes without divergent beam

propagation.

The eigenmodes of the resonator are determined by solving the characteristic equation de-

rived from the ABCD matrix. The characteristic equation is: λ2−Tr(Mtotal)λ+1 = 0. Substituting

the trace, we get:

λ2 −
(
2− 2(L2 + L3)

R
− 2L1L2

R

)
λ+ 1 = 0. (1.117)

Solving for λ using the quadratic formula:

λ =
Tr(Mtotal)±

√
Tr(Mtotal)2 − 4

2
(1.118)

For stable resonators(Eq. (1.116)), the discriminant ∆ = Tr(Mtotal)
2 − 4 is negative.

The modes of the resonator can be described by the electric field distribution U(r⃗), where

r⃗ = (x, y) represents the transverse coordinates. For HG modes, the field distribution is given

by:

Uin(r⃗) = AmnHm

(√
2x

w0

)
Hn

(√
2y

w0

)
exp

(
−x

2 + y2

w2
0

)
= Umn(r⃗), (1.119)

where Amn is the amplitude coefficient, Hm and Hn are Hermite polynomials of order m and n,

45



1.2. QUANTIZATION OF THE ELECTROMAGNETIC FIELD

respectively and w0 is the beam waist.

After n round trips within the resonator, the field distribution evolves as:

Un(r⃗) = t1(r1r2)
nAmnHm

(√
2x

w0

)
Hn

(√
2y

w0

)
e−jknLLoopej(m+n+1)ψ(nLLoop) (1.120)

where t1 is the transmission coefficient of coupler r1 and r1 and r2 are the reflection coefficients

of the couplers. ψ(z) represents the Gouy phase given by Eq. (1.106). The total field within the

resonator is the sum of all round-trip contributions:

Utot =

+∞∑

n=0

Un =
t1Uin

1− r1r2 exp
[
j [−kLLoop + (m+ n+ 1)ψ(LLoop)]

] (1.121)

The transmission coefficient T can be written as:

T =
Tmax

1 + F2 sin2
(
kLLoop

2
− (m+ n+ 1)ψ(LLoop)

2

) (1.122)

It is expressed as a function of the finesse F and the maximum transmission Tmax:

F =
π
√
r1r2

1− r1r2
(1.123)

Tmax =
r1r2

(1− r1r2)2
. (1.124)

The triangular cavity’s ability to distinguish between transverse modes with the same m + n

arises from its geometric configuration, which introduces mode-dependent phase shifts and

frequency splitting. Specifically, modes like TE01 and TE10 have the same m + n = 1, but

their different spatial distributions interact uniquely with the cavity’s asymmetry. This leads to

slight differences in their resonant frequencies, allowing the cavity to differentiate between them

based on their distinct transmission peaks. In the triangular geometry, the asymmetric path

lengths and coupler placements result in different Gouy phases for modes with identical m+ n,

thereby lifting the degeneracy. Consequently, TE01 and TE10 modes resonate at slightly different

frequencies, enhancing the cavity’s capability to selectively amplify or suppress specific modes.

This is true for odd numbers of cavities [102].
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Quantization in optical cavities

As discussed previously, the quantization of electromagnetic fields in optical cavities builds upon

the understanding of cavity modes. In this section, while we establish the classical foundation

using geometric optics and ABCD formalism to determine these modes, a groundwork that

is particularly relevant for Chapter 2, where we employ these results to develop a quantum

treatment of novel cavity configurations. While we focus here on the classical description, com-

prehensive treatments of electromagnetic field quantization for the example of optical cavities

we considered, can be found in [88, 100].

1.3 Multimode Gaussian States

To introduce the section on multimode Gaussian states, we remind the discussion we had in

Subsection 1.1.4 on continuous variable (CV) systems. These are systems whose relevant

degrees of freedom are associated with operators having continuous spectra. An example of a

multimode case of a bosonic CV system is a quantized field, such as the electromagnetic field.

Such a system can be modelled as a collection of non-interacting quantum harmonic oscillators

with different frequencies, each referred to as a mode. To simplify our discussion, we will focus

on systems with a discrete number of modes (e.g., an optical cavity), each with one spatial

dimension.

Here, we adopt the formalism developed by Adesso et al. [7] and the reader is advised to

refer to [103, 104] for a different or a more detailed treatment.

An N -mode CV system is described by a Hilbert space H =
⊗N

m=1Hm, where each Hm
is an infinite-dimensional space associated with a single mode. The Hamiltonian for such a

system can be expressed as:

Ĥ =

N∑

m=1

Ĥm =

N∑

m=1

ℏωm
(
â†mâm +

1

2

)
, (1.125)

where âm and â†m are the annihilation and creation operators for the m-th mode with frequency

ωm. These operators, we remind, obey the commutation relations:
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[âm, â
†
n] = δmn, [âm, ân] = [â†m, â

†
n] = 0. (1.126)

We define quadrature operators analogous to position and momentum for each mode as we did

in Subsection 1.1.2 for the HO: x̂m =
âm+â†m√

2
and ŷm = −i âm−â†m√

2
with [x̂m, ŷn] = iδmn. For

compact notation, we introduce the vector of quadrature operators:

ˆ⃗
R = (x̂1, . . . , x̂N |ŷ1, . . . , ŷN )T. (1.127)

This allows us to express the commutation relations as: [R̂m, R̂n] = iΩmn, where Ω is the

symplectic form:

Ω =




0 IN

−IN 0


 , (1.128)

where IN is the N ×N identity matrix and Ω verifying ΩT = −Ω = Ω−1.

1.3.1 Phase Space Description

We previously discussed in Subsection 1.1.4 when talking about continuous variables quantum

states that position and momentum observables lack common eigenstates, and their eigenvec-

tors don’t represent physically realizable states of the Harmonic Oscillator. Consequently, these

observables cannot have definite values simultaneously. Instead, for a given state characterized

by its density operator ρ̂, we can only provide probability density functions ⟨x|ρ̂|x⟩ and ⟨y|ρ̂|y⟩

that govern the measurement statistics of these observables. This implies that well-defined

trajectories in phase space don’t exist quantum mechanically, as position and momentum are

always subject to quantum fluctuations.

This leads us to a natural question: Is it possible to describe quantum mechanics using a

probability distribution in phase space that essentially blurs classical trajectories? The answer is

nuanced, as quantum noise exhibits more intricate characteristics than its classical counterpart.
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Let’s introduce the probability distributionWρ(r⃗) as in the lecture notes [87], where r⃗ = (x|y)T

encapsulates all phase-space variables, and the subscript denotes the corresponding quantum

state ρ̂. We construct this distribution to yield the position and momentum probability density

functions as its marginals:

⟨x|ρ̂|x⟩ =
∫

R
dyWρ(r⃗), (1.129)

and

⟨y|ρ̂|y⟩ =
∫

R
dxWρ(r⃗). (1.130)

These conditions uniquely define Wρ(r⃗), known as the Wigner function.

To facilitate the analysis, let us stick to the single mode case where the quadrature vector

writes ˆ⃗
R = (x̂, ŷ)T and we introduce the following concepts:

• We define the displacement operator, reminiscent of the one defined for coherent states

Eq. (2.56) :

D̂(r⃗) = exp

(
i

2
ˆ⃗
RTΩr⃗

)
= exp

(
i

2
(yx̂− xŷ)

)
. (1.131)

• The quantum characteristic function is given by:

χρ(s⃗) = tr{ρ̂D̂(s⃗)} = ⟨D̂(s⃗)⟩. (1.132)

The Wigner function is then defined as the Fourier transform of the characteristic function:

Wρ(r⃗) =

∫

R2

d2s

(4π)2
e−

i
2 r⃗

TΩs⃗χρ(s⃗). (1.133)

This function exhibits several crucial properties, whose proofs can be found in [88, 87]:

1. It yields the correct marginals as defined in Equations 1.129 and 1.130.

2. It is real-valued throughout the whole phase space.
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3. It is normalized:
∫
R2 d

2rWρ(r⃗) = 1.

4. For orthogonal pure states ρ̂1 and ρ̂2, the overlap between their corresponding Wigner

functions writes :

∫

R2

d2rWρ1(r⃗)Wρ2(r⃗) = 0. (1.134)

This mathematical relationship reveals a crucial aspect of the Wigner function: it must

exhibit negative values in certain regions of phase space. If it were non-negative every-

where, the integral of the product of two Wigner functions would always yield a positive

result. Consequently, the Wigner function deviates from the classical notion of a probabil-

ity density function, highlighting its unique quantum nature.

5. The Wigner function is bounded and can always be visualized in phase space:

∫

R2

d2rW 2
ρ (r⃗) =

1

4π
tr{ρ̂2} ≤ 1

4π
. (1.135)

The upper bound of 1
4π stems from the property tr{ρ̂2} ≤ 1, which holds for all density

operators due to their positive eigenvalues being constrained to values less than or equal

to unity. This constraint ensures that the Wigner function remains finite throughout phase

space, enabling its visualization and analysis without encountering divergences.

6. It uniquely determines the quantum state:

ρ̂ =

∫

R2

d2s

4π
D̂†(s⃗)χρ(s⃗). (1.136)

This property shows the equivalence between the Wigner function (or its characteristic

function) and the quantum state itself. By encapsulating all the information contained in

the state ρ̂, the Wigner function serves as an alternative, phase-space representation of

quantum states, offering a complementary perspective to traditional quantum mechanical

formalisms.

These properties reveal that the Wigner function closely resembles a probability density function
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in phase space, with the crucial distinction of potentially taking negative values. This negativ-

ity is fundamental, indicating that quantum mechanics cannot be fully simulated using classical

means. While not a true probability density function, the Wigner function serves as an invaluable

tool for visualizing quantum fluctuations in phase space. Many experimentally accessible states

of the harmonic oscillator exhibit positive Wigner functions, allowing us to apply classical prob-

ability theory intuition to quantum fluctuations in these cases. The appearance of negativities

serves as a clear indicator of genuine quantum phenomena.

1.3.2 Gaussian States

Gaussian states are frequent in quantum physics laboratories. They can be generated and ma-

nipulated experimentally in a variety of physical systems, ranging from light fields to atomic en-

sembles [13, 18]. They encompass a wide range of important quantum states, including coher-

ent states (such as those produced by lasers), thermal states (emitted by black body sources),

and even the vacuum state. The defining characteristic of a Gaussian state is that its charac-

teristic functions (Eq. (1.139)) and quasiprobability distributions (Eqs. (1.129) and (1.130)) are

Gaussian functions in the quantum phase space. For pure states, this property also manifests

as a Gaussian wavefunction in the quadrature (position or momentum) basis [105].

A key feature of Gaussian states is that they are fully characterized by their first and second

moments. The first moment vector d⃗ of a state is defined as: d⃗ = ⟨ ˆ⃗R⟩, while the second order

moments form the covariance matrix σ = (σij), given by:

σ =
1

2
⟨ ˆ⃗R ˆ⃗
RT + (

ˆ⃗
R
ˆ⃗
RT)T⟩ − ⟨ ˆ⃗R⟩⟨ ˆ⃗R⟩ (1.137)

and equivalently

σij =
1

2
⟨R̂iR̂j + R̂jR̂i⟩ − ⟨R̂i⟩ρ⟨R̂j⟩, (1.138)

with ˆ⃗
R the quadrature vector (Eq. (1.127)) and the expectation value taken in regards to the

state ρ̂ : ⟨Â⟩ = ⟨Â⟩ρ = Tr[ρÂ] where Â is any operator.

The covariance matrix σ is a real, symmetric, positive definite matrix. For N -mode Gaus-

51



1.3. MULTIMODE GAUSSIAN STATES

sian states ρ, both the characteristic and Wigner functions have Gaussian forms, completely

determined by d⃗ and σ:

χρ(ξ⃗) = e−
1
4 ξ⃗

TΩσΩTξ⃗−i(Ωd⃗)Tξ⃗, (1.139)

Wρ(x⃗) =
1

πN
1√

det(σ)
e−(x⃗−d⃗)Tσ−1(x⃗−d⃗), (1.140)

where ξ⃗ and X⃗ ∈ R2N .

Coherent states, which we introduced earlier in Subsection 1.1.4, are examples of Gaussian

states. For a single-mode coherent state |α⟩, the first moments and covariance matrix:

d⃗ =
√
2



Re(α)

Im(α)


 , σ = I. (1.141)

Particularly, the covariance matrix for a coherent state is the identity matrix, regardless of the

coherent parameter α. We show that in Subsection 1.4.4 for the simplest coherent state. This

reflects the fact that coherent states are states of minimum Heisenberg uncertainty ∆x̂∆ŷ = 1,

where we remind that ∆(Â) = ⟨Â2⟩ − ⟨Â⟩2 is the variance of an observable Â for a given state

ρ.

Coherent states are not the only states we reviewed that saturate the uncertainty relation.

Squeezed states, we mentioned in Subsection 1.1.4, also maintain this property while allowing

for unbalanced variances on the two canonical quadratures for each mode. The most general

Gaussian pure state |ψ⟩ of a single mode is a displaced squeezed state, obtained by applying

both the displacement operator D̂(α) (Eq. (1.131)) and the single-mode squeezing operator

Ŝ(ζ) to the vacuum state: |ψα,ζ⟩ = D̂(α)Ŝ(ζ)|0⟩. Pure single-mode Gaussian states are thus

fully specified by their displacement vector α ∈ C, squeezing degree s ∈ R+, and squeezing

phase θ ∈ [0, 2π] : |ψα,ζ⟩ ≡ |ψα,s,θ⟩.

Despite the infinite dimension of the associated Hilbert space, an arbitrary Gaussian state

ρ̂ can be completely described (up to local unitary operations) by its 2N × 2N covariance ma-

trix σ. The physical validity of a covariance matrix is ensured by the condition: σ + iΩ ≥
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0. This inequality, which is a consequence of the uncertainty principle in its strong Robert-

son–Schrödinger form [106, 107], is necessary and sufficient for σ to describe a physical Gaus-

sian state [108, 109], and is necessary (but not sufficient) for non-Gaussian states.

1.3.3 Gaussian Unitaries and the symplectic group

Building upon our discussion of Gaussian states, we now explore how unitary transformations

are represented in this framework. This leads us to the concept of Gaussian unitaries. In the

Hilbert space, unitary transformations on Gaussian states map to real symplectic transforma-

tions in phase space, affecting both the first and second moments:

ρ̂′ = Û ρ̂Û† ⇒





d⃗′ = Sd⃗,

σ′ = SσST.

(1.142)

Here, S represents a symplectic matrix corresponding to the action of Û on ρ̂. This elegant

transformation rule applies exclusively to unitaries with exponents at most quadratic in the mode

operators {âm, âm†}. Such transformations preserve the Gaussian nature of states, as higher-

order terms would influence moments beyond the second order.

To fully grasp these symplectic transformations, we must venture into symplectic geometry,

a field deeply rooted in classical mechanics but with profound quantum implications [110, 103,

111, 104].

The real symplectic group denoted Sp(2N,R), is defined by the group of real matrices sat-

isfying the condition: SΩST = Ω, where Ω is the symplectic form. More explicitly: Sp(2N,R) =
{
S ∈ R2N×2N |SΩST = Ω

}
. Symplectic matrices are square (2N × 2N ), invertible, and have

determinant +1. Given our quadrature operator arrangement, we can decompose a symplectic

matrix into blocks:

S =



S1 S2

S3 S4


 , (1.143)

where S1, S2, S3, S4 are N×N submatrices that must satisfy certain conditions derived from the
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defining symplectic relation SΩST = Ω: both S1S
T
2 and S3S

T
4 must be symmetric and S1S

T
4 −

S2S
T
3 = IN . These conditions ensure that S preserves the symplectic structure.

An important result in symplectic geometry is the Williamson theorem, which states that any

symmetric positive-definite matrix can be diagonalized via a symplectic transformation [112].

This theorem is instrumental in finding the symplectic eigenvalues of a Gaussian state’s covari-

ance matrix:

Theorem 1.3.1 (Williamson Theorem). For any 2N × 2N positive-definite matrix σ, there exists

S ∈ Sp(2N,R) such that:

σ = S



Λ 0

0 Λ


ST, (1.144)

where Λ is the N ×N submatrix that represents the symplectic spectrum associated with σ.

Sometimes alternative representations are used in different quadrature bases involving dif-

ferent arrangements of the quadrature operators. For example, let’s consider an alternative

representation on a different basis :

ˆ⃗
R′ =




x̂1
...

x̂N

ŷ1
...

ŷN




≡ T




x̂1

ŷ1
...

x̂N

ŷN




. (1.145)

Here, T = (Tij) is a basis-changing matrix with elements: Tij = δi,2j−1 + δi+2N,2j for i, j =

1, . . . , 2N . This rearrangement leads to a block form for the symplectic form and symplectic

matrices:

Ω′ =

N⊕

k=1

ω, ω =




0 1

−1 0


 (1.146)
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and

S′ =




s11 s12 · · · s1N

s21 s22
. . .

...

sNN




(1.147)

where the 2 × 2 sub-block smn represents the transformation between the modes m and n. In

this representation, the Williamson normal form of a covariance matrix σ can be expressed as:

σ = S

N⊕

k=1



dk 0

0 dk


ST. (1.148)

An alternative representation, known as the complex form of Sp(2N,R) [113], can be obtained

by transforming from the quadrature operators x̂j , ŷj to the mode operators âj , â
†
j . This trans-

formation is given by: ˆ⃗
ξ = L

ˆ⃗
R′:

ˆ⃗
ξ =




â1
...

âN

â†1
...

â†N




= L




x̂1
...

x̂N

ŷ1
...

ŷN




(1.149)

where the basis-changing matrix L is defined as:

L =
1√
2



IN iIN

IN −iIN


 (1.150)

In this complex representation, any matrix S in the quadrature basis transforms as S → Sξ =

LSL†. This transformation leads to the following expressions for the symplectic form and sym-
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plectic matrices:

Ωξ = −iK, K =



IN 0

0 −IN


 , Sξ =



Sξ1 Sξ2

S∗
ξ2 S∗

ξ1


 . (1.151)

In this complex form, the defining symplectic relation becomes SξKS
†
ξ = K, where the transpo-

sition operation in the quadrature basis is replaced by Hermitian conjugation. This leads to the

following conditions for Sξ to be symplectic: Sξ1S
†
ξ1 − Sξ2S

†
ξ2 = I and Sξ1ST

ξ2 = (Sξ1S
T
ξ2)

T.

The Williamson normal form in the complex representation is given by:

σξ = Sξ



Λξ 0

0 Λξ


S†

ξ , (1.152)

where σξ is the complex form of the covariance matrix, defined in terms of the mode operators

as:

σξ = ⟨ ˆ⃗ξ ˆ⃗ξ† + (
ˆ⃗
ξ
ˆ⃗
ξ†)†⟩ − 2⟨ ˆ⃗ξ⟩⟨ ˆ⃗ξ†⟩, (1.153)

such that

(σξ)ij = ⟨ξ̂iξ̂†j + ξ̂†i ξ̂j⟩ − 2⟨ξ̂i⟩⟨ξ̂†j ⟩. (1.154)

In this complex form, the symplectic spectrum of a covariance matrix can be computed using:

Λξ = Eig+(Kσξ), where Eig+ denotes the positive eigenvalues.

The complex form covariance matrix can be obtained from its quadrature counterpart σ using

the transformation with Eq. (1.150), resulting in the block form:

σξ =



σξ1 σξ2

σ∗
ξ2 σ∗

ξ1


 , (1.155)

with σ†
ξ1 = σξ1 and σT

ξ2 = σξ2, ensuring that σξ is hermitian : σ†
ξ = σξ.
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1.3.4 Symplectic representation of linear optics operations

Linear optics forms the backbone of many quantum optical experiments [95], primarily due to the

challenges in achieving high-order non-linear effects on single modes or interactions between

multiple modes simultaneously. The unitary transformations in linear optics are characterized

by exponents that are quadratic in the field operators: Û = e−i
Ĥ
ℏ , where the Hamiltonian Ĥ

takes the most general quadratic form:

Ĥ = ℏ
∑

m,n

Gm,nâ
†
mân +

ℏ
2

∑

m,n

[Fm,nâ
†
mâ

†
n + H.c.]. (1.156)

We’ve omitted linear terms as they can be absorbed by local displacements. In this expres-

sion, the matrix F is a complex symmetric matrix F = FT, while G is a Hermitian complex

matrix, verifying G = G†. We will discuss later on what these matrices represent in different

scenarios.

Using the Baker-Campbell-Hausdorff lemma and more particularly its extended form the

Hadamard lemma:

eÂX̂e−Â =

∞∑

n=0

1

n!
[Â, [Â, · · · [Â, X̂] · · · ]]n, (1.157)

we obtain:

Û
ˆ⃗
ξÛ† = e−i

Ĥ
ℏ
ˆ⃗
ξei

Ĥ
ℏ = Sξ

ˆ⃗
ξ, (1.158)

showing the correspondence between unitary transformations and symplectic matrices, where

Sξ = e−iM = e−iKH and M writes:

M =




G F

−F ∗ −G∗


 =



IN 0

0 −IN






G F

F ∗ G∗


 = KH. (1.159)

H is a Hermitian matrix known as bosonic Bogoliubov-de Gennes (BdG) Hamiltonian related to

the Hamiltonian operator through the following Ĥ = ℏ( ˆ⃗ξ†)TH ˆ⃗
ξ.
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Proof. To demonstrate the correspondence between unitary transformations and symplectic

matrices, we’ll use the Baker-Campbell-Hausdorff lemma in Eq. (1.157). Applying this to our

case, with Â = −i Ĥℏ and X̂ = âk or â†k, we get:

e−i
Ĥ
ℏ âke

i Ĥℏ =

∞∑

n=0

(−i)n
n!

[
Ĥ

ℏ
, [
Ĥ

ℏ
, · · · [Ĥ

ℏ
, âk] · · · ]]n, (1.160)

e−i
Ĥ
ℏ â†ke

i Ĥℏ =

∞∑

n=0

(−i)n
n!

[
Ĥ

ℏ
, [
Ĥ

ℏ
, · · · [Ĥ

ℏ
, â†k] · · · ]]n. (1.161)

Let’s evaluate the first-order commutator for âk:

[
Ĥ

ℏ
, âk

]
=
∑

m,n

Gmn[a
†
man, âk] +

1

2

∑

m,n

{Fmn[a†ma†n, âk] + F ∗
mn[anam, âk]} (1.162)

=
∑

m,n

Gmn[a
†
m, âk]an +

1

2

∑

m,n

{Fmna†m[a†n, âk] + F ∗
mn[an, âk]am} (1.163)

=
∑

m,n

−Gmnanδmk +
1

2

∑

m,n

−Fmn[a†nδmk + a†mδnk] (1.164)

[
Ĥ

ℏ
, âk

]
= −

∑

m

(Gkmâm + Fkmâ
†
m). (1.165)

Similarly, for â†k:

[
Ĥ

ℏ
, â†k

]
=
∑

m

(G∗
mka

†
m + F ∗

kmam) (1.166)

We can express these compactly using vector notation:

[
Ĥ

ℏ
, ξ⃗

]
= −M ˆ⃗

ξ, where M =




G F

−F ∗ −G∗


 . (1.167)

Now, let’s consider the second-order commutator:

[
Ĥ

ℏ
, [
Ĥ

ℏ
,
ˆ⃗
ξ]] = [

Ĥ

ℏ
,−M ˆ⃗

ξ] = −M [
Ĥ

ℏ
,
ˆ⃗
ξ] =M2 ˆ⃗ξ (1.168)
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By induction, we can show that the n-th order commutator is:

[
Ĥ

ℏ
, [
Ĥ

ℏ
, · · · [Ĥ

ℏ
,
ˆ⃗
ξ] · · · ]]n = (−1)nMn ˆ⃗ξ (1.169)

Substituting this back into the Baker-Campbell-Hausdorff expansion:

e−i
Ĥ
ℏ
ˆ⃗
ξei

Ĥ
ℏ =

∞∑

n=0

(−i)n
n!

Mn ˆ⃗ξ = e−iM
ˆ⃗
ξ (1.170)

This demonstrates that the unitary transformation e−i
Ĥ
ℏ on the operators ξ⃗ corresponds to the

symplectic transformation Sξ = e−iM in phase space.

These Bogoliubov transformations in Eq. (1.171) map linear combinations of field operators

to other linear combinations.

Let us remind the commutation relations for the mode operators [ξ̂m, ξ̂
†
n] = Kmn.The unitarity

of Û imposes conditions on Sξ to preserve commutation relations: SξKS
†
ξ = K, which is the

definition the complex form of Sp(2N,R) in the ˆ⃗
ξ basis.

Proof. We can go further and for unitaries expressible as a single exponential, we can de-

rive the following unique correspondence between quadratic unitary operators and symplectic

matrices:

Û = e−iξ̂
†·H·ξ̂ → Sξ = e−iKH . (1.171)

Passive and active transformations

The symplectic group Sp(2N,R) consists of real 2N × 2N matrices S that satisfy the condition

SΩST = Ω, where Ω is the symplectic form defined earlier. This non-compact group contains

the orthogonal group SO(2N) as a maximal compact subgroup. Symplectic matrices with de-

terminant +1 form a connected subgroup of Sp(2N,R).
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Passive transformations are those that preserve the mean energy of the system, character-

ized by Trσ, when acting on the covariance matrix σ by congruence. These include operations

such as phase shifters and beam splitters. In contrast, active transformations, generated by

symmetric operators, do not preserve the system’s energy and include operations like single-

mode and two-mode squeezing.

Let’s examine some standard symplectic matrices S associated with key linear optics trans-

formations:

Phase shift

A single-mode rotation by an angle ϕ/2 in phase space is represented by the unitary opera-

tor Û = exp( iℏ
ϕ
2 â

†
kâk) for mode k. The corresponding symplectic transformation R(ϕ) in the

quadrature basis is:

R(ϕ) =



cos(ϕ2 ) − sin(ϕ2 )

sin(ϕ2 ) cos(ϕ2 ).


 (1.172)

Proof. Defining the hamiltonian from the unitary evolution Ĥ = −ϕ2 â
†
kâk for and matching it to

the expression in Eq. (1.156), we can deduce that G = −ϕ2 . This yield a M matrix:

M =



−ϕ2 0

0 ϕ
2 .


 (1.173)

Recalling Eqs. (1.171), (3.14) and (1.150), we can write:

R(ϕ) = L†e−iKHL (1.174)

=




1√
2

1√
2

−i√
2

i√
2






eiϕ/2 0

0 e−iϕ/2







1√
2

i√
2

1√
2

−i√
2


 (1.175)

=



cos
(
ϕ
2

)
− sin

(
ϕ
2

)

sin
(
ϕ
2

)
cos
(
ϕ
2

)


 . (1.176)
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Beam Splitter Operation

The beam splitter is a fundamental component in quantum optics, representing an ideal (phase-

free) unitary operation. Its action on two modes i and j can be expressed as:





â′i = âi cosϕ− âj sinϕ

â′j = âi sinϕ+ âj cosϕ

. (1.177)

This passive transformation is characterized by its transmissivity τ , which relates to the

rotation angle ϕ in phase space through τ = cos2(ϕ). A notable example is the balanced 50:50

beam splitter, where τ = 1/2 and ϕ = π/4.

In the symplectic formalism, using the process we used for the phase shift operation, the

beam splitter transformation is represented by the matrix:

BS(ϕ) =




cos(ϕ) − sin(ϕ) 0 0

sin(ϕ) cos(ϕ) 0 0

0 0 cos(ϕ) − sin(ϕ)

0 0 sin(ϕ) cos(ϕ)



. (1.178)

Proof. This symplectic representation encapsulates the beam splitter’s action on the quadra-

ture operators of the two involved modes, preserving the Gaussian nature of input states.

Single-Mode Squeezing Operation

The single-mode squeezing operation shows an active transformation. It’s described by the uni-

tary operator Ŝk(reiθ)(Eq. (1.19)), where r represents the squeezing magnitude, θ the squeez-

ing angle and k the number of squeezing modes. In this case, k = 1. In the symplectic formal-

ism, using Eqs. (1.19), (1.20) and (1.21), this operation is represented by the matrix:

S1(r, θ) =



cosh(r) + cos(θ) sinh(r) sin(θ) sinh(r)

sin(θ) sinh(r) cosh(r)− cos(θ) sinh(r)


 . (1.179)
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For θ = 0, this simplifies to:

S1(r, 0) =



er 0

0 e−r


 . (1.180)

This operation, when s > 0, reduces the momentum variance exponentially while increasing

the position variance. The case θ = π/2 reverses this effect, squeezing the position quadrature

instead.

Two-mode squeezing

Similarly, this active transformation, important for creating CV entanglement, is described by the

unitary Ûi,j(r) = exp[r(â†i â
†
j − âiâj)] and has the symplectic representation:

S2(r) =




cosh r sinh r 0 0

sinh r cosh r 0 0

0 0 cosh r − sinh r

0 0 − sinh r cosh r



. (1.181)

Proof.

Mode-wise squeezing

To generalize the previous example, we turn into the class of mode-wise squeezing. This type

of transformation is characterized by a particular form of the Hamiltonian, in Eq. (1.156) where

F is diagonal and writes: F = diag{r1, ..., rn}, containing real squeezing parameters r1, ..., rn

and G is null.

It’s worth noting that while we could consider complex parameters ξk = rke
iϕk , as we did

for the single mode squeezing case and the phase eiϕk will act as a passive Gaussian unitary

transformation. To maintain a clear distinction between transformation classes, we focus on

real squeezing parameters rk. Moreover, the sign of rk can be absorbed into the phase, so we

typically consider non-negative values for r1, ..., rn.
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In mode-wise squeezing, each field mode, represented by the operator ξ̂, undergoes squeez-

ing according to its corresponding parameter in R. The complex symplectic matrix for this trans-

formation takes the form:

Sξ = exp




0 F

F 0


 =



cosh(F ) sinh(F )

sinh(F ) cosh(F )


 . (1.182)

The unitary operator corresponding to this transformation can be expressed as:

Û = exp


 ˆ⃗
ξ†




0 − 1
2F

1
2F 0


 ˆ⃗
ξ


 = e−

r1
2 (â†21 −â21) · · · e−

rN
2 (â†2n −â2N ). (1.183)

This decomposition illustrates that mode-wise squeezing can be understood as a series of

single-mode squeezing operations applied independently to each mode.

1.3.5 Bloch-Messiah Decompostion

We now turn our attention to a crucial decomposition in multimode quantum optics: the Bloch-

Messiah decomposition (BMD). This decomposition provides a powerful tool for understanding

and implementing any Gaussian unitary transformations in terms of simpler, physically realiz-

able operations.

The Bloch-Messiah decomposition states that any Gaussian unitary S transformation can

be decomposed into two passive transformations and one mode-wise squeezing transforma-

tion [113, 114, 115]:

S =



U 0

0 U∗


 exp




0 D

D 0






V 0

0 V ∗




†

= UDV, (1.184)

where U and V are unitary matrices, and D is a diagonal matrix with non-negative entries. This

decomposition was originally introduced by Bloch and Messiah for fermionic systems [116] and

later extended to bosonic systems [117]. The physical interpretation of this decomposition is

profound: it demonstrates that any Gaussian unitary transformation can be realized through
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Figure 1.6: Illustration of Bloch-Messiah decomposition of a multimode interaction (gaus-
sian unitary) into an input linear multiport V followed by single mode squeezers D and an output
linear multiport U.

a sequence of two multiport interferometers (represented by U and V) and a set of single-

mode squeezers (represented by R). This concept is illustrated in Fig. 1.6. More explicitly, the

symplectic transformation is related to Bloch-Messiah decomposition through the following:

S =



S1 S2

S∗
2 S∗

1


 =



U cosh(D)V † U sinh(D)V T

U∗ sinh(D)V † U∗ cosh(D)V T


 . (1.185)

This formulation, used by Braunstein [114], clearly shows how the passive transformations

(U and V ) and the active squeezing operations in (D) combine to produce the overall Gaussian

unitary. The dimensionality of the symplectic group, as revealed by this decomposition, is 2N2+

N , which accounts for the two passive transforms and the mode-wise squeezing operations.

Interestingly, the Bloch-Messiah decomposition can be reduced to a Takagi decomposi-

tion [118], a variant of singular value decomposition for complex symmetric matrices [119]. For

a complex symmetric matrix M =MT ∈ CN×N , the Takagi decomposition states:

M = PD′PT (1.186)

where D′ is a diagonal semi-definite matrix and P is unitary .

By setting M = S1S
T
2 , we can derive the Bloch-Messiah decomposition from the Takagi
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decomposition using the following expression:

U = P,

D =
1

2
arcsinh(2D′),

V = S†
ξ1P

[
cosh

(
1

2
arcsinh(2D′)

)]−1

= S†
ξ1P [cosh(D)]−1.

(1.187)

This connection to the Takagi decomposition provides a practical method for implementing the

Bloch-Messiah decomposition, which will be of practical interest in Chapter 3.

Multimode squeezing

To explore an application of the powerful tool of the Bloch-Messiah decomposition, we can

now explore multimode squeezing within the framework of symplectic matrix formalism. This

approach allows us to understand more complex squeezing operations that involve multiple

modes simultaneously.

In the case of multimode squeezing, we consider a free Hamiltonian Ĥ0 and an interaction

Hamiltonian of the form in Eq. (1.156) where G = 0 and F is, we remind, complex symmetric

matrix (F = FT) that is not necessarily diagonal. The corresponding Gaussian unitary operator

takes the form:

Û = exp

[
1

2

(
ˆ⃗aTF ∗ˆ⃗a− ˆ⃗a†F ˆ⃗a†T

)]
, (1.188)

where ˆ⃗
ξ = (ˆ⃗a|ˆ⃗a†) where ˆ⃗a = (â1, . . . , ân)

T. This expression bears a formal resemblance to the

squeezing operators we encountered earlier.

It’s important to note that when F contains only diagonal elements, this operator describes

mode-wise squeezing, as we discussed in previous sections. However, the power of this for-

mulation becomes apparent when F is non-diagonal, allowing for more complex squeezing

operations that involve interactions between different modes.

Interestingly, even in the case of a non-diagonal F , we can always reframe the operation

in terms of mode-wise squeezing by choosing an appropriate mode basis. This insight comes

from applying the Bloch-Messiah decomposition to this class of operators, where the symplectic
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transformation takes on the form of Eq. (1.184), where U = V is related intimately to the Takagi

decomposition of the matrix F = URUT.

1.4 Quantum Theory of open cavities

In this section, we explore cavity-based open quantum models, building upon our previous dis-

cussion of electromagnetic field quantization within a closed optical cavity. We now extend our

analysis to more realistic scenarios where optical cavities have at least one partially transmitting

mirror. This configuration allows for the injection of light into the cavity and the observation of

intracavity processes through the emitted light. We follow the formalism in [87] that we extend

to the multimode case.

We begin by developing a model for an open cavity with a single partially transmitting mirror.

From this foundation, we derive the evolution equations for the intracavity field in the Heisenberg.

1.4.1 The open cavity model

Figure 1.7: Open cavity model: each mode (here only one) couples to the environment via a
semi-transparent mirror interface. The environmental modes exist as a continuous spectrum,
which can be conceptualized as an extended resonator sharing the semi-transparent mirror but
extending infinitely in one direction.

From previous sections, we start with the field vector operator defined as:

ˆ⃗
E(+)(r⃗, t) = i

∑

m

E ′mâmu⃗m(r⃗, t) (1.189)

where E ′m =
√

ℏωm

2ε0LS
and we have considered the longitudinal modes of an optical cavity

ε⃗me
i(kmz−ωmt) of length L and section S. The corresponding potential vector operator is given
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by:

ˆ⃗
A(+)(r⃗, t) =

∑

m

Emâmε⃗mei(kmz−ωmt), (1.190)

where Em =
√

ℏ
2ε0ωmLS

.

In this model, each cavity mode of index m couples to a set of external modes through

the partially transmitting mirror, which matches the cavity mode in polarization and transverse

shape. We represent them as modes of auxiliary cavities (
∑
m′) of length Lext that share the

partially transmitting mirror with the real cavity but have their second mirrors at infinity.

The field corresponding to this auxiliary cavity for mode m can be expressed as:

ˆ⃗
A

(+)
ext (r⃗, t) =

∑

m

[
lim

Lext→∞

∑

k

Ekâext,k(t)ε⃗kei(kk(z−L)−ωkt)

]
with L ≤ z ≤ L+ Lext. (1.191)

Here, the boson external operators satisfy the usual commutation relations [âext,k(t), â
†
ext,k′(t)] =

δkk′ , and ωk′ = πc
L k

′. As the auxiliary cavity length approaches infinity, the longitudinal modes

become infinitely dense in frequency space. This allows us to replace the sum over m with an

integral:

lim
L→∞

∑

k

=
L

πc

∫
dω, (1.192)

and the Kronecker delta converges to a Dirac delta limL→∞ δkk′ = πc
L δ(ω − ω′), where the

term πc
L is for normalization ensuring limLext →∞

∑∞
k′=1 δkk′ = 1. Even though going as high

ω → ∞ makes no physical sense, it is irrelevant to our description, since we will see that only

frequencies around the transitions of the cavity Hamiltonian will effectively play a non-negligible

role.

We define new continuous boson operators:

âext,m(ω) =

√
L

πc
lim
L→∞

b̂m, (1.193)

which satisfy [âext,m(ω), â†ext,m′(ω′)] = δ(ω−ω′)δmm′ . The vector potential of the field outside the
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cavity can now be written as:

ˆ⃗
A

(+)
ext (r⃗, t) =

∑

m

∫
dωE(ω)âext,m(ω)ε⃗(ω)ei[k(ω)z−ωt], (1.194)

with E(ω) =
√

ℏ
2πcε0ωS

. It is crucial to emphasize that the frequency dependence of the con-

tinuous annihilation operators does not represent a Fourier transform of the time-dependent

operators. Instead, it serves as a label for the available external electromagnetic modes, analo-

gous to the discrete index m used for the cavity with finite length.

The free evolution of the cavity mode and external modes is governed by the Hamiltonian

Ĥ0 = Ĥcav + Ĥext, where:

Ĥcav =
∑

m

ℏωmâ†mâm + ĤI and Ĥext =
∑

m

∫
dω ℏω â†ext,m(ω)âext,m(ω). (1.195)

Here, ĤI represents any additional intracavity processes we choose to include, such as those

described in Eq. (1.156) for example.

The coupling between the cavity and external modes through the mirror is described by a

beam-splitter Hamiltonian:

ĤI = iℏ
∑

m

∫
dω Tm(ω)[â†ext,m(ω)âm − â†mâext,m(ω)]. (1.196)

This form can be justified through various considerations. Mirrors are typically constructed from

dielectrics operating in the linear regime to avoid altering the fundamental properties of light.

Consequently, we anticipate the mirror’s contribution to the Hamiltonian to be quadratic in anni-

hilation and creation operators. Terms like â†ext,m(ω)â†m are excluded as they would necessitate

an energy ℏ(ωc + ω) from an unspecified source. This formulation aligns with the classical be-

haviour of mirrors and beam splitters, which split incident beams into reflected and transmitted

components while preserving spatiotemporal properties and conserving total intensity.

The parameters Tm(ω) depend on the mirror’s transmissivity for each mode and satisfy

T 2
m(ω) ≪ ωm for optical frequencies. Assuming only frequencies near the cavity frequencies

contribute significantly (resonant interaction), we can approximate Tm(ω) =
√

γm
π , where γm
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is the mode-dependent, ω-independent damping rates. This allows us to write the interaction

Hamiltonian:

ĤI = iℏ
∑

m

√
γm
π

∫ +∞

−∞
dω[â†ext,m(ω)âm − â†mâext,m(ω)] (1.197)

This model forms the basis for our analysis of the open cavity. In the following sections, we will

now derive reduced evolution equations for the intracavity mode in the Heisenberg picture.

1.4.2 Heisenberg picture approach: The quantum Langevin equation

In the Heisenberg picture, we derive the N set of equations of motion for the annihilation oper-

ators:

dâm
dt

= −iωmâm +

[
âm,

ĤI

iℏ

]
−
√
γ

π

∫ +∞

−∞
dωâext(ω), (1.198)

∂âext,m(ω, t)

∂t
= −iωâext,m(ω) +

√
γm
π
âm. (1.199)

The formal integration of Eq. (1.199) yield:

âext,m(ω, t) = â0ext,m(ω)e−iω(t−t0) +

√
γm
π

∫ t

t0

dt′eiω(t
′−t)âm(t′), (1.200)

where â0ext,m(ω) represents the external annihilation operators at the initial time t0. Puting this

solution in Eq. (1.198) leads to:

dâm
dt

=− iωmâm +

[
âm,

ĤI

iℏ

]

−
√
γm
π

(∫ +∞

−∞
dωâ0ext,m(ω)e−iω(t−t0) +

√
γm
π

∫ t

t0

dt′
∫ +∞

−∞
dωeiω(t

′−t)âm(t′)

)
. (1.201)

We consider the following identities:

∫ +∞

−∞
dωeiω(t

′−t) = δ(t′ − t) and
∫ t

t0

dt′δ(t′ − t)â (t′) = âm(t)

2
, (1.202)
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Proof. To support this property, let’s consider the following property :

∫ t2

t0

dt′f(t′)δ(t′ − t1) = f(t1) for t0 < t1 < t2. (1.203)

Using the natural property of integrals:

∫ t2

t0

dt′f(t′)δ(t′ − t1) =
∫ t1

t0

dt′f(t′)δ(t′ − t1) +
∫ t2

t1

dt′f(t′)δ(t′ − t1) (1.204)

. For this expression to be independent of the function and integration limits, we must choose:

∫ t1

t0

dt′f(t′)δ(t′ − t1) =
∫ t2

t1

dt′f(t′)δ(t′ − t1) = f(t1)/2 (1.205)

. which aligns with our chosen interpretation when t1 = t0 and t2 = t in Eq. (1.202).

Introducing also the input operator as the inverse Fourier transform of the external annihila-

tion operators :

b̂in,m(t) = − 1√
2π

∫ +∞

−∞
dωe−iωtâ0ext,m(ω), (1.206)

which satisfies the commutation relations [b̂in,m(t), b̂†in,m′(t′)] = δ(t−t′)δmm′ and [b̂in,m(t), b̂in,m′(t′)] =

[b̂†in,m(t), b̂†in,m′(t′)] = 0, the resulting evolution equation for the intracavity mode is:

dâm
dt

= −(γm + iωm)âm +

[
âm,

ĤI(t)

iℏ

]
+
√

2γ b̂in,m(t), (1.207)

known as quantum Langevin equations, with the bin,m(t) acting as input quantum noise terms.

We can consider different configurations for this quantum noise. When the external modes are

initially in the vacuum state, since they verify the properties:
〈
â0ext,m(ω)

〉
= 0,

〈
â0ext,m(ω)â0ext,m (ω′)

〉
=

0 and
〈
â0†ext,m(ω)â0ext,m (ω′)

〉
= 0, we can derive the following first and second order moments:

〈
b̂in,m(t)

〉
=
〈
b̂†in,m(t)b̂in,m′(t′)

〉
= 0, (1.208)

〈
b̂in,m(t)b̂†in,m′(t

′)
〉
= δ(t− t′)δmm′ , (1.209)
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For a laser injection with monochromatic frequencies ωL,m for example, we have:
〈
â0ext,m(ω)

〉
=

αmδ(ω − ωL,m) and
〈
â0†ext,m(ω)â0ext,m(ω′)

〉
= |αL,m|2δ(ω − ωL,m)δ(ω′ − ωL,m), where αLm

is the

amplitudes of the monochromatic modes :

ˆ⃗
A

(+)
L (t) =

∑

m

Emαmε⃗me−iωL,mt. (1.210)

We define in this case a new input operator âin,m(t) = b̂in,m(t)−⟨b̂in,m(t)⟩ which satisfies vacuum

correlations in Eq. (1.208).

The N -quantum Langevin equations become:

dâm
dt

=

√
γm
π
αme

−iωL,mt − (γm + iωm)âm +

[
âm,

ĤI(t)

iℏ

]
+
√

2γmâin,m(t). (1.211)

A convenient transformation is a change of basis of each mode’s reference frame to the ro-

tating frame of the corresponding laser mode: âm → âme
iωL,mt, where the quantum Langevin

equations in Eq. (1.211) become :

dâm
dt

=

√
γm
π
αm − (γm − i∆m)âm +

[
âm,

ĤI(t)

iℏ

]
+
√

2γâin,m(t), (1.212)

where ∆m = ωL,m − ωm correspond to the detunings from cavity resonances and the input

noise terms have suffered the transformations âin,m(t) → âin,m(t)eiωL,mt. Eq. (1.212) can be

condensed in a singular vectorial quantum Langevin equation that writes :

d
ˆ⃗
ξ(t)

dt
= Âd(t)− (Γ− iD) ˆ⃗ξ(t) +

[
ˆ⃗
ξ(t),

ĤI(t)

iℏ

]
+
√
2Γ

ˆ⃗
ξin(t), (1.213)

where A⃗d(t) = (
√

γ1
π α1e

−iωL,1t, . . . ,
√

γN
π αL,Ne

−iωL,N t|H.c.)T is the (coherent) driving term. It is

equivalent to adding a time-dependent term Ĥd(t) = iℏ
∑
m

√
γm
π

(
αmâ

†e−iωL,mt − α∗
mâe

iωL,mt
)
,

to the intracavity Hamiltonian ĤI while considering the external modes to be in vacuum. Both

Γ = diag{γ1, · · · , γN |γ1, · · · , γN} and D = diag{∆1, · · · ,∆N | − ∆1, · · · ,−∆N} are 2N × 2N

diagonal matrix, respectively accounting for the damping rates and the detunings from cavity

resonances and ˆ⃗
ξin(t) = (âin,1(t), . . . , âin,N (t)|â†in,1(t), . . . , â

†
in,N (t))T the vector of input bosonic

71



1.4. QUANTUM THEORY OF OPEN CAVITIES

modes entering the system through losses.

Eq. (1.213) can be simplified even further by absorbing the detuning terms into the intracavity

Hamiltonian since it corresponds to a Hamiltonian in the form: Ĥ∆ = −ℏ∑m∆mâ
†
mâm. It

becomes

d
ˆ⃗
ξ(t)

dt
= Âd(t)− Γ

ˆ⃗
ξ(t) +

[
ˆ⃗
ξ(t),

ĤI(t)

iℏ

]
+
√
2Γ

ˆ⃗
ξin(t). (1.214)

A particular example of intracavity Hamiltonian that will be relevant to this thesis is the nonlinear

dynamics of a system of N bosons that can be linearized around a stable classical steady-state

solution. We previously introduced this Hamiltonian in Eq. (1.156) as the most general quadratic

Hamiltonian and we remind that ĤI writes :

ĤI = ℏ
∑

m,n

Gm,nâ
†
mân +

ℏ
2

∑

m,n

[Fm,nâ
†
mâ

†
n + H.c.], (1.215)

where F and G are N ×N complex matrices describing respectively pair-production processes

and mode-hopping processes. If we consider the input quantum noise modes to be in vacuum,

Eq. (1.214) can be rewritten as:

d
ˆ⃗
ξ(t)

dt
= −(Γ + iM)

ˆ⃗
ξ(t) +

√
2Γ

ˆ⃗
ξin(t), (1.216)

where the intracavity interaction matrix M is defined as Eq. (3.14) in Subsection 1.3.4.

Proof. Starting with the Hamiltonian:

ĤI = ℏ
∑

m,n

Gm,nâ
†
mân +

ℏ
2

∑

m,n

[Fm,nâ
†
mâ

†
n + H.c.], (1.217)

we calculate the commutator [ ˆ⃗ξ, ĤI ] as we did in Proof 1.3.4 and we find that [ ˆ⃗ξ, ĤI ] = iℏM ˆ⃗
ξ.

We remind that ˆ⃗ξ = (â1, . . . , âN |â†1, . . . , â†N )T and M is the 2N × 2N matrix:

M =




G F

−F ∗ −G∗


 . (1.218)
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Substituting [
ˆ⃗
ξ, ĤI ]into the quantum Langevin in Eq. (1.214), we get :

d
ˆ⃗
ξ(t)

dt
= Âd(t)− Γ

ˆ⃗
ξ(t)− iM ˆ⃗

ξ(t) +
√
2Γ

ˆ⃗
ξin(t). (1.219)

For the case of vacuum input noise (i.e., Âd(t) = 0), this simplifies to:

d
ˆ⃗
ξ(t)

dt
= −(Γ + iM)

ˆ⃗
ξ(t) +

√
2Γ

ˆ⃗
ξin(t). (1.220)

Using the change of basis with Eq. (1.150) , these quantum Langevin equations in Eq. (1.220)

transform in the quadrature basis ˆ⃗
R(t) we introduced earlier into :

d
ˆ⃗
R(t)

dt
= (−Γ +M)

ˆ⃗
R(t) +

√
2Γ

ˆ⃗
Rin(t) (1.221)

where

M = L†(−iM)L =




Im [G+ F ] Re [G− F ]

−Re [G+ F ] −Im [G+ F ]
T


 . (1.222)

1.4.3 Open Cavity output

We now move into the analysis of the emitted radiation from open quantum optical systems.

Beyond the internal dynamics of cavities, we shift in the perspective of the emitted light out of

the cavity since that’s what we are able to measure and harness for practical applications. We

will show the input-output relations of the cavities, which is the relationship between the output

field and the internal system operators, which we’ve previously characterized using quantum

Langevin equations. Furthermore, we’ll examine advanced techniques for measuring and char-

acterizing the output field such as HD and other techniques.

To begin our analysis, let’s consider the output field associated with multiple modes of our

previous open cavity. We can express the vector potential of the field emerging from the cavity

(propagating along the positive z direction) similarly to the external field of the cavity as in
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Eq. (1.191):

ˆ⃗
A

(+)
out (r⃗, t) =

∑

m

Emε⃗mâout,m(t)ei[kmz−ωmt]. (1.223)

where we have considering a typically narrowband response of the cavity around the resonance

frequencies ωm, allowing us to approximate the slowly varying envelops E(ω) and ε⃗(ω) by their

values at the cavity frequencies ωm.

Now, we want to express âout,m(t) in terms of the initial field and the intracavity dynamics.

For that, we can adopt a similar approach to the one used for solving the equation of motions in

Eqs (1.198) and (1.199), but using the final conditions (output) instead of the initial conditions

(input). Instead of integrating Eq. (1.199) from t0 to t, let’s integrate it from t to t1, where t1 > t:

âext,m(ω, t) = âext,m(ω, tf )e
−iω(t−tf ) −

√
γm
π

∫ tf

t

dt′eiω(t
′−t)âm(t′). (1.224)

Substituting Eq. (1.224) into Eq. (1.198) we get:

dâm
dt

=− iωmâm +

[
âm,

ĤI

iℏ

]

−
√
γm
π

(∫ +∞

−∞
dωâext,m(ω, tf )e

−iω(tf−t) −
√
γm
π

∫ tf

t

dt′
∫ +∞

−∞
dωeiω(t

′−t)âm(t′)

)
.

(1.225)

Using the same development as previously, and defining the output operators:

b̂out,m(t) =
1√
2π

∫ +∞

−∞
dωe−iω(t1−t)âext,m(ω, t1), (1.226)

we arrive at the N time-reversed Langevin equations :

dâm
dt

= −(γm + iωm)âm +

[
âm,

ĤI(t)

iℏ

]
−
√
2γm b̂out,m(t). (1.227)

Now, subtracting the quantum Langevin equations (1.207) from their time-reversed version, we
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obtain the following input-output relations:

b̂out,m(t) = b̂in,m(t) +
√
2γm âm(t). (1.228)

This relation shows how the output field is composed of the input field and the field leaking out of

the cavity. It provides a crucial link between the intracavity dynamics and the observable output,

allowing us to infer information about the cavity state from measurements of the emitted light. In

the case where have vacuum input for example, Eqs. (1.228) can be written in a vectorial way

in the basis of mode operators as ˆ⃗
ξout(t) +

ˆ⃗
ξin(t) =

√
2Γ

ˆ⃗
ξ(t), where we have defined ˆ⃗

ξout(t) as

we previously defined ˆ⃗
ξin(t) in previous sections. These input-output relations also write in the

quadratures basis : ˆ⃗
Rin(t) +

ˆ⃗
Rout(t) =

√
2Γ

ˆ⃗
R(t).

1.4.4 Time Correlation Matrix

To simultaneously describe the statistical properties of all field quadratures, one important tool

is the covariance matrix. Since the field inside the cavity is not directly accessible, we do not

study the associated covariance matrix. We instead define it for the input operators ˆ⃗
Rin(t) and

the output operators ˆ⃗
Rout(t). Note that the operators are defined for each time; therefore, a time

dependence must be included in the covariance matrix. Such an object is known in the literature

as a time-correlation matrix [47].

In this section, we will give its definition and properties.

Definition

The correlation matrix for Gaussian states is given by:

σ(t, t′) =
1

2
⟨δ ˆ⃗R(t)δ ˆ⃗RT(t′) +

[
δ
ˆ⃗
R(t′)δ

ˆ⃗
RT(t)

]T
⟩, (1.229)

where δ
ˆ⃗
R(t) =

ˆ⃗
R(t) − ⟨ ˆ⃗R(t)⟩ and ⟨ ˆ⃗R(t)⟩ is the mean quadrature vector. For Gaussian states

with zero mean values ⟨ ˆ⃗R(t)⟩ ≈ 0, the statistical properties are fully captured by:

σ(t, t′) =
1

2
⟨ ˆ⃗R(t) ˆ⃗RT(t′) +

[
ˆ⃗
R(t′)

ˆ⃗
RT(t)

]T
⟩. (1.230)
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We define the coefficients of the covariance matrix as:

σmn(t, t
′) =

1

2
⟨R̂m(t)R̂n(t

′) + R̂n(t
′)R̂m(t)⟩, (1.231)

where m and n are the mode labels.

For a discrete set of modes, the correlation matrix must be symmetric under the exchange of

any two mode labelsm⇌ n. In our case, we also have a continuous index ”t”, representing time.

Therefore, the correlation matrix σ(t, t′) must be symmetric under the exchange (m, t) ⇌ (n, t′)

for it to represent a physical state.

For stationary processes, where the correlation matrix depends only on τ = |t′ − t|, we

can define its Fourier transform. We write it as σ(ω). The Wiener-Khintchine theorem links

the Fourier transform of the autocorrelation function of a random variable to its noise spectrum

(power spectral density). The Fourier transform of the correlation matrix is therefore an essential

tool for spectral analysis of electric field fluctuations.

Taking the Fourier transform element-wise:

σm,n(ω) =

∫
dτeiωτσm,n(τ)

=

∫
dτeiωτ

[∫
dω′
√
2π

eiω
′τσm,n(ω, ω

′)

]

=

∫
dω′

[∫
dτ√
2π

ei(ω+ω
′)τ

]
σm,n(ω, ω

′)

=

∫
dω′δ(ω + ω′)σm,n(ω, ω

′)

σm,n(ω) = σm,n(ω,−ω), (1.232)

yields the following spectral covariance matrix:

σ(ω) =
1

2
⟨ ˆ⃗R(ω) ˆ⃗RT(−ω) +

[
ˆ⃗
R(−ω) ˆ⃗RT(ω)

]T
⟩. (1.233)

σ(ω) encodes crucial information about the frequency-dependent quantum correlations and is

constructed from the spectral quadrature operators ˆ⃗
R(ω) which are defined as the Fourier trans-
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forms of their temporal counterparts:

ˆ⃗
R(ω) =

∫
dt√
2π

e−iωt
ˆ⃗
R(t). (1.234)

Properties

Let’s look at the elementary properties of the covariance matrix and its repercussion on the

frequency domain.

• Reality

As long as the quadrature operators are indeed observables, by definition it is obvious that

the covariance matrix is real:

∀t, t′, σ (t, t′) ∈MN,N (R) (1.235)

What is the equivalent property in the frequency domain?

For that, we have to consider the properties of the spectral quadratures. While the tempo-

ral quadratures are Hermitian and obey the standard commutation relations [
ˆ⃗
R(t),

ˆ⃗
R(t′)] =

iΩδ(t − t′), one can show that the spectral quadratures only need to be skew-hermitian

from their very definition:

[
ˆ⃗
R(ω)]† =

[∫
dt√
2π

e−iωt
ˆ⃗
R(t)

]†

=

∫
dt√
2π

eiωt
ˆ⃗
R†(t)

=

∫
dt√
2π

eiωt
ˆ⃗
R(t)

[
ˆ⃗
R(ω)]† =

ˆ⃗
R(−ω), (1.236)

in order to ensure the hermicity of their temporal counterparts.

As a result, the spectral operators verify the following commutation relation [
ˆ⃗
R(ω),

ˆ⃗
R†(ω′)] =

iΩδ(ω + ω′), confirming their no commutation at ω and −ω allowing coupling between the

sidebands ˆ⃗
R(ω) and ˆ⃗

R(−ω) [56, 120].
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Proof.

[
ˆ⃗
R(ω),

ˆ⃗
R†(ω′)] =

∫
dt1√
2π

e−iωt1
∫

dt2√
2π

e−iω
′t2 [

ˆ⃗
R(t1),

ˆ⃗
R†(t2)]

= iΩ

∫
dt1√
2π

∫
dt2√
2π

e−i(ωt1+ω
′t2)δ(t1 − t2)

= iΩ

∫
dt1√
2π

e−i(ω+ω
′)t1 ,

[
ˆ⃗
R(ω),

ˆ⃗
R†(ω′)] = iΩδ(ω + ω′). (1.237)

Using the identity ⟨Â⟩∗ = ⟨Â†⟩ for any operator vector Â, one can show that ⟨ ˆ⃗R(ω) ˆ⃗RT(−ω)⟩∗ =

⟨[ ˆ⃗R(ω) ˆ⃗RT(−ω)]†⟩, and consequently ⟨ ˆ⃗R(ω) ˆ⃗RT(−ω)⟩∗ = ⟨ ˆ⃗R(−ω) ˆ⃗RT(ω)⟩ using Eq. (1.236).

Therefore, writing the complex conjugate of the spectral covariance using Eq. (1.233):

σ∗(ω) =
1

2
⟨ ˆ⃗R(−ω) ˆ⃗RT(ω) +

[
ˆ⃗
R(ω)

ˆ⃗
RT(−ω)

]T
⟩, (1.238)

one can see that it obeys the conjugate symmetry property

∀ω, σ∗(ω) = σ(−ω) (1.239)

This also shows that σ(ω) can in the most general case be complex-valued, which as we

will show later have implementations of the detection states.

• Hermiciticy

As we previously mentionned, the covariance matrix σ(t, t′) must be symmetric under the

exchange (m, t) ⇌ (n, t′) for it to represent a physical state : σmn (t, t′) = σmn (t
′, t) .

The stationarity hypothesis is expressed as σ (t, t′) = σ (t− t′) = σ(τ). Thus σmn (t− t′) =

σnm (t′ − t) = σT
mn (− (t− t′)) We can therefore conclude that thanks to stationarity :

∀τ, σT(τ) = σ(−τ). (1.240)

Using that transposition commutes with the Fourier transform, and that the Fourier trans-
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form of t 7→ f(−t) is ω 7→ f̃(−ω), we obtain the equivalent in frequencies:

∀ω, σT(ω) = σ(−ω). (1.241)

Combining Eqs. (1.241) and (1.239), we can confirm the hermicity of the spectral covari-

ance matrix.

Example : covariance matrix of Vacuum

As an example, let’s express the correlation matrix and spectral covariance matrix for an input

field σin(t, t
′) consisting solely of vacuum. Using the bosonic commutation relations and the

definition of the annihilation and creation operators, we can write that :

⟨[ain,i(t), a†in,j(t′)]⟩ = ⟨ain,i(t)a†in,j(t′)⟩ − ⟨a†in,j(t′)ain,i(t)︸ ︷︷ ︸
0

⟩ = δijδ(t− t′), (1.242)

where the expectation value is taken in in vacuum state |0⟩ and used the definition of the zero

value of the photon number operator in vacuum ⟨0|a†in,j(t′)ain,i(t)|0⟩ = 0. The following expec-

tation value forms the basis for calculating the correlation matrix elements:

⟨xin,i(t)xin,j(t′)⟩ = ⟨yin,i(t)yin,j(t′)⟩ =
1

2
δijδ(t− t′), (1.243)

⟨xin,i(t)yin,j(t′)⟩ = −⟨yin,i(t)xin,j(t′)⟩ =
i

2
δijδ(t− t′). (1.244)

Proof.

⟨xin,i(t)xin,j(t′)⟩ =
1

2
⟨(a†in,i(t) + ain,i(t))(a

†
in,j(t

′) + ain,j(t
′))⟩

=
1

2
⟨a†in,i(t)a†in,j(t′) + a†in,i(t)ain,j(t

′) + ain,i(t)a
†
in,j(t

′) + ain,i(t)ain,j(t
′)⟩

=
1

2
⟨ain,i(t)a†in,j(t′)⟩ (only this term survives in vacuum)

⟨xin,i(t)xin,j(t′)⟩ =
1

2
δijδ(t− t′). (1.245)
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Similarly

⟨yin,i(t)yin,j(t′)⟩ =
1

2
δijδ(t− t′). (1.246)

⟨xin,i(t)yin,j(t′)⟩ =
i

2
⟨(a†in,i(t) + ain,i(t))(a

†
in,j(t

′)− ain,j(t′))⟩

=
i

2
⟨a†in,i(t)a†in,j(t′)− a†in,i(t)ain,j(t′) + ain,i(t)a

†
in,j(t

′)− ain,i(t)ain,j(t′)⟩

=
i

2
⟨ain,i(t)a†in,j(t′)⟩ (only this term survives in vacuum)

⟨xin,i(t)yin,j(t′)⟩ =
i

2
δijδ(t− t′). (1.247)

Similarly

⟨yin,i(t)xin,j(t′)⟩ =
1

2
δijδ(t− t′) (1.248)

We can then gather these in the covariance matrix which is expressed as: σin(t, t
′) = 1

2δ(t−

t′)I, where I is a 2N × 2N identity matrix. Using the stationarity condition, we can write this

covariance matrix and its Fourier transform as:

σin(τ) =
1

2
Iδ(τ) with σin(ω) =

1√
2π

∫ +∞

−∞
e−iωτσin(τ) =

1

2
√
2π

I. (1.249)

1.5 Measurement techniques

In this section, we want to compare different measurement schemes of field quadratures in op-

tical systems employing diverse experimental approaches. They are all fundamentally rooted

in interferometric methods and share a common principle: they transform phase-sensitive mea-

surements into detectable photon counts, where photodetectors measure the incoming light’s

power allowing to quantify all possible quadrature components of the optical field.
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1.5.1 Ideal Photodetection

Figure 1.8: Schematic of ideal single-mode detection by Mollow [121].

Photodetection is the most fundamental measurement technique for light. As we shall see

with some particular examples (homodyne detection), any other scheme used for measuring

different properties of light makes use of photodetection as a part of it.

This technique is based on the photoelectric effect or variations of it. The idea is that when

the light beam that we want to detect impinges a metallic surface, it is able to release some

of the bound electrons of the metal, which are then collected by an anode. The same hap-

pens if light is incident on a semiconductor surface, though in this case instead of becoming

free, valence electrons are promoted to the conduction band. The most widely used metallic

photodetectors are known as photomultiplier tubes, while those based on semiconducting films

are the so-called avalanche photodiodes. In both cases, each photon is able to create one

single electron, whose associated current would be equally difficult to measure by electronic

means; for this reason, each photoelectron is accelerated towards a series of metallic plates

at increasing positive voltages, releasing then more electrons which contribute to generating a

measurable electric pulse, the photopulse.

It is customarily said that counting photopulses is equivalent to counting photons, and hence,

photodetection is equivalent to a measurement of the number of photons in the light field. This

is a highly idealized situation.

Consider the following model for a perfectly efficient detection scheme. A single–mode field

with boson operators â, â† initially in some state ρ̂ is kept in continuous interaction with a pho-

todetector during a time interval T . The intuitive picture of such a scenario is shown in Fig. 1.8:

a cavity formed by the photodetector itself and an extra perfectly reflecting mirror contains a

single mode. By developing a microscopic model of the detector and its interaction with the light

mode, Mollow was able to show that the probability of generating n photoelectrons (equivalently,
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the probability of observing n photopulses) during the time interval T is given by [121]:

pn = ⟨ 1
n!
(1− e−κT )n(â†â)n exp

(
−
(
1− e−κT

)
â†â
)
⟩, (1.250)

where the expectation value has to be evaluated in the initial state ρ̂ of the light mode, and

κ is some parameter accounting for the light–detector interaction. Using the operator identity

: e−(1−e
−κT )â†â := e−κT â

†â [122], and the help of the number state basis {|n⟩}n∈N, it is straight-

forward to get:

pn =

∞∑

m=n

⟨n|ρ̂|n⟩ m!

n!(m− n)!
(
1− e−κT

)n
e−κT (m−n) T≫κ−1

−−−−−→ ⟨n|ρ̂|n⟩. (1.251)

Hence, for large enough detection times, the number of observed pulses follows the statistics

of the number of photons. In other words, this ideal photodetection scheme is equivalent to

measuring the number operator â†â as already commented.

Even though the output of the photodetectors can take only integer values (number of

recorded photopulses), they can be arranged to approximately measure the quadratures of

light, which we remind are continuous observables.

Electronic noise, particularly Johnson-Nyquist noise, presents significant challenges in pho-

todetection systems by establishing critical power boundaries for effective measurement. The

system faces a dual constraint: a lower threshold determined by electronic noise levels, and an

upper limit set by detector saturation. When operating near the lower boundary, which typically

occurs around hundreds of microwatts in optical systems, the signal risks being overwhelmed

by electronic noise. While balanced photodetection techniques can help address electronic

noise issues, these methods only capture second-order field characteristics [123], limiting their

utility. At the upper end of the measurement range, PIN photodiodes experience high-frequency

response saturation around tens of milliwatts, though their low-frequency response remains

functional. Creating measurement systems that maintain linearity across this wide operating

range (spanning two orders of magnitude) demands sophisticated circuit design. Such systems

require regular calibration using coherent state references to ensure measurement accuracy

and reliability across the entire operational range [124].
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1.5.2 Quadrature measurements

The technique of direct measurement faces two significant constraints in quantum optical sys-

tems. First, it can only access one specific combination of quadratures at a time, restricting the

completeness of the measurement. Second, the method requires high-intensity light fields with

non-zero mean values, making it unsuitable for measuring certain quantum states like vacuum,

thermal, or squeezed states where the average field amplitude is zero.

In practice, to overcome these limitations and analyze for example multimode squeezed

light to observe noise reduction, interferometric techniques utilizing an optical reference field as

a local oscillator (LO) where the LO is shaped to correspond to the quadrature one wishes to

observe. These interferometric detection techniques, such as HD, form a broad class of mea-

surement schemes allowing the measurement of specific quadratures ˆ⃗
R(t) by shaping the LO

(we call here Q⃗(t)) to match desired measurement quadrature, whether fixed or time-dependent.

Here, we want to treat the general case accounting for this class of measurement, to link the

fluctuations of the quadrature measurement Q⃗(t) to the correlation matrix (Subsection 1.4.4).

We will later give form to this LO for different detection techniques such as standard homo-

dyne/heterodyne/synodyne detection. We put a particular interest in the quadrature measure-

ment in the frequency domain.

For now, in this general scenario, the photocurrent operator, which is the projection of the

LO vector on the quadrature vector can write ı̂(t) = Q⃗T(t)
ˆ⃗
R(t). Its Fourier transform writes:

ı̂(ω) =

∫
dω′Q⃗T(ω − ω′)

ˆ⃗
R(ω′). (1.252)

Since, we want to characterize the most general quadrature measurement in frequency, mean-

ing the local oscillator (in frequency) will be frequency-shaped to the desired spectral quadrature

we want to measure: we want to have the product

ı̂(ω) = Q⃗T(ω)
ˆ⃗
R(ω). (1.253)

While one can notice that this spectral photocurrent in Eq. (1.253) is not always hermitian,

something that’s quite counterintuitive, we want to remind that while the temporal photocurrent
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ı̂(t) is an observable and therefore ⟨̂ı(t)⟩ is real, its Fourier transform is not necessarily an

observable and ⟨̂ı(ω)⟩ can be complex-valued.

Through the Wiener-Khinchin theorem when we consider stationary processes, we can re-

late the spectrum of quantum noise that we call the noise spectral power to the Fourier transform

of the autocorrelation function ⟨̂ı(t)̂ı(t+ τ)⟩. To evaluate this autocorrelation function and relate

it to the correlation matrix of the system, let us consider a first identity :

⟨̂ı(t)̂ı(t+ τ)⟩ = ⟨̂ı(t+ τ )̂ı(t)⟩. (1.254)

Proving this identity can be trivial in the case where the photoncurrent is stationary something

we are not sure about for now. To help, let us evaluate the commutation relation between the

photocurrent at different times.

[̂ı(t), ı̂(t+ τ)] = Q⃗(t)
[
ˆ⃗
R(t),

ˆ⃗
R(t+ τ)

]
Q⃗(t) (1.255)

= Q⃗(t) [Ωδ(τ)] Q⃗(t) (1.256)

= Q⃗(t)ΩQ⃗(t+ τ)δ(τ) (1.257)

[̂ı(t), ı̂(t+ τ)] = 0. (1.258)

Eq. (1.126) shows that the photocurrent at different times always commutes, therefore the iden-

tity in Eq. (1.254) still stands regardless of whether the LO vector is stationary or not. We can

then write :

⟨̂ı(t)̂ı(t+ τ)⟩ = ⟨̂ı(t+ τ )̂ı(t)⟩, (1.259)

⟨̂ı(t)̂ı(t+ τ)⟩ = 1

2
⟨̂ı(t)̂ı(t+ τ) + ı̂(t+ τ )̂ı(t)⟩. (1.260)

We can now evaluate the two-time autocorrelation function ⟨̂ı(t)̂ı(t+ τ)⟩:

⟨̂ı(t)̂ı(t+ τ)⟩ = 1

2
⟨Q⃗T(t)

ˆ⃗
R(t)

ˆ⃗
RT(t+ τ)Q⃗(t+ τ) + Q⃗T(t+ τ)

ˆ⃗
R(t+ τ)

ˆ⃗
RT(t)Q⃗(t)⟩ (1.261)

The following proof is much cleaner when using the sum of elements
∑
ij , but I choose to keep
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it in a more compact form.

Eq. (1.261) confirms that the autocorrelation function of the photocurrent is not stationary

because the local oscillator is time-dependent. In this case, we need to be careful when it

comes to writing the noise spectral power which will involve multiple convolution functions.

We insist again for a proper spectral quadratures measurement scheme as in Eq. (1.262):

again for a proper spectral detection scheme, we want:

Σ(ω) = Q⃗T(ω)σ(ω)Q⃗(ω) (1.262)

While depending on the nature of the LO, the spectral photocurrent can be hermitian (or not)

and correspond to measurable observable (or not), the noise spectral power is always hermitian.

That is why this observable is the one that we will focus more on in terms of interpretation of the

measurement outcome of a chosen detection scheme since it does correspond to the measured

quantity for this type of detection. And as for any measurable quantity, the noise spectral power

is real and always positive. (We show the proof of this in Chapter 3)

1.5.3 Measurement of a Fixed Quadrature : Homodyne Detection

Figure 1.9: Principle of homodyne detection: a stationary continuous field is detected by
homodyne measurements and the resulting photocurrent is a superposition of spectral compo-
nents at opposite sideband frequencies.(left) homodyne detection, (right) balanced homodyne
detection. Frequency axis is such that the signal carrier ω0 is located at 0.

One way to ensure that the noise spectral power from the photocurrent in Eq. (1.252) has

the form in Eq. (1.262) and ensure proper spectral quadratures detections is by using for Q to be
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a real-valued vector. We show in this subsection that this corresponds to standard Homodyne

detection (HD).

Homodyne measurement is a fundamental technique that extracts quadrature information

from fields, serving as the foundation of coherent detection in physics and engineering while

playing a vital role in quantum information processing. This technique enables various quantum

applications, including non-classical squeezing measurements [125], quantum state tomogra-

phy [126, 127, 128], generation of non-classical states [129], quantum teleportation [130, 13,

131], quantum key distribution, and quantum computing [114, 132]. The process involves com-

paring the optical signal to a strong and coherent quadrature reference (LO), with the specific

quadrature axis selected through LO phase tuning. At its core, a homodyne detector requires

an external LO and a field multiplier. In the radio-frequency (RF) domain, this is achieved by

directly multiplying the input radio-wave and the LO using an RF frequency mixer. However,

optical implementations differ since direct frequency mixers are not available for light; instead,

the technique relies on a beam splitter to combine the optical input and LO, utilizing square-law

photo-detectors nonlinear electrical response as field multipliers to generate electronic signals

proportional to the measured x̂ and ŷ quadrature.

While standard homodyne detection offers quadrature measurements, its performance can

be compromised by noise in the local oscillator. This limitation led to the development of a

more robust technique: balanced homodyne detection [133, 134]. The basic scheme is shown

in Fig. 1.9b. The mode we want to measure is mixed in a beam splitter with another mode,

called the local oscillator, which is in a coherent state |αLO⟩. When the beam splitter is 50/50

the homodyne scheme is said to be balanced.

We define our fields:

- Field of an N -mode boson operator (Narrowband) of carrier ω0

E(+)(t) =

N∑

m=1

âm(t)e−iωmt = eiω0tÂ(t) = eiω0t
N∑

m=1

âm(t)e−i(ωm−ω0)t (1.263)
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- A Local Oscillator (reference beam) of the same carrier

E
(+)
LO (t) =

N∑

m=1

âLO,m(t)e−iωmt = eiω0tÂLO(t) = eiω0t
N∑

m=1

âLO,m(t)e−i(ωm−ω0)t (1.264)

with â†LO,m(t)|αLO,m⟩ = αm|αLO,m⟩. We define the photocurrent for this case as :

ı̂(t) =

∫

Tdet

dt
〈
Ê

(+)
LO (t)Ê(−)(t) + Ê(−)(t)Ê

(+)
LO (t)

〉
(1.265)

ı̂(t) =

∫

Tdet

dt
∑

m,n

α∗
mân(t)e

i(ωm−ωn)t + H.c. (1.266)

The detection time is usually in the order of nanoseconds (Tdet). Considering, for example, in

the case of a microring resonator, the characteristic time of the slowly varying envelope Tân(t)

is in the order of microseconds (1/10 MHz):

∆ω = |ωm − ωn| ≈ |m− n|ΩFSR ≤ ΩFSR, (1.267)

where ΩFSR is in the order of 100s of THz corresponding to the characteristic time TΩFSR
in the

order of femtoseconds.

Now comparing the characteristic times:

Tân(t) ≪ Tdet ⇒ ân(t) ≈ ân (1.268)

TΩFSR
≪ Tdet ⇒

∫

Tdet

dt ≈
∫ ∞

−∞
dt (1.269)

The Photocurrent operator then writes:

ı̂(t) ∝
∑

m,n

[
α∗
mân(t)

∫
dt ei(ωm−ωn)t + H.c.

]
(1.270)

∝
∑

m,n

[α∗
mân(t)δ(ωm − ωn) + H.c.] (1.271)

ı̂(t) ∝
∑

m

[
α∗
mâm(t) + αmâ

†
m(t)

]
. (1.272)

Let’s take a moment here to underline the nature of the LO, relevant for most of the detection
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schemes we are going to be discussing. Let’s consider the decomposition αm = |αm|eiϕm , then

we can photocurrent as

ı̂(t) ∝
∑

m

|αm|
[
âm(t)e−iϕm + â†m(t)eiϕm

]
∝
∑

m

|αm|2xϕm
m (t). (1.273)

We can show that the first and second-order moments of this operator can be written as

⟨̂ı(t)⟩ =
∑

m

|αm|⟨x̂ϕm
m (t)⟩, (1.274)

⟨δı̂(t)⟩ =
∑

m

|αm|2
(
⟨(x̂ϕm

m (t))2⟩+ ⟨â
†
mâm⟩
|αm|2

)
≡
∑

m

|αm|2⟨(x̂ϕm
m (t))2⟩, (1.275)

where we have simplified the Eq. (1.275) in the limit of strong local oscillator limit |αm|2 ≫

⟨â†mâm⟩. The photocurrent of the homodyne scheme has a direct relation with the means and

the variances of the quadratures x̂ϕm
m (t), and therefore to their quantum statistics.

Coming back to Eq. (1.272), we can related it to the quadratures modes (Eq. (1.127))

ı̂(t) ∝
∑

m

[Re(αm)x̂m(t) + Im(αm)ŷm(t)] (1.276)

Meaning you as we predicted, we can write the photocurrent as the projection of quadrature

vectors in a real vector Q⃗: ı̂(t) = Q⃗T ˆ⃗
R(t) as in Eq. (1.253) with

ˆ⃗
R(t) =

(
x̂1(t), . . . , x̂N (t)|ŷ1(t), . . . , ŷN (t)

)T
(1.277)

and

Q⃗ =
(

Re(α1), . . . ,Re(αN )|Im(α1), . . . , Im(αN )
)T
. (1.278)

Here, as a particular case of Eq. (1.253), we have access to a real and stationary local oscillator

vector Q⃗. From here all the theory we have developed in Subsection 1.5.2 applies, mainly that
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we can write the noise spectral power as in Eq. (1.262):

Σ(ω) =

∫
dωe−iωτ Q⃗Tσ(τ)Q⃗ (1.279)

Σ(ω) = Q⃗Tσ(ω)Q⃗. (1.280)

A universally overlooked problem with multimode HD that will be the focus of Chapter 3 is that

while the characterisation of frequency-dependent observables involves two-modes, HD is in-

herently a single-mode measure unable to simultaneously measure complementary quantum

correlations within a light field due to its destructive nature. The real and imaginary parts of

these quadratures can be described using EPR pairs (Subsection 1.1.5) (x̂s,ŷa) and (x̂a,ŷs):

Re[x̂(ω)] = x̂s + x̂i and Im[x̂m(ω)] = ŷs − ŷa. This limitation means HD cannot provide mea-

surements of both these pairs simultaneously [55, 56]. When measuring therefore the real

component, the quantum state is inevitably destroyed during photodetection, making it impossi-

ble to subsequently measure the imaginary component. While one might consider splitting the

state to perform parallel measurements, this approach introduces unavoidable vacuum noise

that compromises the measurement. Therefore, despite the mathematical compatibility of these

measurements (as the real and imaginary components commute), the technique can only cap-

ture one component per measurement. This limitation can be conceptually compared to an

absorptive polarizer in optics, which measures one polarization component while absorbing the

orthogonal component, preventing a complete characterization of the polarization state in a sin-

gle measurement. This phenomenon is termed “hidden squeezing” [54, 86] and requires more

advanced detection techniques. We show later this phenomenon is related to the complex na-

ture of the spectral covariance matrix in Eq. (1.233), hence the presence of complex spectral

correlations. One other issue we will discuss in Chapter 3 is the case when the interested

quadrature (say optimally squeezed quadrature) is frequency dependent. HD with its stationary

LO, cannot match the optimally squeezed quadrature across the full spectrum, but only at a

single frequency. While the recovery of the full information can be obtained through tomography

by scanning the LO phase, this approach is not applicable to QIP and MBQC protocols, where

the quantum resource must be accessed in one shot. Such tasks require frequency-dependent

quadratures that are known as ”morphing supermodes” in highly multimode situations [57].
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1.5.4 Heterodyne Detection

Figure 1.10: Principle of heterodyne detection: a stationary continuous field is detected with
a local oscillator with an offset ∆ from the carrier frequency of the signal. The resulting pho-
tocurrent is a superposition of spectral components at ω and 2∆ − ω. Frequency axis is such
that the signal carrier ω0 is located at 0.

Heterodyne detection [135, 136] offers one approach to reveal hidden squeezing. In this

technique, the local oscillator (LO) frequencies are deliberately detuned from the carrier fre-

quency, with the offset being substantially larger than the signal frequencies of interest. This

allows for the detection and characterization single-mode frequency components with otherwise

hidden squeezing effects.

We define our fields, considering the heterodyne detection case where a signal and a local

oscillator field with different carrier frequencies are mixed in a BS.

- Field of an N -mode boson operator (Narrowband)

E(+)(t) = e−iω0tÂ(t) := e−iω0t
N∑

m=1

âm(t)e−i(ωm−ω0)t (1.281)

- Local Oscillator (reference beam)

E
(+)
LO (t) = e−iωLOtÂLO(t) := e−iωLOt

N∑

m=1

âLO,m(t)e−i(ωm−ωLO)t (1.282)

with â†LO,m(t)|αLO,m⟩ = αm|αLO,m⟩.

When mixing these fields in a beam splitter, we get the sum and the difference fields char-

acterized by Â±(t) =
1√
2

(
A(t)±ALO(t)

)
.
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The photocurrent in the case writes:

ı̂(t) =

∫

Tdet

dt
(
N̂+(t)− N̂−(t)

)
, (1.283)

with N̂i(t) = ⟨Â†
i (t)Âi(t)⟩, the photonumber operator for the corresponding i field. We can write

these photon number operators as :

N̂± =
1√
2

〈
N(t) +NLO(t)± Â†(t)ÂLO(t)± Â†

LO(t)Â(t)
〉

(1.284)

Therefore the photocurrent writes:

ı̂(t) =

∫

Tdet

dt
〈
Â†
LO(t)Â(t) + Â†(t)ÂLO(t)

〉
(1.285)

ı̂(t) =

∫

Tdet

dt
∑

m,n

α∗
mân(t)e

i(ωm−ωn+ω0−ωLO)t + H.c. (1.286)

If I call ∆ = ωLO − ω0, we can write :

ı̂(t) =

∫

Tdet

dt e−i∆t
∑

m,n

α∗
mân(t)e

i(ωm−ωn)t + H.c. (1.287)

The detection time is usually in the order of nanoseconds (Tdet).

If we consider the characteristic time of ei∆t to be much smaller than the detection time, we

can consider it almost constant. Therefore, we can write the photocurrent as :

ı̂(t) = e−i∆t
∫

Tdet

dt
∑

m,n

α∗
mân(t)e

i(ωm−ωn)t + H.c. (1.288)

Considering, for example, in the case of a microring resonator, the characteristic time of the

slowly varying envelope Tân(t) is in the order of microseconds (1/10 MHz).

∆ω = |ωm − ωn| ≈ |m− n|ΩFSR ≤ ΩFSR, (1.289)

where ΩFSR is in the order of 100s of THz corresponding to the characteristic time TΩFSR
in the

order of femtoseconds.
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Now comparing the characteristic times:

Tân(t) ≪ Tdet ⇒ ân(t) ≈ ân (1.290)

TΩFSR
≪ Tdet ⇒

∫

Tdet

dt ≈
∫ ∞

−∞
dt (1.291)

These considerations allow us to write the photocurrent as :

ı̂(t) ∝
∑

m,n

[
e−i∆tα∗

mân(t)

∫
dt ei(ωm−ωn)t + H.c.

]
(1.292)

∝
∑

m,n

[
e−i∆tα∗

mân(t)δ(ωm − ωn) + H.c.
]

(1.293)

ı̂(t) ∝
∑

m

[
e−i∆tα∗

mâm(t) + ei∆tαmâ
†
m(t)

]
(1.294)

We can write the spectral photocurrent as the “Fourier transform” of the temporal photocur-

rent. Using the property of modulation of the Fourier transform TF[e±i∆tâ(t)](ω) = â(ω ∓ ∆),

the spectral photocurrent writes

ı̂(ω) =
∑

m

[
α∗
m TF[e−i∆tâm(t)](ω) + αm TF[e−i∆tâ†m(t)](ω)

]
(1.295)

=
∑

m

[
α∗
mâm(ω +∆) + αm â†m

(
ω −∆)

)]
(1.296)

ı̂(ω) =
∑

m

[
α∗
mâm(∆ + ω) + αm [âm(∆− ω)]†

]
(1.297)

So compared to Homodyne detection which attemps to probe spectral components at opposite

sideband frequency±ω (in respect to the signal carrier), heterodyne detection instead measures

two spectral components symmetric with respect to the detuning between the signal and the LO:

∆± ω. (Fig. 1.10

Heterodyne detection is used to detect a single spectral component, say at ±ω (something

HD is incapable of doing). This is possible when we choose a detuning ∆ much larger than the

typical bandwidth of the signal |∆| ≫ ∆ω0. In that case, the relevant sideband frequencies that

we wish to detect are much smaller than the detuning |ω| ≪ |∆|. We can see it by writing the
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spectral photocurrent at ∆∓ ω.

ı̂(∆− ω) =
∑

m

[
α∗
mâm(2∆− ω) + αm [âm(ω)]†

]
(1.298)

ı̂(∆ + ω) =
∑

m

[
α∗
mâm(2∆ + ω) + αm [âm(−ω)]†

]
(1.299)

which corresponds to choosing the electronic frequency of the heterodyne photocurrent at ∆±ω.

However as seen by Eq. (1.299), this is possible at at the cost of the presence of vacuum fields

at 2∆ ± ω. Therefore heterodyne detection admits additional vacuum noise from frequencies

that do not contain any signal [137, 133, 138]. This additional noise prevents the heterodyne

signal from reaching noise levels below that of homodyne detection, even after accounting for

hidden squeezing.

1.5.5 Multimode Synodyne Detection

Figure 1.11: Principle of synodyne detection: a stationary continuous field is detected with a
two-color LO oscillator.
.

A more elegant solution to hidden squeezing exists through synodyne detection (SD) [139],

which effectively addresses hidden squeezing without introducing the additional vacuum noise

that is inherent to heterodyne detection. This approach was proposed by Buchmann et al.

in [139] for the detection of single-mode ponderomotive squeezing and is able to deal with

hidden squeezing. We extend this theory to the multimode case of detection.
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Let us consider, as introduced in [139](for single mode case) the case of a modulated LO:

ÊLO(t) = i

N∑

m=1

αm(t)e−iωmt +H.c. (1.300)

with the decomposition of αm(t) (modulation of the complex envelope)

αm(t) = α−
me

iωs,mt + α+
me

−iωs,mt, (1.301)

implying the final of the LO field :

Ê
(+)
LO (t) = i

∑

m

α−
me

−i(ωm−ωs,m)t + α+
me

i(ωm+ωs,m)t (1.302)

This gives a multimode two-tone LO characterized by (α−
m, α

+
m ∈ C) compared to the multimode

one-tone LO of HD. We can write the photocurrent as we did for the homodyne detection:

ı̂(t) =

∫

Tdet

dt
∑

m,n

α∗
m(t)ân(t)e

i(ωm−ωn)t + H.c. (1.303)

Using the same hypothesis that leads to EQUATION and considering again the case of strong

LO, the photocurrent operator transforms to:

ı̂(t) ∝
∑

m,n

[
α∗
m(t)ân(t)

∫
dt ei(ωm−ωn)t + H.c.

]
(1.304)

∝
∑

m,n

[α∗
m(t)ân(t)δ(ωm − ωn) + H.c.] (1.305)

ı̂(t) ∝
∑

m

[
α∗
m(t)âm(t) + αm(t)â†m(t)

]
(1.306)

∝
∑

m

[
Re(αm(t))x̂m(t) + Im(αm(t))ŷm(t)

]
(1.307)

Meaning you can write the photocurrent as the projection of quadrature vectors in a real vector:

ı̂(t) = Q⃗T(t)
ˆ⃗
R(t) with

Q⃗(t) =
(

Re[α1(t)], . . . ,Re[αN (t)]
∣∣∣Im[α1(t)], . . . , Im[αN (t)]

)T
. (1.308)
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The elements of ˜⃗
Q(t) are characterized as follow:

Re(αm(t)) =
1

2

[
αm(t) + α∗

m(t)
]

=
1

2

[
(α−
m + α∗+

m )eiωs,mt + (αm + α∗−
m )e−iωs,mt

]

Re(αm(t)) =
1√
2
αXme

iωs,mt +H.c., (1.309)

and

Im(αm(t)) =
1

2i

[
αm(t)− α∗

m(t)
]

=
1

2i

[
(α−
m − α∗+

m )eiωs,mt + (α+
m − α∗−

m )e−iωs,mt
]

Im(αm(t)) =
1√
2
αY e

iωs,mt +H.c. (1.310)

Re[αm(t)] =
1√
2
αXme

−iωs,mt +H.c.,

Im[αm(t)] =
1√
2
αYme

−iωs,mt +H.c., (1.311)

with αXm = 1√
2
(α+
m + α−∗

m ) and αYm = 1√
2i
(α+
m − α−∗

m ).

Some important conditions are: α+
m and α−

m must be complex and|αXm|2 + |αYm|2 = 1. While

our two-tone LO presents a non-stationary, inducing a nonreal quadrature measurement in the

temporal quadrature basis, something very peculiar happens when going in the Fourier basis.

Considering the following Fourier transform identity TF[e±iωs,mtXϕ(t)](ω) = Xϕ(ω ∓ ωs,m), the

Fourier transform of the different elements of Q⃗(t) write :

TF
[
Re [αm(t)]

]
=

1√
2

[
αXmδ(ω − ωs,m) + αX∗

m δ(ω + ωs,m)
]

TF
[
Im [αm(t)]

]
=

1√
2

[
αYmδ(ω − ωs,m) + αY ∗

m δ(ω + ωs,m)
]

(1.312)
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We can therefore write the Fourier transform of the photocurrent operator:

ı̂(ω) =
1√
2

∑

m

αXmδ(ω − ωs,m)⊗ X̂m(ω) + αX∗
m δ(ω + ωs,m)⊗ X̂m(ω)

αYmδ(ω − ωs,m)⊗ Ŷm(ω) + αY ∗
m δ(ω + ωs,m)⊗ Ŷm(ω),

ı̂(ω) =
1√
2

∑

m

αXmX̂m(ω − ωs,m) + αX∗
m X̂m(ω + ωs,m)

αYmŶm(ω − ωs,m) + αY ∗
m Ŷm(ω + ωs,m). (1.313)

We can also write the spectral photocurrent in terms of the spectral quadratures vectors at

ω ± ωs,m:

ı̂(ω) =
1√
2

[
Q⃗T ˆ⃗

R(ω − ωs,m) + Q⃗† ˆ⃗R(ω + ωs,m)
]
, (1.314)

with Q⃗ =
(
αX1 , · · · , αXN , αY1 , · · · , αYN

)T, which is unitary, complex and stationary.

The noise Spectral Power finally writes:

Σ(ω) = Q⃗Tσout(ω)Q⃗. (1.315)

While this detection technique (proven only for the single mode case) allows to overcome the

limitations of HD in terms of accessing hidden squeezing without additional noise as in hetero-

dyne detection, the two-tone LO presents suffer from an effective stationary profile that does

not solve the problem of frequency-dependent optimal quadrature. Syndodyne detection, as

HD and heterodyne detection, will in the best scenario match the desired frequency-dependent

quadrature only at one frequency.

96



Chapter 2

Temporal Cavities as temporal

mode filters

Contents

2.1 Space-time duality and Temporal Imaging . . . . . . . . . . . . . . . . . . . . . . 99

2.1.1 Space-time duality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

2.1.2 Temporal ABCD matrix formalism . . . . . . . . . . . . . . . . . . . . . . . 105

2.1.3 Photonic Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

2.1.4 Time lens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

2.1.5 Diffraction gratings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

2.2 Temporal cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

2.2.1 From mode cleaner cavity to temporal cavity . . . . . . . . . . . . . . . . 129

2.2.2 Eigenvalue and Eigenmode conditions . . . . . . . . . . . . . . . . . . . . 131

2.2.3 Input-output relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

2.2.4 Application of temporal cavities in communication protocols . . . . . . . . 140

2.2.5 Cavity Characterisation: Figures of merit . . . . . . . . . . . . . . . . . . 142

2.2.6 Intrinsic Losses and Compromises . . . . . . . . . . . . . . . . . . . . . . 145

2.2.7 Parameter choice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

97



2.2.8 Experimental feasibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

Temporal modes (TMs) of optical ultra-short pulses provide a reliable and flexible encoding

for photonic non-classical states [36]. Their noiseless manipulation plays an important role in

the processing of quantum information and communication networks [140, 141, 142, 69], it is

therefore important to have schemes for sorting and distributing them within a network. This

would enable the implementation of protocols for multipartite entanglement sharing, quantum

teleportation, quantum key distribution [36, 140, 143], as well as for the synthesis of multimode

entangled states such as cluster states [144, 17, 145], a fundamental resource for the imple-

mentation of a computation model based on projective measurements [146]. An ideal TM sorter

should separate the targeted TM mode from the other modes and should avoid overlapping with

other components and – for quantum applications – with efficiency close 100%. Mode-selective

techniques have been developed in the last few years such as, for example, the quantum pulse

gate (QPG) [40, 41, 42, 43]. Whereas these devices have the capability of sorting the modal

content of the input while preserving its quantum properties [147], they rely on the use of a

reference pump signal in the desired TM and an engineered phase-matching that inherently

modifies both the central wavelength and the selected TM mode and that may not be avail-

able for arbitrary carrier frequencies. On the other side, it is not known whether the complex

approach of multi-stage arbitrary modulations of spectral and temporal phases [44, 46] could

provide genuine filtering capability. To date, an approach to implement a genuine filter, which

would sort TMs while maintaining their carrier frequency as well as their original shape (in time

or frequency domain), has not been shown.

We described in Section 1.2.6 the capability of mode cleaner cavities to sort spatial modes

relying on the occurrence of mode-dependent resonances. When a paraxial monochromatic

beam impinges on them, its modal content at resonance with the cavity is transferred, while

the non-resonant modal content is reflected. A typical design we studied for a spatial-mode

cleaner cavity consists of two flat partially reflecting mirrors (the input and output couplers) and

one spherical perfectly reflecting mirror arranged in triangular geometry as in Fig. 2.1-a. We

observed also in that section that a triangular geometry is not the only possible for implementing

a mode-cleaner. For example, linear geometry, with a flat mirror and a spherical mirror, can

also used. However, for this geometry, two drawbacks limit their usefulness as a mode-sorting
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device:

• The input and the reflected beams are collinear, thus making it difficult to individually

address the reflected beam.

• These cavities present degeneracies for transverse modes that belong to the same family,

such as TEM01 and TEM10. In general such degeneracies are found for cavities with an

even number of spherical elements, while for cavities with an odd number the degeneracy

is removed.

The goal in this chapter is to leverage the powerful framework of space-time duality [64] in order

to translate the triangular cavity to time domain. We propose the “temporal cavity” [63] as a

novel type of device that is able to perform genuine TM filtering.

For more details, the subsection on space-time duality and temporal imaging follows the

formalism developed in [148] and [149].

2.1 Space-time duality and Temporal Imaging

2.1.1 Space-time duality

The field of Fourier optics emerged from the recognition that manipulating light in the spa-

tial domain provides powerful solutions for information processing applications []. This foun-

dational understanding led to an even more profound insight: the concept of spacetime du-

ality, which enables the translation of spatial-domain techniques into temporal applications,

significantly expanding our capabilities in temporal processing and information characteriza-

tion [150, 64, 151, 148, 73]. The theoretical underpinning of space-time duality stems from

a fundamental equivalence discovered nearly six decades ago [152, 153, 154, 155, 156]: the

parallel between electromagnetic beam diffraction and the dispersive propagation of electro-

magnetic pulses. By leveraging this duality, solutions to spatial diffraction problems can be

translated into corresponding solutions for temporal dispersion phenomena.
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Figure 2.1: Spatial mode cleaner translation. (a) Spatial mode-cleaner with spherical mirror,
(b) spatial mode-cleaner with a thin lens replacing the spherical mirror, (c) temporal cavity:
temporal equivalent of the spatial mode cleaner.

Quantized Field for Diffractive and Dispersive Evolution

We start by introducing the quantized field for both the diffractive and the dispersion evolution.

In the quantum description of a monochromatic beam, the positive-frequency part of the electric

field operator can be written as

Ê′(+)(x, z) = E ′0ei(k0z−ω0t)Â′(x, z), (2.1)

Â′(x, z) =
∑

m∈N
âmu

′
m(x, z). (2.2)

We assume here a beam propagating along the z direction and having a transverse profile

along the x-axis (trivial along y). We show in Section 1.2.6 the case where the transverse plane

doesn’t have a trivial profile along the y-axis.

Equivalently, in the quantum description of ultra-fast optical pulses, the positive-frequency

part of the electric field operator can be written as [96]:

Ê(+)(t, z) = E0ei(k0z−ω0t)Â(t, z), (2.3)

Â(t, z) =
∑

m∈N
âmum(t, z). (2.4)

Here we assume a pulse propagating along the z and having a trivial profile in the transverse

plane (x, y), i.e. a plane wave.

In both definition in Eqs. (2.1)-(2.4), ω0 is the carrier, k0 = k(ω0) the propagation constant,
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E0, E ′0, are the single photon amplitudes of the mode m and âm are the annihilation operators

satisfying boson commutation relations [âm, â
†
n] = δm,n. The slowly-varying envelope operators

Â′(x, z), Â(t, z) are each decomposed over a generic orthonormal basis of modal respectively

spatial {u′m(x, z)}m∈N and temporal {um(t, z)}m∈N functions.

At the heart of space-time duality lies the mathematical similarity between two key equations.

In the spatial domain, the dynamics of a monochromatic beam undergoing one-dimensional

diffraction in an isotropic medium is described by:

∂u′m
∂z

(x, z) =
−j
2k

∂2u′m
∂x2

. (2.5)

Analogously, in the temporal domain, the one-dimensional propagation of a pulse in a dispersive

medium in the quasi-monochromatic approximation is governed by:

∂um
∂z

(τ, z) = j
β2
2

∂2um
∂τ2

(2.6)

where per convenience, we are working in the travelling-wave frame of reference (τ, z) that

is propagating with the wave at pulse group velocity where the delayed time is τ = t − β1z,

β1 =
(
dk
dω

)
ω0

= 1
vg

is the first-order dispersion parameter, inverse of the group velocity vg and

β2 =
(

d2k
dω2

)
ω0

is the group-velocity dispersion (GVD) parameter.

The striking similarity between Eqs. (2.5) and (2.6) forms the basis of space-time duality.

It’s important to note that both equations represent approximated forms of the wave equation

Eq. (1.40). The spatial equation employs the paraxial approximation, assuming slow variation

of the field amplitude with z on the scale of a wavelength. Similarly, the temporal equation uses

the slowly varying envelope approximation, assuming the amplitude varies slowly with z on the

scale of an optical cycle.

By leveraging space-time duality, we can apply well-established spatial-domain techniques

to the temporal domain, enabling more powerful approaches to temporal processing and charac-

terization of information. This has led to impressive developments in all-optical signal process-

ing, including temporal Fourier transforms, differentiation, and integration, all achieved using a

limited number of active optical components.
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Figure 2.2: Spatial and Temporal Gaussian Pulses. Comparison of Gaussian pulses in space
and time domains. The left pulse shows the spatial distribution with width ω(z) corresponding
to the beam waist while the right pulse shows the equivalent temporal distribution with width√
2τ(z). Both pulses are normalized to the same peak amplitude, with a characteristic decay

marked by the dashed lines.

Spatial Parameters Equivalence Temporal Domain Parameters

Traverse spatial parameter x x←→ τ Retarded time τ = t− β1z

Beam waist w(z) ω(z)←→
√
2 σ(z) Pulse duration σ(z)(Fig. 2.2

Wavenumber k k ←→ − 1
β2

Group Velocity dispersion (GVD) β2

Propagation length z z ←→ β2z Group delay dispersion (GDD) β2z

Table 2.1: Mapping between Spatial and Temporal Parameters

We can reinforce this duality by making the following coordinate substitutions from both

propagation equations in Eqs. (2.1)-(2.4). These substitutions we collected in Table 2.1 map

spatial coordinates and wave numbers to their temporal analogues, enabling the translation of

spatial equations to the temporal domain.

It is well known, and we have shown that in Section 1.2.6 that a set of possible solutions of

the Helmotz Equation Eq. (2.5)) are the orthonormal basis of the HG modes we introduced in

Eq. (1.97) which are defined for the case of a single transverse coordinate, up to a normalization

constant ϵ′m :

u′m(x, z) = ϵ′m

[
ω0

ω(z)

]
Gm

(√
2x

ω(z)

)
ejk

x2

2R(z) e−j(m+ 1
2 )ψ(z), (2.7)
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where Gm(x) = Hm(x)e−
x2

2 and Hm(x) is the Hermite polynomial of order m. We have also

introduced in Eq. (1.91), the definition of the complex beam parameter q(z)

1

q(z)
=

1

R(z)
− j λ

πw2(z)
=

1

R(z)
− j 2

kw2(z)
, (2.8)

and we remind the definition of the beam waist w(z), the Rayleigh length zR, the rayon of

curvature of the wavefronts R(z) and the Gouy phase ψ(z) (Eqs. (1.94)-(1.96)):

w(z) = w0

√
1 +

(
z

zR

)2

, (2.9)

zR =
πw2

0

λ
=
kw2

0

2
, (2.10)

R(z) = z

[
1 +

(zR
z

)2]
, (2.11)

ψ(z) = − arctan

(
z

zR

)
(2.12)

where w0 is the beam waist at z = 0 and λ is the wavelength.

Using the transformation in Table 2.1, we can derive a set of solutions for the one-dimensional

propagation of a pulse in a dispersive medium (Eq. (2.6) by introducing the temporal equivalent

of the complex beam parameter in Eq. (2.8):

1

qt(z)
=

1

β2Rt(z)
− j 1

σ2(z)
. (2.13)

Since Eq. (2.6) is analogous of the paraxial Helmholtz equation for diffracting beams Eq. (2.5),

the orthonormal basis of temporal Hermite-Gauss (HG) functions in Eq. (2.8) is equivalently a

possible solution of the dispersion equation. Up to a normalization factor ϵm, these solutions

read, for m ∈ N

u(t, z) = ϵm

[
σ0
σ(z)

]
Gm

(
t

σ(z)

)
e
j t2

2β2Rt(z) e−j(m+ 1
2 )ψt(z). (2.14)
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Introducing the temporal phase and its second-time derivative :

ϕ(t) =
t2

2β2Rt(z)
− (m+

1

2
)ψt(z) + · · · (z-dependent term) (2.15)

d2ϕ(t)

dt2
=

1

β2Rt(z)
= C(z), (2.16)

we can express the temporal q parameter and the temporal HG modes in terms of pulse chirp

C(z) and pulse duration σ(z):

1

qt(z)
= C(z)− j 1

σ2(z)
. (2.17)

In the temporal domain, the pulse width σ(z), the chirp C(z), the group delay dispersion (GDD)

β2z and the temporal Gouy Phase play similar roles to the spatial beam parameters and are

defined as:

σ(z) = σ0

√
1 +

(
β2z

σ2
0

)2

, (2.18)

1

C(z)
= β2z

√
1 +

(
σ2
0

β2z

)2

, (2.19)

ψt(z) = − arctan

(
β2z

σ2
0

)
. (2.20)

We summarize in Table (2.2) the direct correspondence between spatial beam parameters and

their temporal counterparts, showing the framework of space-time duality.

Spatial Domain Correspondance Temporal Domain

∂A
∂z (x, z) =

−j
2k

∂2A
∂x2 x←→ t , k ←→ − 1

β2

∂A
∂z (t, z) = j β2

2
∂2A
∂t2

Beam waist w(z) ω(z)←→
√
2 σ(z) Pulse width σ(z)

Radius of curvature R(z) 1
R(z) ←→ C(z) Chirp parameter C(z)

Gouy phase ψ(z) ψ(z)←→ ψt(z) Temporal Gouy Phase ψt(z)

Complex q parameter q(z) 1
R(z) − j 2

kw2(z) ←→ C(z)− j 1
σ2(z) Temporal q parameter qt(z)

Table 2.2: Comparison of Spatial and Temporal Domain Parameters
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2.1.2 Temporal ABCD matrix formalism

Building upon the space-time duality framework introduced earlier, we extend the formalism to

encompass basic dispersive photonic components and pulse propagation through these com-

ponents, using Temporal ABCD matrix formalism. This section presents a unified approach

to describe the linear distortion of the pulse envelope in systems composed of concatenated

elements that can be characterized within this analogy, referred to as ”Gaussian” systems.

The overall system is quantified by multiplying ABCD matrices in the correct sequence, anal-

ogous to the spatial case in the paraxial regime [157, 158, 159] in Section 1.2.6, and adapted to

the temporal domain [65, 160]. The action of any linear system on the input complex envelope

of a short light pulse, Âin(τ, z), can be described as a linear superposition:

Âout(τ, z) =

∫
dτ ′ψin(τ

′)K(τ, τ ′) (2.21)

where the system is defined by the kernel K(τ, τ ′), and ψout(τ) represents the output complex

envelope. For Gaussian linear systems, the kernel assumes the form [149]:

K(t, t′) =





√
1

2πB
exp

[
i

2B

(
At′2 +Dt2 − 2tt′

)]
if B ̸= 0,

√
1

A
exp

[
− iCt

2

2A

]
δ

(
t′ − t

A

)
if B = 0,

(2.22)

where the constants A, B, C, and D are the matrix coefficients of the temporal system’s ABCD

matrix. It’s interesting to note that because of the quadratic evolution present in the exponential

term, these systems are considered Gaussian.

Similarly to how when a spatial Gaussian beam passes through optical elements, its modifi-

cations can be characterised by a linear transformation between the q parameters of the output

and input beams characterised by the ABCD matrices of the optical elements, in the time do-

main, we can treat the propagation of a Hermite-Gaussian pulse by using the transformation

between the temporal q parameters from the time domain ABCD matrices of the optical ele-

ments. Therefore, similar to in Section 1.2.6, the evolution in Eq. (2.6) can be solved by using

the following relation for the temporal q-parameter :
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qout =
Aqin +B

Cqin +D
. (2.23)

Spectral Dual Formalism

In the realm of temporal optics, there are certain scenarios where the Fourier transform of the

envelope, Â(ω, z), becomes the primary physical quantity of interest. It’s important to note that

these two representations are interconnected through a Fourier transform relationship, each

containing an equivalent amount of information. Given that linear systems in the time domain

exhibit linearity in the frequency domain as well, it becomes advantageous to extend our analy-

sis of Eqs. (2.21) and (2.22) to the dual space. The term ”dual” in this context refers to devices

that exhibit identical mathematical behaviour but operate in the Fourier domain. This concept

can be mathematically expressed as:

Âout(ω) =

∫
dω′Âin(ω

′)K̃(ω, ω′) (2.24)

where the frequency domain Kernel forms a Fourier transform pair with its time domain coun-

terpart:

K̃(ω, ω′) =

∫∫
dτ ′dτ ′′K(τ ′, τ ′′) exp[i(ωτ ′ − ω′τ ′′)]. (2.25)

When considering Gaussian systems specifically, the spectral domain representation also as-

sumes a Gaussian form, mirroring the structure of Eq. (2.22):

K̃(ω, ω′) =





√
i

2πBω
exp

[
−i
2Bω

(Aωω
′2 +Dωω

2 − 2ωω′)
]

if Bω ̸= 0

√
1
Aω

exp
[
−iCωω

2

2Aω

]
δ(ω′ − ω/Aω) if Bω = 0.

(2.26)

The dual coefficients in the frequency domain are intrinsically linked to the matrix parameters

A, B, C, and D in the time domain. By incorporating Eq.(2.22) into Eq. (2.25), we derive:
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

Aω Bω

Cω Dω


 =



A B

C D




−1

=



D −C

−B A


 . (2.27)

Eqs. (2.26) collectively demonstrate that a Gaussian system’s behaviour in the spectral do-

main is mathematically equivalent to that of a Gaussian system in the temporal domain, with

matrix elements provided by the inverse matrix. The full implications of this equivalence will be

explored in the next properties.

Properties of temporal ABCD matrices

Below we underline some properties of temporal ABCD matrix systems which are all adapted

from their spatial counterparts, but interpreted here in terms of temporal behaviour of photonic

components and later on for temporal cavities.

Determinant Condition

Property 2.1.1. The determinant of an ABCD matrix satisfies AD − BC = 1, ensuring the

preservation of the canonical commutation relations.

Temporal Imaging Systems

Property 2.1.2. When B = 0, the Gaussian system conjugates the input and output, resulting

in the output intensity being a scaled replica of the input:

Iout(τ, z) =
1

|A|Iin

( τ
A
, z
)
. (2.28)

Proof. To find the relationship between input and output intensities, consider the complex en-

velope transformation from Eq. (2.21). With B = 0, the kernel from Eq. (2.22) simplifies to:

K(τ, τ ′) =

√
1

A
exp

[
− iCτ

2

2A

]
δ
(
τ ′ − τ

A

)
. (2.29)
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Substituting this into the integral into Eq. (2.21):

Âout(τ, z) =

√
1

A
exp

[
− iCτ

2

2A

]
Âin

( τ
A
, z
)

(2.30)

The intensity is given by the magnitude squared of the complex envelope:

Iout(τ, z) = |Âout(τ, z)|2 =

∣∣∣∣∣

√
1

A

∣∣∣∣∣

2 ∣∣∣Âin

( τ
A
, z
)∣∣∣

2

=
1

|A|Iin

( τ
A
, z
)

(2.31)

Thus, the output intensity is a scaled replica of the input intensity, scaled by the factor 1
|A| ,

confirming the property of Temporal Imaging Systems when B = 0.

Temporal Afocal Systems

Property 2.1.3. Systems with C = 0 behave as temporal afocal systems, meaning they do not

introduce any quadratic phase modulation to the pulse envelope.

Proof. Consider the ABCD matrix with C = 0:



A B

0 D


 (2.32)

Substituting into the q-parameter evolution equation:

qout =
Aqin +B

D
, (2.33)

as we will see there is no dependence on qin in the denominator that could introduce a quadratic

phase term.

• Case B = 0 The kernel in Eq. (2.22) simplifies to:

K(τ, τ ′) =

√
1

A
δ
(
τ ′ − τ

A

)
(2.34)
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and the output envelope writes to:

Âout(τ, z) =

√
1

A
Âin

( τ
A
, z
)
, (2.35)

meaning no phase is introduced, particularly no quadratic phase.

• Case : B ̸= 0

The kernel from Eq. (2.22) is:

K(τ, τ ′) =

√
1

2πB
exp

[
i

2B

(
Aτ ′2 +Dτ2 − 2ττ ′

)]
(2.36)

Plugging the kernel in Eq.(2.21):

Âout(τ, z) =

√
1

2πB

∫
dτ ′ exp

[
i

2B

(
Aτ ′2 +Dτ2 − 2ττ ′

)]
Âin(τ

′, z) (2.37)

To solve this integral integral, we can approach it by completing the square in the exponent

and evaluating the Gaussian integral :

Aτ ′2 − 2ττ ′ = A

(
τ ′2 − 2τ

A
τ ′
)

= A

((
τ ′ − τ

A

)2
−
( τ
A

)2)
. (2.38)

Substituting back in the exponential term :

i

2B

[
A

((
τ ′ − τ

A

)2
−
( τ
A

)2)
+Dτ2

]
=
iA

2B

(
τ ′ − τ

A

)2
+

i

2B

(
D − 1

A

)
τ2. (2.39)

The integral becomes:

Âout(τ, z) =

√
1

2πB
exp

[
i

2B

(
D − 1

A

)
τ2
] ∫

dτ ′ exp

[
iA

2B

(
τ ′ − τ

A

)2]
Âin(τ

′, z). (2.40)

The integral resembles a Gaussian integral of the form:

∫ ∞

−∞
eiax

2

dx =

√
π

−ia , (2.41)
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where a = A
2B . Applying Eq. (2.41) , we get:

∫
dτ ′ exp

[
iA

2B

(
τ ′ − τ

A

)2]
=

√
2πB

iA
. (2.42)

Substituting back into Eq. (2.40), the expression for Âout(τ, z) simplifies to:

Âout(τ, z) =

√
1

2πB
·
√

2πB

iA
exp

[
i

2B

(
D − 1

A

)
τ2
]
Âin

( τ
A
, z
)
, (2.43)

Âout(τ, z) =
1√
iA

exp

[
i

2B

(
D − 1

A

)
τ2
]
Âin

( τ
A
, z
)
. (2.44)

When C = 0, using the determinant property AD −BC = 1 yield D = 1
A , implying that :

Âout(τ, z) =
1√
iA
Âin

( τ
A
, z
)
. (2.45)

Thus in both cases when B = 0 and B ̸= 0, the absence of the C term in the ABCD ma-

trix guarantees that the system behaves as a Temporal Afocal System, preserving the phase

characteristics of the input pulse envelope without adding any quadratic phase modulation.

Spectral Afocal Systems

Property 2.1.4. Combining the two previous properties, and utilizing the spectral formalism

developed earlier, any temporal imaging system (B = 0) is also a spectral afocal system, and

vice versa.

Proof. From the Spectral Dual Formalism, the dual ABCD matrix in the frequency domain is

the inverse of the temporal ABCD matrix given by EQUATION. For a Temporal Imaging System,

B = 0,



A 0

C D


 (2.46)
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The inverse (dual) matrix becomes:



Aω Bω

Cω Dω


 =



D −C

0 A


 (2.47)

indicating that the spectral dual system has Cω = 0. Therefore, when B = 0 in the temporal

domain, the dual system in the spectral domain also satisfies Cω = 0, classifying it as a Spec-

tral Afocal System. This establishes the equivalence between Temporal Imaging Systems and

Spectral Afocal Systems.

Spectral Imaging Systems

Property 2.1.5. Conversely, afocal systems (C = 0) act as spectral imaging systems, where

the output spectrum is a scaled replica of the input’s optical spectrum:

Iout(ω, z) =
1

|D|Iin

( ω
D
, z
)
. (2.48)

Proof. Consider a temporal Afocal System with C = 0:



A B

0 D


 (2.49)

Using the Spectral Dual Formalism, the dual ABCD matrix is:



Aω Bω

Cω Dω


 =



D 0

−B A


 (2.50)

Therefore Bω = 0, classifying the system as a Spectral Imaging System.

Applying the kernel in the spectral domain, the output spectrum is related to the input spec-

trum by:

Iout(ω, z) =
1

|D|Iin

( ω
D
, z
)

(2.51)

Thus, an Afocal System with C = 0 acts as a Spectral Imaging System Bω = 0, producing a
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scaled replica of the input optical spectrum.

Optical Fourier Transformers

Property 2.1.6. Systems with A = 0 function as optical Fourier transformers. In these systems,

the output intensity pulse mirrors the optical spectrum of the input pulse, scaled by B:

Iout(t, z) =
1

|B|Iin

( ω
B
, z
)
. (2.52)

Proof. For an Optical Fourier Transformer, we set A = 0, resulting in the matrix,




0 B

C D


 (2.53)

and the Kernel (Eq. (2.22)) for the case where B ̸= 0:

K(τ, τ ′) =

√
1

2πB
exp

[
i

2B

(
Dτ2 − 2ττ ′

)]
. (2.54)

Substituting the kernel in Eq. (2.21):

Âout(τ, z) =

√
1

2πB

∫
dτ ′ exp

[
i

2B

(
Dτ2 − 2ττ ′

)]
Âin(τ

′, z)

Âout(τ, z) =

√
1

2πB
exp

(
iDτ2

2B

)∫
dτ ′ exp

(
− iττ

′

B

)
Âin(τ

′, z) (2.55)

Recognizing the integral as a Fourier transform of Âin(τ
′, z):

TF
[
Âin(τ

′, z)
] (
ω =

τ

B

)
=

1√
2π

∫
dτ ′ exp (−iωt′) Âin(τ

′, z) =
1√
2π

∫
dτ ′ exp

(
− iττ

′

B

)
Âin(τ

′, z)

(2.56)

Thus:

Âout(τ, z) =

√
1

B
exp

(
iDτ2

2B

)
TF
[
Âin(τ

′, z)
]( t

B

)
. (2.57)
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The optical spectrum Iin(ω, z) of the input pulse is defined as:

Iin(ω, z) =
∣∣∣TF

[
Âin(τ

′, z)
]
(ω)
∣∣∣
2

(2.58)

Taking the magnitude squared of the output complex envelope:

Iout(τ, z) = |Âout(τ, z)|2 =

∣∣∣∣∣

√
1

B
exp

(
iDτ2

2B

)
TF
[
Âin(τ

′, z)
] ( τ

B

)∣∣∣∣∣

2

Iout(τ, z) =
1

|B|Iin

( ω
B

)
, (2.59)

indicates that the output intensity Iout(t) is a scaled replica of the input optical spectrum Iin(ω),

where the scaling factor is
1

|B| and the argument is scaled by
ω

B
.

Time-to-Frequency Transformers

Property 2.1.7. By dual analysis, systems with D = 0 act as time-to-frequency transformers,

where the output optical spectrum is a scaled replica of the input intensity profile:

Iout(ω, z) =
1

|C|Iin

(−t
C

)
. (2.60)

Proof. Consider an ABCD matrix with D = 0:



A B

C 0


 (2.61)

The dual ABCD matrix is:



Aω Bω

Cω Dω


 =




0 −C

−B A


 (2.62)

We can notice that Aω = 0, meaning that we’re in the case of the dual property of the Optical

Fourier Transformers. Therefore, the spectral output intensity Iout(ω, z) is a scaled replica of the

input optical intensiry Iin(t), where the scaling factor is
1

|Bω|
and the argument is scaled by

t

Bω
.
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Considering that Bω = −C, we get :

Iout(ω, z) =
1

|C|Iin

(−t
C
, z

)
. (2.63)

Thus, when D = 0, the system functions as a Time-to-Frequency Transformer, converting the

temporal profile of the input intensity into a scaled and inverted optical spectrum.

Scaling Systems

Property 2.1.8. Gaussian systems with both B = 0 and C = 0 perform simultaneous temporal

and spectral imaging of the input signal. These scaling systems yield a temporal image of the

input’s complex field, scaled by the matrix coefficient A:

Âout(τ, z) =

√
1

A
Âin

( τ
A
, z
)
). (2.64)

Proof. WhenB = 0, we have proven the system can be considered a temporal imaging system.

Similarly, when the C = 0, the system can be considered a spectral imaging system.

From the proof of the temporal imaging system, we got in the case B = 0.

Âout(τ, z) =

√
1

A
exp

[
− iCτ

2

2A

]
Âin

( τ
A
, z
)

(2.65)

Additionally when C = 0,

Âout(τ, z) =

√
1

A
Âin

( τ
A
, z
)

(2.66)

General Gaussian Systems

Property 2.1.9. Any Gaussian system with A ̸= 0 can be decomposed into a combination of

three equivalent subsystems: a temporal lens with an equivalent chirping coefficient −CA , a

scaling system with an equivalent scaling factor A, A Group Delay Dispersion (GDD) circuit with
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an equivalent parameter B
A :



A B

C D


 =




1 0

C
A 1






A 0

0 1
A






1 B

A

0 1


 . (2.67)

This decomposition facilitates the design and analysis of complex photonics components

by allowing the constituent elements to be treated individually before combining their effects

through matrix multiplication.

2.1.3 Photonic Components

Building upon the established temporal ABCD matrix formalism, we will now elucidate the math-

ematical structure of key devices as highlighted in Table 2.3, crucial for temporal cavities in this

thesis.

Space Time

Diffraction of z Dispersion of GDD D = β2z(
1 z
0 1

) (
1 D
0 1

)

Thin lens of focal f time lens of GDD Df(
1 0
− 1
f 1

) (
1 0
− 1
Df

1

)

Table 2.3: Comparison of Space and Time Optical Elements

The first elements elucidate the equivalence between diffraction of a monochromatic beam

and dispersion on a quasi-monochromatic pulse. In this temporal ABCD formalism, the ABCD

matrix Mdisp for a dispersive propagation through a medium of length d and GVD β2 is given by

Mdisp =



1 D

0 1


 , (2.68)

where D = β2d is the GDD. However, it’s important to distinguish that while diffraction in spa-

tial optics occurs only for positive wave numbers, the GDD parameter in temporal optics can
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assume both positive and negative values, contingent upon the specific material component,

waveguide structure, and the carrier frequency of the signal. Using Property 2.1.3, a dispersive

propagation through a medium behaves as a temporal afocal system, meaning it preserves the

phase characteristic of the input pulse with no added quadratic phase modulation. It equivalently

acts, through Property 2.1.5, as a spectral imaging system and inducing a quadratic phase in

the spectral domain.

In a similar way, we obtain the ABCD matrix of the dual of the thin lens, MTL of a time lens

of focal-GDD Df :

MTL =




1 0

−1/Df 1


 . (2.69)

Using Property 2.1.2, time lens, we know that a requirement for this device based on the form of

its ABCD matrix is to act as a temporal imaging system, inducing additionally a quadratic phase

modulation.

Equipped with these few elements we will develop the theory of a temporal cavity. But first,

let’s give more details about the time lens.

2.1.4 Time lens

The space-time duality extends naturally to optical elements, with time lenses serving as the

temporal counterpart to spatial thin lenses. Just as a thin lens imparts a quadratic phase modu-

lation to a beam’s spatial profile, a time lens applies a quadratic phase modulation to a temporal

waveform. This fundamental analogy forms the basis of temporal imaging systems.

From thin lens to time lens

To better grasp the effects of time lenses, let’s exploit again the analogy between diffraction

and dispersion. We can examine their impact in their respective Fourier domains. In k-space,

the diffraction operator applies a quadratic phase shift to the field: ϕ(kx) = −k
2
xz
2k , where kx

represents the beam’s transverse wavenumber, and this phase indicates the beam’s divergence

along the x-axis.
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Similarly, in the frequency domain, the dispersion operator imparts a quadratic spectral

phase: ϕ(Ω) = β2Ω
2z

2 = DΩ2

2 where Ω denotes the baseband angular frequency.

The impulse response resulting from the diffraction operation can be expressed as:

h(x) = hS exp

(
iπ

λz
x2
)

(2.70)

where hs is a constant dependent on the propagation distance z. This response incorporates a

quadratic phase shift relative to the spatial parameter x. A thin lens without aberrations, having

a focal length f , applies a similar quadratic phase shift to the input electric field:

ϕ(x) = −kx
2

2f
(2.71)

A comparable phenomenon occurs when a brief optical pulse traverses a lengthy dispersive

medium. The impulse response of the dispersion operator is given by:

hT (τ) = hT exp

(
− iτ

2

2D

)
, (2.72)

where hT is a constant reliant on D. For a short pulse subjected to substantial dispersion,

the electric field’s phase can be approximated by the quadratic phase in the impulse response.

Analogous to the spatial scenario, a temporal equivalent of the thin lens, known as a time lens,

can be defined. This time lens imparts a quadratically varying phase shift to the input signal:

ϕ(τ) =
τ2

2Df
(2.73)

where Df represents the focal GDD of the time lens.

This fundamental analysis can be expanded to encompass the broader field of temporal

imaging, where spatial imaging systems are adapted into their temporal counterparts [148, 73,

149], enabling the manipulation of intricate optical waveforms. We are not aiming in this thesis at

reviewing all of them in this thesis. Instead, we focus on reviewing key components of temporal

imaging that can be employed for temporal cavities. Therefore our primary emphasis is on the

time lens and its implementation.
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Time lens implementations

While time lens-based temporal imaging systems unlock a broader range of possibilities for

both temporal and spectral processing of ultrafast waveforms, a crucial first step is the practical

implementation of a time lens.

A time lens can be realized by creating a system that applies a temporally quadratic phase

shift to the input signal. This necessitates the use of a phase-modulation technique, either

electro-optical or all-optical (linear or non-linear). Various time-lens approaches have been

demonstrated, each with its own characteristics in terms of processing bandwidth, temporal

aperture size, noise and aberration performance, and operating wavelength range. Before go-

ing into these methods, it’s important to define key parameters that determine a time lens’s

processing capacity.

For applications in ultra-high-bandwidth signal processing, the most critical characteristic of

a time lens is its temporal resolution. To define this parameter, we can draw back to an analogy

with the spatial problem of focusing a large Gaussian beam using a thin lens. Consider a lens

with focal length f , where the input Gaussian beam waist size is 2w1 and the output (focused)

beam waist size is 2w2. The relationship between these parameters is given by: w2 = λf
πw1

. To

achieve a smaller output spot size, one must reduce the focal length f and increase the input

beam size w1. However, the largest input beam size that can be captured is limited by the lens

aperture size D.

Applying this analogy to the time domain, we define the resolution of a time lens as the short-

est transform-limited Gaussian FWHM pulsewidth δτ that can be generated by compressing a

Gaussian pulse. The time-lens aperture length ∆T is defined as the longest Gaussian pulse

duration that can be captured. Similar to a spatial Gaussian beam, we can express the tempo-

ral resolution of the time lens in terms of its focal group delay dispersion (GDD) and aperture

length:

δτ = 4 ln(2)
|Df |
∆T

(2.74)

The time-lens aperture is constrained by two factors.
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1. First, the phase profile of the time lens must be nearly aberration-free in the region where

the profile is quadratic.

2. Second, the amplitude transmission profile of the time lens should ideally be flat across

its aperture. Aberrations caused by a non-flat transmission profile are typically easier to

correct compared to those resulting from non-quadratic phase terms.

A key figure of merit for a time lens is the ratio between its aperture length and temporal resolu-

tion, which indicates the number of temporal features that can be processed:

N =
∆T

δτ
=

∆T 2

4 ln(2)|Df |
(2.75)

This FOM is equivalent to the time-bandwidth product of the time lens. Let us now explore

different interesting techniques used to implement time lenses and compare their performances.

Time-Lens Systems Based on Electro-Optic Modulation

The most straightforward approach to creating a time lens involves using an electro-optic phase

modulator (EOPM) driven by a quadratic voltage. The first experimental demonstrations of time-

lens systems employed this technique. It is usually built using a nonlinear crystal having a high

electro-optic coefficient such as Lithium Niobate LiNbO3. In practice, the RF signal driving the

phase modulator is sinusoidal, which is locally quadratic near its extrema. The induced phase

shift can be approximated as:

φ(t) = ±
(
πVRF

Vπ

)
cos(ωRFt) ≈ ±

(
πVRF

Vπ

)(
1− ω2

RFt
2

2

)
(2.76)

where VRF and ωRF are the amplitude and frequency of the modulating voltage, respectively, and

Vπ is the voltage required for the modulator to produce a phase shift of π. For standard LiNbO3,

it is possible to achieve typical values around Vπ = 5V [148]. Eq. (2.76) can be rewritten in

terms of much-known quantities:

φ(t) = δ cos(2πfRFt) ≈ δ
(
1− (2πfRFt)

2

2

)
, (2.77)
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where δ = ±πVRF

Vπ
, a real constant, is the modulation amplitude and fRF is the modulation

frequency. From Eq. (2.77), we can approximate the induced phase :

eiφ(t) = eiδtexp

(
−i (2πfRF)

2δt2

2

)
= eiδte

−i t2

2Df (2.78)

From Eq. (2.78), we can derive the value of the time-lens focal GDD:

Df =
1

4π2f2RFδ
= ± Vπ

πVRFω2
RF

. (2.79)

It’s worth noting that the focal GDD can be either positive or negative. Deviations from the

approximation in Eq. (2.77) introduce aberrations, but these are tolerable over a time window

that is a small fraction of the sinusoidal drive’s period ∆T ≈ 1
fRF

.

Proof. To calculate more rigorously the time aperture ∆T , let us expand the Taylor expansion

in Eq (2.77) and find the condition on the input pulse duration σ0 for which the quadratic approx-

imation is valid. The Taylor expansion of the cosinus term can be written as:

cos(2πfRFt) = 1− (2πfRFt)
2

2!
+

(2πfRFt)
4

4!
− (2πfRFt)

6

6!
+ ...

Substitute this expansion into the phase modulation

exp

[
iδ(1− (2πfRFt)

2

2!
+

(2πfRFt)
4

4!
− (2πfRFt)

6

6!
+ ...)

]

= eiδ exp

[
−iδ( (2πfRFt)

2

2!
− (2πfRFt)

4

4!
+

(2πfRFt)
6

6!
− ...)

]
. (2.80)

For the quadratic approximation to be valid, we want the fourth-order term (at least) to be negli-

gible compared to the second-order term, which means

(2πfRFt)
4/4!

(2πfRFt)2/2!
=

(2πfRFt)
2

12
≪ 1. (2.81)
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Solving for t:

t2 ≪ 3

(πfRF)2
⇐⇒ t≪

√
3

πfRF
. (2.82)

Now, if we consider σ0 as a measure of the pulse duration (e.g., standard deviation for a Gaus-

sian pulse), we can relate it to the maximum time t for which the approximation holds:

σ0 ≪
√
3

πfRF
. (2.83)

This proves the statement that

∆T =

√
3

πfRF
≈ 1

fRF
. (2.84)

Therefore the pulses over which the EOPM time lens operates must satisfy σ0 ≪ ∆T to ensure

that the higher-order terms in the Taylor expansion of the cosine function are negligible com-

pared to the quadratic term. When this condition is met, the phase modulation can be accurately

approximated by a quadratic function, which is essential for the time lens to operate without sig-

nificant aberrations. If this condition is not satisfied, the higher-order terms become significant,

introducing non-quadratic phase components. These components lead to temporal aberrations,

analogous to spatial aberrations in conventional lenses, which can distort the temporal focusing

properties of the time lens.

Before we jump into the theory of temporal cavities, let’s check another component that will

be needed.

2.1.5 Diffraction gratings

A diffraction grating consists of a large number of equally spaced parallel grooves, which diffract

incoming light into several beams travelling in different directions. The grating equation relates

the angles at which these diffracted beams propagate to the wavelength of the incident light

and the spacing between the grooves. We will also describe some parameters allowing to

characterize diffraction gratings from the Grating Equation.
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Figure 2.3: Diffraction gratings.

Grating Equation

Consider two rays diffracted by adjacent grooves of the grating in Fig. 2.3. Ray 1 propagates a

distance AB while Ray 2 propagates a distance A′B′, where A′B′ exceeds AB by an additional

distance due to the grating’s geometry. The optical path difference δ between the two rays is

given by:

δ = AB −A′B′ (2.85)

Expressing AB and A′B′ in terms of the groove spacing d, incident angle α, and diffraction

angle β gives:

AB = d sinα

A′B′ = −d sinβ (since β < 0)

δ = d(sinα+ sinβ) (2.86)

Constructive interference occurs when the optical path difference is an integer multiple of
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the wavelength λ:

δ = mλ = d(sinα+ sinβ) (2.87)

This leads to the grating equation:

mλ = d[sinα+ sinβ] (2.88)

where m is the diffraction order, Λ is the groove spacing, α is the incident angle, β is the

diffraction angle.

Alternatively, using groove density f (grooves per unit length in lines/mm), the equation can

be rewritten as:

fmλ = sinα+ sinβ (2.89)

Lithrow configuration

From Eq. (2.88), the diffraction angle β as a function of wavelength λ is given by:

β(λ) = sin−1

(
mλ

d
− sinα

)
. (2.90)

In the Littrow configuration, the diffracted light is reflected back along the same path as the

incident light, meaning α = β. Substituting this condition into the grating equation yields:

mλ = 2d sinα. (2.91)

Angular Dispersion

Angular dispersion quantifies how the diffraction angle β changes with wavelength λ. It is de-

fined as the derivative of β with respect to λ:

D =
dβ

dλ
(2.92)
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Starting from the grating equation:

sinβ = − sinα+m
λ

d
(2.93)

Taking the derivative with respect to λ:

d sinβ

dλ
= m

1

d

cosβ
dβ

dλ
=
m

d
, (2.94)

yielding the expression for the angular dispersion in grating parameters including the groove

density f :

D =
m

d cosβ
=

mf√
1− sin2 β

(2.95)

The angular dispersion increases with higher diffraction orders m and higher groove densities

f , leading to greater separation of wavelengths.

Temporal Dispersion with Pairs of Gratings (Treacy Grating)

Temporal dispersion arises when different wavelengths experience different path lengths, result-

ing in time delays between them. A pair of gratings, known as a Treacy grating, can introduce

a frequency-dependent time delay in pulses, which is essential in applications like Chirped

Pulse Amplification (CPA). This fundamental principle was instrumental in the groundbreaking

work [161] that earned Gérard Mourou and Donna Strickland half of the 2018 Nobel Prize in

Physics.

Consider a pair of gratings introducing an angle θm and a slight deviation δθm for longer

wavelengths (λ) compared to shorter ones. The optical path difference δ between two paths is:

δ = ÂBC − ÂB′ (2.96)
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Figure 2.4: Grating pairs in Treacy configuration.

Where:

AB =
L

cos(θm + δθm)
and AB′ =

L

cos(θm)
(2.97)

The additional path BB′ caused by the angle deviation is:

BB′ = −L [tan(θm + δθm)− tan(θm)] , (2.98)

since both angles are negative.

Considering the inclination θi:

BC = BB′ cos
(π
2
− θi

)
= −L [tan(θm + δθm)− tan(θm)] sin θi (2.99)
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Thus, the total optical path difference becomes:

δ = L

[
1

cos(θm + δθm)
− (tan(θm + δθm)− tan θm) sin θi −

1

cos(θm)

]
(2.100)

The time delay δτ associated with the optical path difference is:

δτ =
δ

c
(2.101)

where c is the speed of light. The rate of change of the time delay with the θm can be obtained

by the following approximation:

dτ

dθm
= lim
δθm→0

δτ

δθm
(2.102)

By multiplying and dividing Eq. (2.102) by δθm, the rate of change of the time delay with respect

to the angle θm can be obtained as:

dτ

dθm
=

mλfL

c cos2 θm
(2.103)

The temporal dispersion parameter measured along the normal direction of the Grating Surface

D⊥ measures the time delay per unit wavelength and is given by:

D⊥ =
1

L

dτ

dλ
=

1

L

dτ

dθm

dθm
dλ

, (2.104)

which when considering dθm
dλ is the angular dispersion (Eq. (2.92)) gives:

D⊥ =
m2λf2

c cos3 θm
in ps/nm. (2.105)

This parameter indicates that longer wavelengths experience greater delays compared to

shorter wavelengths, resulting in temporal separation of different spectral components.

The Group Delay Dispersion (GDD) quantifies the dispersion of different frequency compo-

nents in a pulse. To quantify the GDD of the grating pairs, recall that the phase ϕ(ω) can be

approximated by its Taylor Expansion:
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ϕ(ω) = ϕ(ω0) +
dϕ

dω

∣∣∣∣
ω0

(ω − ω0) +
1

2

d2ϕ

dω2

∣∣∣∣
ω0

(ω − ω0)
2 + ... (2.106)

where τ = dϕ
dω

∣∣∣∣
ω0

is the Time Delay / Group Delay and d2ϕ
dω2

∣∣∣∣
ω0

is the GDD. We can write the

Temporal dispersion as a function of the GDD:

D⊥ =
1

L

dτ

dλ
=

1

L

d

dλ

(
dϕ

dω

)
= − 2πc

Lλ2
d

dω

(
dϕ

dω

)

D⊥ = − 2πc

Lλ2
d2ϕ

dω2
= − 2πc

Lλ2
d2ϕ

dω2
GDD. (2.107)

Therefore the GDD is expressed as:

GDD = −Lλ
2

2πc
D⊥ = − m2λ3f2L

2πc2 cos3 θm

GDD = −m
2λ3f2

2πc2
NL

[
1− (mλf − sin θi)

2
]− 3

2

. (2.108)

When we consider multiple passes of the grating pairs (N passes), the total GDD becomes:

GDD = −m
2λ3f2

2πc2
NL

[
1− (−mλf − sin θi)

2
] 3

2

. (2.109)

Treacy Configuration Limitations

Eq. (2.109) clearly demonstrates an already known limitation of the Grating pairs in Treacy

configuration: it produces a GDD that is inherently negative. This explains that the Treacy con-

figuration can only provide negative dispersion, indicating that longer wavelengths (red) travel

a longer path than shorter wavelengths (blue), resulting in pulse compression. For the main

application, this is not a limitation since EOPM and XPM-based time lenses can be made with

negative GDD. However, using a different configuration of grating pairs known as Martinez con-
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Figure 2.5: Grating pairs in Treacy vs Martinez configuration.

figuration [162] as in Fig 2.5b, one can produce both positive (for pulse stretcher) and negative

(for pulse compressor) dispersion. This is achieved by incorporating additional optical elements

(typically lenses or curved mirrors) between the gratings.

Feature Treacy Configuration Martinez Configuration

Dispersion Type Negative only Both positive and negative

Optical Elements Gratings only Gratings + focusing elements

Complexity Simpler More complex

Table 2.4: Comparison between Treacy and Martinez Configurations

2.2 Temporal cavity

In this subsection, we demonstrate the first implementation of a genuine temporal mode filter

utilizing the first (to our knowledge) temporal cavity architecture [63]. A temporal cavity is ob-

tained by using the time-frequency analogue of a spatial-mode cleaning cavity (Section 1.2.6,

Fig. 2.1a), a cavity whose eigenvectors are Hermite-Gaussian transverse modes, with mode-

dependent reflection and transmission coefficients (Eq. (3.2)). This effect is due to a mode-

dependent spatial Gouy phase accumulated in a round trip.
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Similarly, temporal cavities possess resonances generated by the combination of a cavity

build-up effect and the temporal Gouy phase shift [65] and that are distinct with respect to

the family of Hermite-Gaussian TMs (HGTM). Fundamentally different from other TM sorting

approaches, we will show that temporal cavities not only behave as genuine filters but are also

device-independent, in the sense that their operation is based only on the principles of temporal

imaging and it does not depend on whether they are implemented by nonlinear processes or

electro-optic phase modulators [148].

2.2.1 From mode cleaner cavity to temporal cavity

When a paraxial monochromatic beam impinges on a spatial-mode cleaner that is tuned on

a particular transverse mode, its modal content at resonance with the cavity is transferred,

while the not resonant modal content is reflected (Fig. 1.5). A typical design for a spatial-mode

cleaner cavity consists of two flat partially reflecting mirrors (the input and output couplers)

and one spherical perfectly reflecting mirror arranged in triangular geometry as in Fig. 2.1a.

Since we have shown that the principle of space-time duality expresses a formal equivalence

between the spatial and temporal degrees of freedom of optical beams and concluded that the

dispersive propagation of a short pulse in the quasi-monochromatic approximation is the dual, in

time domain, of the diffractive evolution of a paraxial monochromatic beam. As a consequence,

the free space propagation in Fig. 2.1.a must be replaced by the propagation of a pulse in

a dispersive medium. The flat mirrors do not have any special role apart from deflecting the

trajectory of the optical beam without changing its shape.

These elements are kept in the time domain framework with no need for translation. On the

contrary, the spherical mirror plays a major role in the emergence of mode-selective resonances.

Despite “time reflection” being a possible phenomenon [163], at the best of our knowledge

there is no simple practical way of implementing a spherical mirror in the time domain. This

issue can be resolved by observing that the ABCD matrix of a spherical mirror of radius of

curvature R is formally similar to that of a thin lens of focal f whose dual, in time domain, is a
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time lens which, instead, can be easily implemented in experiments [148, 149, 164]:

Mmirror =




1 0

− 2

R
1


 , ,Mthin lens =




1 0

−1
f 1


 . (2.110)

The alternative scheme for a spatial-mode cleaner involves, thus, three flat mirrors (two partially

reflecting, one perfectly reflecting) and one thin lens as represented in Fig. 2.1.b.

The temporal cavity is obtained as the equivalent of the alternative scheme and it is drawn

in Fig. 2.1.c. The beam splitters, with real reflection and transmission coefficients r1, t1 and

r2, t2, implement the input and output couplers. The perfectly reflecting flat mirrors deflect the

trajectory in order to create a loop. The dispersive elements are characterised by a total GDD

D1 and D2, respectively. Notice that, in principle, a scheme with only one dispersive element is

also possible, but for reasons that will be clear later in this section, we consider two dispersive

elements. The time lens is placed between the dispersive elements and it is characterised by a

focal-GDD of Df . The physical process used for its implementation is not important as far as it

does not change the carrier of the pulse. Therefore, for this application, the best choice would

be electro-optic modulators [65, 66, 67, 165, 69] or processes such as cross-phase modulation

[166, 167].

The translation to the time domain is, finally, completed by considering the input beam. For

mode-cleaners, this is a paraxial monochromatic beam while its dual, in time domain, is a quasi-

monochromatic pulse. However, in order to get the typical build-up effect for resonant cavities,

it is necessary that at the input coupler, the k-th pulse after one round-trip interferes with a

new pulse, say the (k + 1)-th, entering the cavity. As a consequence, a temporal cavity can be

realized only when impinged by a train of pulses such that their repetition period T matches the

round-trip time of the loop (or it is a sub-multiple of it):

T =
Lloop

c
, (2.111)

where Lloop = d0 + d1 + d2 is the cavity optical length, d0 is the distance (in empty space)

between the input and output couplers and di (for i = 1, 2) are the optical lengths of the two
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Figure 2.6: Train of Pulse decomposition: (left) A periodic train of pulses separated by period
T with pulse duration σ0. (right) Its Fourier transform shows the frequency comb spectrum
with spacing 1/T and spectral width 1/σ0. The spectrum can be decomposed into orthogonal
Hermite-Gaussian (HG) frequency comb modes.

dispersive media. Such train of pulse is a frequency comb in the Fourier domain and can be

decomposed into an orthogonal basis of HG frequency combs modes as in Fig. 2.6.

2.2.2 Eigenvalue and Eigenmode conditions

The cavity’s behaviour is characterized by its ABCD matrix, as we did with the spatial mode

cleaner. The ABCD matrix for a round trip is derived by sequentially multiplying the matrices of

each component:

MLoop =



1 D2

0 1







1 0

−1
Df

1






1 D1

0 1


 =



1− D2

Df
D1

(
1− D2

Df

)
+D2

− 1
Df

1− D1

Df




MLoop =



ALoop BLoop

CLoop DLoop


 =



1− D2

Df
Dtot − D1D2

Df

− 1
Df

1− D1

Df


 , (2.112)

where Dloop = D1 + D2 is the total GDD. For the cavity to be stable, using Eq. (1.109), the

following conditions must be satisfied:

−2 ⩽ 2− (D1 +D2)

Df
⩽ 2

0 ⩽ |Dtot| ⩽ 4|Df |, (2.113)
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where Dtot and Df must have the same sign.

A second condition necessary for assuring an interference-based cavity build-up effect is that

the duration and chirp of the circulating pulse at loop k matches that of the (k + 1)-th incoming

pulse at the input coupler. This is formally expressed by requiring that the temporal q-parameter

remains unchanged after each round trip qk+1 = qk (say q). By using the ABCD formalism, this

condition leads to the eigenvalue condition

q =
Aloopq +Bloop

Cloopq +Dloop
(2.114)

We shown in Section 1.2.6 that solving Eq. (2.114) comes back to solving:

CLoopq
2 + (DLoop −ALoop)q −BLoop = 0 (2.115)

to get the eigenmodes of the temporal cavity. This leads to the quadratic equation:

− 1

Df
q2 +

(
D2 −D1

Df

)
q − (D1 +D2) +

D1D2

Df
= 0

q2 − (D2 −D1)q + (D1 +D2)Df −D1D2 = 0 (2.116)

Calculating the discriminant:

∆ = (D2 −D1)
2 − 4Df (D1 +D2) + 4D1D2

∆ = (D1 +D2)
2 − 4Df (D1 +D2) + 4D1D2

∆ = Dtott
2 − 4DfDtot ⩽ 0. (2.117)

The roots of the quadratic equation expressed as:

q =
D2 −D1

2
± i

√
Dtot

(
Df −

Dtot

4

)
(2.118)

defines the q-parameter that a train of pulses must have in order to be a cavity eigenvector or,

conversely, it defines the parameters that the temporal cavity needs to have in order to sustain
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the train of pulses with a given q-parameter. From Eq. (2.118), it is clear that with two dispersion

elements it is possible to arrange the setup so that Re[q] = 0 when D1 = D2. This allows to

consider the simpler situation of not chirped input pulses.

And using the definition of the temporal q parameters Eq. (2.17) and for a input pulse duration

σ2
0 , the input q parameter writes:

qin = iσ2
0 , (2.119)

yielding another condition from Eq. (2.118)

σ4
0 = Dtot

(
Df −

Dtot

4

)
. (2.120)

This gives the constraints between the input pulse duration and GDD of the dispersive com-

ponents and the time lens. In the case where we have only considered a single dispersive

component D, the input pulse would have to always be chirped with a chirp value correspond-

ing to D to be an eigenvector of the cavity.

2.2.3 Input-output relations

Equations (2.111) and (2.118) represent the two fundamental equations for the temporal cavity.

When they are both satisfied, the input and output fields can thus be written as

Âf(t, z) =

+∞∑

k=−∞

∑

m∈N
â
(k)
f,mum(t− kT, z), (2.121)

where the indexes f = {in1, r, in2, t} identify, respectively, the input and the reflected beams at

the first coupler, the input and the transmitted beams at the second coupler (see Fig.2.7). The

modal functions um(t − kT, z) form a complete orthonormal set of Gauss-Hermite pulses that

are non-zero in the interval [(k − 1)T, kT ]. In the steady state regime, the quantum formalism

simplifies significantly. Two doubts were raised when using this formalism

1. Do we lose the formalism by not sticking to the frequency comb formalism round trip by

trip?
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Figure 2.7: Schematic of a temporal cavity with two inputs Êin1 and Êin2 and two outputs
Êr and Êt. The two couplers are characterized by real reflection and transmission coefficients
r1, r2 and t1, t2. A third coupler with reflection coefficient ρ models possible sources of losses
during a round-trip. The two dispersive elements (two gratings in the picture) have equivalent
GDD D1 and D2. A time lens of focal GDD Df is inserted between them. The multimode input,
Eq. (2.121), is represented by the first three HGTMs (blue, red and green). Note that, the spatial
mode of the beam remains the same through propagation in the temporal cavity.

2. The ABCD formalism being valid only in the delayed time reference frame, are we neglect-

ing some phases during the propagation?

We deal with both concerns in Appendix A respectively and we show that, while more com-

plex, they lead to the same conclusion. We consider a different rearrangement of the compo-

nents of the temporal resonator in Fig. 2.9, that’s formally equivalent to that of Fig. 2.7, with the

advantage of allowing much easier tracking of the round-trip propagation.

In the steady state regime, for the k-round trip, the transformation between the annihilation

operators is given by :

ĉ′(k)m = eiδ2 ĉ(k)m ,

â′(k)m = eiδ1 â(k)m . (2.122)

with eiδ1 ·eiδ2 = eiδm , where the δ2 correspond the propagation between the second coupler and
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Figure 2.8: Temporal cavity resonances: Scheme of the resonances (2.137) of a temporal
cavity. The integers p and m can be interpreted as the longitudinal and transverse orders of the
resonance.

the fully reflective mirror (see Fig.2.7), while δ1 = lLoop− δ2 and δm = k0Lloop−ψm is the phase

accumulated during one loop.

In the steady state regime, the transformation of the annihilation operators through the cou-

plers can be expressed as:



â
(k)
rm

â
(k)
m


 =




t1 r1

−r1 t1






ĉ
′(k)
m

â
(k)
in1






â
(k)
tm

ĉ
(k)
m


 =




t2 r2

−r2 t2






â
′(k)
m

â
(k)
in2


 . (2.123)

Expanding these transformations and plugging Eqs. (2.122) lead to:

â(k)m = t1â
(k)
in1 − r1ĉ′(k)m = t1â

(k)
in1 − r1ĉ(k)m eiδ2

ĉ(k)m = −r2â′(k)m + t2â
(k)
in2 = −r2â(k)m eiδ1 + t2â

(k)
in2 (2.124)
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Figure 2.9: Different schematic of a temporal cavity: We use this configuration to calculate
the input-output relations.

From Eqs. (2.124), we get the transformed operator â(k)m and ĉ(k)m :

â(k)m = t1â
(k)
in1 + r1r2â

(k)
m eiδm − r1t2eiδ2 â(k)in2

â(k)m =
t1

1− r1r2eiδm
â
(k)
in1 −

r1t2e
iδ2

1− r1r2eiδm
â
(k)
in2 (2.125)

ĉ(k)m =
−r2t1eiδ1

1− r1r2eiδm
â
(k)
in1 +

r1r2t2e
iδm

1− r1r2eiδm
â
(k)
in2 + t2â

(k)
in2

ĉ(k)m =
−r2t1eiδ1

1− r1r2eiδm
â
(k)
in1 +

t2
1− r1r2eiδm

ˆain2
(k) (2.126)
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Further transformations yield expressions for transmitted and reflected operators ârm and âtm:

â(k)rm = r1â
(k)
in1 + t1c

(k)
m eiδm

â(k)rm =

(
r1 −

r2t
2
1e
iα

1− r1r2eiδm
)
â
(k)
in1 +

t1t2e
iδm

1− r1r2eiδm
â
(k)
in2

â(k)rm =
r1 − r2eiδm
1− r1r2eiδm

â
(k)
in1 +

t1t2e
iδm

1− r1r2eiδm
â
(k)
in2 (2.127)

â
(k)
tm = t2â

(k)
m eiδ1 + r2â

(k)
in2

â
(k)
tm =

t1t2e
iδ1

1− r1r2eiδm
â
(k)
in1 +

(
r2 −

r1t
2
2e
iδm

1− r1r2eiδm
)
â
(k)
in2

â
(k)
tm =

t1t2e
iδ1

1− r1r2eiδm
â
(k)
in2 +

r2 − r1eiδm
1− r1r2eiδm

â
(k)
in2 (2.128)

We finally obtain the mode-dependent input-output relation, which reads



â
(k)
t,m

â
(k)
r,m


 =M



â
(k)
in1,m

â
(k)
in2,m


 (2.129)

where

M =



Tm −eiδmR∗

m

Rm eiδmT ∗
m


 (2.130)

with Tm = t1t2e
iα

1−r1r2eiδm and Rm = r1−r2eiδm
1−r1r2eiδm . In these expressions, α is the phase accumulated

by diffractive propagation from the input coupler to the output coupler. As a reminder, δm =

k0Lloop − ψm is the phase accumulated during one loop, and it is the sum of two terms: the

first is the phase of free space evolution along the full length of the loop Lloop and the second,

ψGouy = −Arg[Aloop − iBloop/σ
2
0 ], is the mode-dependent temporal Gouy phase accumulated

during the propagation through the two dispersive media of total GDD Dtot = D1 +D2, with a

time lens in between.

The Temporal Gouy phase can be more explicitly expressed in terms of the parameters of
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the cavity:

1

ALoop +
BLoop

qin

=
1

ALoop +BLoopCin − BLoop

σ2
in

=
ALoop +BLoopCin +

BLoop

σ2
in

(ALoop +BLoopCin)2 −
B2

Loop

σ4
in

(2.131)

The Temporal Gouy phase corresponds to the argument of the complex expression (Eq. (1.106):

ψout = Arg



√

1

ALoop +
BLoop

qin


 =

1

2
arctan

(
BLoop

σ2
in(ALoop +BLoopCin)

)
(2.132)

For the temporal cavity, ALoop and BLoop are defined by Eq. (2.112) and considering an input

pulse defined in Eq. (2.119), we can write:

ψGouy =
1

2
arctan

(
DfDtot −D1D2

σ2
0(Df −D2)

)

ψGouy =
1

2
arctan

[
Dtot

2σ2
0

(
4Df −Dtot

2Df −Dtot

)]
(2.133)

The transformation in Eq. (2.130) is symplectic when M is unitary M ·M† = I. Since ti and ri

are chosen real and t2i + r2i = 1 (for i = 1, 2), one can easily prove that M is a unitary matrix, so

that the boson commutation relations for the output field operators are respected.

The temporal cavity effect becomes evident by considering the transmittance coefficient

|Tm|2 =
Tmax

1 +
(
2F
π

)2
sin2

(
ω0

2νFSR
− ψm

2

) , (2.134)

where the maximum transmittance Tmax, the Finesse F and the Free Spectral Range νFSR of

the cavity are defined as:

Tmax =
t21t

2
2

1− r21r22
F =

π
√
r1r2

1− r1r2
νFSR =

c

LLoop
(2.135)
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Let us finally find the resonant frequencies ω(p,m):

|Tm|2 = Tmax ⇐⇒ sin2
(

ω0

2νFSR
− ψm

2

)
= 0. (2.136)

Therefore mode-dependent resonances are found at:

ω(p,m) = (2πp+ ψm)νFSR, (2.137)

with p ∈ Z. In close analogy with the spatial case, these resonances are characterized by the

two integers p and m that can be interpreted as the temporal equivalent of the longitudinal and

transverse order of a resonance. First considerations for the temporal cavity were initially for a

full-fibered experimental design. In that case, Dtot = β2LLoop and Eq. (2.111) can be rewritten

as:

T =
β1
β2
Dtot (2.138)

where β1 and β2 represent the first and second-order dispersion parameters of the fiber,

respectively.

This equation reveals a critical dependence between the choice of T and Dtot. As we will

demonstrate later, Dtot is subject to additional constraints, which in turn put the burden on

choosing an appropriate fiber, where the flexibility in the ratio between β1 and β2 is limited.

In order to decouple T from Dtot, a partially fibered design with fibers serving as local dis-

persive components can be considered. However, this approach suffers from high insertion

losses at the free space-to-fiber interfaces. While these configurations are feasible regardless

of constraints, we opt for a fully free-space design to maximize flexibility and potentially min-

imize insertion losses. Furthermore, dispersive components such as diffraction gratings for

free-space applications are readily available in the market.
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2.2.4 Application of temporal cavities in communication protocols

The mode-dependent resonances of a temporal cavity can be employed for filtering multimode

frequency combs. Consider a configuration where a multimode input frequency comb is sent

through the first coupler (port “in1”) while keeping the second input (port “in2”) in a vacuum

state. Since M is unitary and |Tm|2 + |Rm|2 = 1, tuning the cavity on the suitable resonance

(p,m) allows for complete transmission (|Tm|2 = 1 and |Rm|2 = 0) of the mode “m” in the output

Êt. As far as the other resonances do not overlap with the one corresponding to (p,m), the

modes m′ ̸= m are reflected at the first coupler, in the mode Êr, with |Tm′ |2 = 0 and |Rm′ |2 = 1.

Therefore, this configuration enables the genuine filtering or demultiplexing of mode m without

altering either the carrier frequency or the modal shape of the TM. For a partially transmitted

mode, a non-zero coefficient Rm mixes the mode’s quantum state with the vacuum entering

through “in2.”

A different configuration can multiplex frequency combs of different orders. For simplicity,

consider only two modes and suppose that the mode m is sent through the port “in1”, while the

mode m′ ̸= m enters the cavity through the port “in2”. When the cavity is tuned on the m-th

resonance, the mode m is completely transmitted while the mode m′ is reflected at the second

coupler. They are now joined in the output mode Êt.

A key application of temporal cavities lies in quantum communication, where quantum in-

formation must be encoded by a sender (Alice) and transmitted to a receiver (Bob) over dis-

tant locations. Frequency comb temporal modes provide an attractive avenue for encoding

and transmitting such quantum information. By utilizing different temporal modes as distinct

communication channels through temporal mode multiplexing, multiple channels can be com-

bined onto a single transmission line. This multiplexing approach differs fundamentally from

conventional time or frequency multiplexing schemes. Rather than separating channels by non-

overlapping time windows or spectral slices, the intrinsically field-orthogonal nature of the tem-

poral modes enables dense packing of channels in time-frequency space while maintaining

negligible crosstalk between modes.

Figure 2.10 illustrates a possible application where four TMs are used for encoding in differ-

ent communication channels. At the sender’s location, Alice can employ a series of temporal

140



2.2. TEMPORAL CAVITY

Alice: Multiplexing stage

Bob: Demultiplexing stage
Figure 2.10: Temporal cavities for quantum communication: Multiplexing/demultiplexing
scheme for communication between two parties, Alice and Bob, using orthogonal TMs as inde-
pendent channels. Alice’s multiplexing stage (top) utilizes a succession of temporal cavities to
combine different TM channels into a single communication line, which is sent to Bob through
one single physical fiber. Bob’s demultiplexing stage (bottom) employs a series of temporal cav-
ities to demultiplex the channels, allowing him to independently read out the information from
each original TM channel.

cavities to multiplex different quantum channels, each encoded in a particular temporal mode,

onto the communication line. After transmission, Bob can then implement a cascaded sequence

of temporal cavities to demultiplex the received signal, separating the individual modal channels

onto distinct output ports for subsequent readout of the encoded quantum information. Com-

pared to alternative multiplexing techniques, this temporal mode approach leverages the math-

ematical orthogonality of the modes to maximize the channel density and transmission fidelity.

Temporal cavities provide a powerful tool to robustly multiplex and demultiplex these modal

channels, enabling high-dimensional quantum communication over optical networks while main-
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taining the original modal shapes and carrier frequencies.

Before we examine the main application of the temporal cavity, one may wonder what the

figures of merit of the cavity are. For that, we have to first account for the intrinsic losses of the

cavity and settle on some characterization parameters.

2.2.5 Cavity Characterisation: Figures of merit

(a) Spectral displacement induced by the Gouy
phase and spectral distance between 2 modes res-
onances

(b) FSR and pulse width for a resonance order
m

Figure 2.11: Characterisation of the temporal cavity resonances

One of the figures of merit of the cavity isN which accounts for the number of modes that can

be discriminated. More explicitly, N accounts for the number of resonances that fit in one cavity

FSR. For that, recall that the temporal cavity can discriminate between different HG modes

because the cavity resonances present distinct temporal Gouy phase ψm shifts with respect to

the family of HGTMs. Therefore to evaluate the spectral displacement of a resonance of order

m + 1 with regard to the resonance of order m, we need to evaluate the spectral displacement

induced by the ψm.

Because of the presence of the Gouy phase in the transmission coefficient, the spectral

displacement for every mode will be a function of the mode order m. Considering that for a

round trip (2π), the total spectral displacement phase is known as the FSR νFSR, the spectral
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displacement νm (Fig. 2.11a) induced by the Gouy phase alone for one round trip is:

νm =
ψm
2π

νF =
m+ 1/2

2π
νF ψGouy, (2.139)

where ψGouy is defined as in Eq. (2.133). νm basically quantifies the spectral distance between

resonances of order 0 and m.

We introduced the spectral distance between 2 consecutive resonance orders ∆ = |νm+1 − νm|

and using Eq. (2.139), we find

∆ =
νF
2π
|ψGouy| , (2.140)

which doesn’t depend on the order m of the HG modes. We might think, looking at this

parameter, that a bigger ∆ means less overlap between the transmission coefficient of different

modes. One could be tempted to attempt to increase νF to increase ∆. But two problems come

to mind:

1. The FSR is fixed by the input train of pulses repetition rate Eq. (2.111).

2. Increase νF would also increase in a similar order of magnitude the width of each res-

onance νF
F (Fig. 2.11b), therefore making such an increase almost irrelevant for mode

separation. It will essentially just scale up the resonances. So increasing D requires

increasing ψGouy instead.

Using Eq. (2.139), we can rewrite the transmission coefficient as

T =
Tmax

1 +
(
2F
π

)2
sin2

(
π(ν−νm)

νF

) . (2.141)

As we can see, it is very similar to the transmission coefficient of a Fabry-Perot cavity, with

the exception of the peaks happening at different frequencies ν − νm. That allows us to con-

firm, as predicted, that the value of the frequency spacing or FSR is νF and each peak width

will be characterised by νf/F (Fig. 2.11b). This confirms that a better separation between

modes involves a higher finesse, which can be achieved according to Eq. (2.135) by having

high reflection coefficients for the couplers.
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To evaluate the number of modes we can separate N , we can use the following expression:

N =
νF
∆

=
2π

|ψGouy|
. (2.142)

Note that this definition is only fitting when the number of modes is approximately an integer.

When N is not an integer, we can theoretically separate an extra mode depending on the values

of its decimal part and the finesse.

Based on Eq. (2.133), the values of Dtot and Df play crucial roles in determining ψGouy. Con-

sidering that both parameters share the same sign and satisfy the stability condition |Dtot| ≤

4|Df|, increasing |Dtot| leads to a larger argument within the arctangent function, thereby in-

creasing |ψGouy|, so reducing N . On the other hand, if |Df| is increased while keeping Dtot

constant, the ratio 4Df−Dtot
2Df−Dtot

decreases, which reduces the overall argument of the arctangent

function and consequently decreases |ψGouy| and increasing N . This inverse relationship en-

sures that within the specified magnitude constraints, Dtot serves to amplify ψGouy, whereas Df

acts to diminish it. However, at fixed input pulse duration σ0, Eq. (2.120) defines the constraining

relation between Dtot and Df. So they can’t be tuned independently. Say we consider Dtot as the

free parameter for the choice of N ; it still requires a good balance between higher dispersion

meaning better separation (high value of |Dtot|) and a high value of N (low value of |Dtot| so

lower dispersion).

In the worst-case scenario, it’s easy to see that N → 2, which means at worst we will be able

to separate two modes with the appropriate choice parameters.

While N tells us the number of modes that can be discriminated, it does not tell us how

well these modes are discriminated. And we introduced a distinguishability parameter δ, taking

inspiration from the Rayleigh criteria for spatial or angular separation.

The metric represents a measure of distinguishability between resonant modes. The dis-

tinguishability parameter δ, defined as the ratio of peak separation ∆ to their FWHM, directly

indicates how well-resolved modes are in units of peak width. Using Eq. (2.139) and Fig. 2.11b,

one can give a formula for this parameter:
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δ ∝ |ψGouy|F
2π

. (2.143)

Through empirical analysis of simulation results, we arbitrarily chose δ = 1.5 as a threshold,

where values below this limit indicate insufficient separation for the effective implementation of

temporal cavities. A larger δ value indicates better mode separation, which can be achieved

either through Eq. (2.143) by increasing the Gouy phase shift (affecting mode spacing) and/or

by improving the cavity finesse (reducing peak width) Fig. 2.11b. We showed previously that in-

creasing the temporal Gouy requires careful consideration as it reduces N (Eq. (2.142)). When

it comes to the Finesse, theoretically, we could increase it to very high values by increasing the

reflectivity of the beam splitters. However, we show in the next subsection that this increase

comes at the cost of efficiency. Both approaches, as discussed, require careful optimization,

as they can impact other cavity parameters - the Gouy phase affects mode degeneracy and

stability while increasing finesse typically involves trade-offs with cavity losses and throughput.

2.2.6 Intrinsic Losses and Compromises

The development we have done in this section until now didn’t account for the unavoidable

round-trip losses. These losses account for propagation losses, coupling losses, insertion

losses, and inefficient components like beamsplitters and time lenses. These losses can be

modelled as a non-zero reflectance P of an additional beam splitter, as depicted in Fig. (2.7).

The goal is to do the transmission of the cavity similarly to the lengthy development we did

in Subsection 2.2.3. To get to the result faster, we will, without loss of generality, instead take

here a classical approach.

Before propagating the chirpless input complex amplitude of an HG pulse Am,in(t, z), the

complex amplitude through the first amplitude

t1Am,in(t, 0) = t1Am,in Gm

(
t

τ0

)
(2.144)

Assuming the conditions outlined in Eq. (2.111) are satisfied for the cavity, the pulse retains the
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Figure 2.12: Temporal cavities with losses: (Left) Evolution of the maximal transmittance
Tmax Eq. (2.148) and (right) the finesse F (Eq. (2.149)) for different values of the reflectance of
the beamsplitters R.

form of Eq. (2.144) after each round trip. During each round trip, the pulse acquires additional

transmission and reflection factors from the beam splitters and a phase shift induced by propa-

gation in free space and within the grating pairs and the time lens. Specifically, in a single round

trip, we are reminded that the temporal Gouy phase accumulates to ψm = ( 12 +m)ψGouy. - The

total phase accumulated is δm = k0Lloop − ψm.

After n round trips, the complex amplitude of a pulse evolution can be simply written as:

Am(t, z) = t1(ρr1r2)
nAm,inGm

(
t

τ0

)
eiδm (2.145)

Due to the pulse train structure, each round trip causes the pulse to interfere with all previously

propagating pulses. Summing over all round trips, the total amplitude of the pulse inside the
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cavity is given by the geometric series:

Aout(t, z) =

∞∑

n=0

An(t, z) =
t1

1− ρr1r2eδm
Am,in(t, 0). (2.146)

To obtain the complex amplitude of the output pulse, it propagates to the second beam splitter.

The transmission through this beam splitter introduces an additional transmission coefficient t2

and a phase factor. However, since we evaluate the transmission coefficient in terms of intensity

rather than complex amplitude, the phase factor does not affect the final expression.

The transmission of the cavity, therefore, has the same form as in Eq. (2.134), but the finesse

and the maximal transmittance are now

F =
π
√
ρ r1r2

1− ρ r1r2

Tmax =
(t1t2)

2

1− ρ r1r2

2

(2.147)

respectively, with ρ2 = 1− P.

Considering R = r21 = r22 the reflectivity of the input and output couplers, which can be

adjusted to achieve the desired level of finesse and maximal transmittance, we can rewrite

Eq. (2.147) as:

Tmax =
(1−R)2

(1−R
√
1− P)2 , (2.148)

F =
π
√
R
√
1− P

1−R
√
1− P . (2.149)

For better mode selectivity for temporal mode filters, a higher value of the finesse is desirable

for achieving better separation between the mode-dependent resonances. However, a high

finesse leads to a longer photon lifetime in the cavity that induces an increased sensitivity of the

maximal transmittance to the cavity losses.

This trade-off is illustrated in Fig. 2.12. In the left panel, for a given value of losses P, the

finesse can be increased (reduced) by increasing (reducing) the reflectivityR of the input-output

couplers. On the contrary, on the right, an increase of the reflectivity R leads to a decrease of

Tmax. As losses increase, the value of Tmax decreases accordingly, and this effect is more
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pronounced for higher values of R, as seen from the steeper drop in Tmax observed at these

higher reflectivities.

As a result, the choice of reflectivity for the beamsplitters must balance out the desire for a

high finesse and therefore longer photon lifetime with the need for a high maximal transmittance

and therefore greater efficiency. This results in a trade-off between the two quantities that must

be carefully considered when designing temporal mode filters through temporal cavities.

For classical applications, where pulse amplification is possible, the value of Tmax is generally

not critical. In such cases, the choice of R should prioritize a high degree of finesse, as it

corresponds to better separation between cavity modes. However, in quantum applications, the

sensitivity of Tmax to losses becomes a much more important consideration since it determines

the efficiency of the filtered mode. Thus, the choice of R for such applications needs to ensure

maximizing the efficiency of the cavity while maintaining a sufficient level of finesse. That will

depend on the overall losses in the cavity.

2.2.7 Parameter choice

Eqs. (2.111), (2.118), (2.137) are the three fundamental equations of the temporal cavity from

which the choice of the parameters Lloop, Dtot and Df must be done.

As an example, let us consider an input multimode frequency comb described by Eqs (2.1)

and (2.4) with carrier ω0, repetition rate T , and a given q-parameter. Injecting these values in

Eqs. (2.111), (2.118) and (2.137) produces three constraints on the cavity parameters Lloop,

Df , and Dtot. As a result, for a given input, there is no free parameter for the cavity. For all

examples, we will present, we choose to input a train of σ0 = 5 ps pulses of carrier λ0 = 800 nm

and repetition rate 80 Mhz (Fig. 2.6). Since the repetition rate must match the FSR of the cavity,

from Eq. (2.111) we get Lloop = 3.74 m.

Since Lloop and the cavity free spectral range νFSR are blocked, via Eq. (2.111), by the train

repetition rate, the remaining parameters can be controlled to induce the resonance condition for

them-th TM and at the same time to match the input q-parameter. This is an important difference

with respect to the spatial-mode cleaner where there is one free parameter, for example, its

length, that can be used to tune the cavity on a particular resonance. This circumstance does

148



2.2. TEMPORAL CAVITY

not prevent selecting specific TMs by tuning the temporal cavity to a particular resonance, but

it certainly makes the operation more challenging. We finally point out that it is possible to free

one additional parameter by allowing control of the carrier frequency ω0, the period T , or the

temporal q-parameter of the input. As for how we choose parameters in this thesis, we always

assume the input parameter is fixed and given as a constraint similar to a realistic experimental

setup.

2.2.8 Experimental feasibility
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Figure 2.13: Constraints on low loss: (Top) diagram of the relation Eq. (2.118). (Bottom)
number of modes fitting one cavity FSR. Full squares correspond to Tmax = 0.77, F = 26,
P = 3%. At these points, the distance between neighbour resonances is about 1.5 times their
linewidth. On the left (dotted line) the distance is smaller and the two resonances are not
resolved.
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The shortest focal lengths experimentally available to date for efficient electro-optic time

lenses we have seen in Subsection 2.1.5 are about 10 ps2 [148, 164]. Figs. 2.13-top and 2.17-

top depicts the relation Eq. (2.118) constraining the values of Df and Dtot for a wide range (from

5 fs to 1 ps) of the pulse duration σ0 of the input train. Because of the “V” shape of these curves,

it would always be possible to find a suitable Dtot for the experimentally available Df . We note

that these values of dispersion are easily achievable [164, 148] through for example grating

pairs described in Subsection 2.1.5. However, as previously discussed, some compromise

needs to be made and three factors limit the choice of Dtot: the number N = 2π/ψGouy of

resonances that fit in one cavity FSR, the cavity finesse F and the round-trip losses P. Indeed,

two different modes 0 ≤ m ≤ N andm′ > N cannot be discriminated when a resonance of order

(p′,m′) overlaps with the resonance (p,m) (see Fig. 2.8). As in Figs. 2.13-bottom and 2.17-

bottom, shows, N rapidly increases when Dtot decreases. In this case, the separation ψGouy

between consecutive resonances of the same longitudinal order p might become smaller than

their line-width νFSR/F . Therefore one should seek high values of finesse. On the other side,

competing behaviour appears when the unavoidable round-trip losses are kept into account.

As we have shown previously, the higher the F , the higher the photon lifetime in the cavity

and the sensitivity of Tmax to losses. This can rapidly become much smaller than 1 with P

increasing. Therefore a compromise should be sought between N and F for a given value of

losses. In Figs. 2.13, we show an example with low losses. In particular, full squares mark

the optimal configurations when P = 3% and F = 26 with R = 0.9. Here δ = 1.5, meaning

the resonances are resolved with a relative distance of 1.5 times their linewidth. It corresponds

GDD values of Df = 28.22ps2 and Dtot = 30.26ps2 Tmax = 0.77 is high enough to guarantee

a good efficiency in sorting multimode quantum frequency combs. We show the transmittivity

of the cavity configuration (Eq; (2.134) in Figs. 2.14, showing we can separate N = 17 modes

with decent resolution. On the left of these squares (dotted line), while the N is increasing

because |Dtot| is decreasing while Df is increasing, δ is decreasing, therefore the resonances

are not sufficiently resolved because ψGouy is decreasing. Overlaps between the resonances

are getting worse than in Figs. 2.14. As we move to the right side, δ is increasing, resonances

are better and better separated than what’s observed in Figs. 2.14. However, the value of N

decreases and approaches the limit value of 2 (Fig. 2.13-bottom).
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Figure 2.14: Resonances at square: Resonances of a temporal cavity with parameters corre-
sponding to the point in square in Fig 2.13 for an input pulse duration of σ0 = 5 ps

Cascaded Mode Selection in Temporal Cavities

For temporal cavities, the value of N limits the number of modes that can be handled by the

cavity. When more modes are sent, the periodicity of the cavity will make k group of modes

where each group with the following pattern k + Nm where m = 0, 1, 2, · · · will overlap. This

overlap is always detrimental for mode selection and the degree of overlap entirely depends on

the decimal part of N . The smaller this decimal part, the smaller this overlap, until resonances

of modes inside these groups are completely undistinguishable where N is an integer. With

a finite mode handling capability N , selective mode filtering remains still possible even when

the total number of input modes exceeds N , provided N is an integer. This can be achieved

through a cascaded arrangement of temporal cavities. The first stage groups the input modes

into N distinct sets, where each group k (k = 0, 1, · · · , N − 1) contains modes following the

pattern k+N ×m (where m = 0, 1, 2, · · · ). For instance, in Fig 2.15, we show a temporal cavity

configuration where R = 0.85, P = 5%, Df = 32 ps2 and Dtot = 24 ps2. While for this cavity,

N = 7, we input a train of pulses where each pulse can be decomposed into a basis of 21 HG

modes. In this group, each peak of transmission in Fig 2.15 corresponds to a group of 3 modes

whose transmissions are indistinguishable. The grouping is :
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Figure 2.15: Resonances at the first stage for cascaded temporal cavities.

• Group 0: modes {0, 7, 14}

• Group 1: modes {1, 8, 15}

• Group 2: modes {2, 9, 16}

• · · ·

• Group 6: modes {6, 13, 20}.

With the first stage of the temporal cavity, Tmax = 0.764, F = 16.67, and δ = 2.38. To select

mode 9 for example, the first cavity stage would isolate Group 2, containing modes {2, 9, 16}.

A subsequent stage can then specifically select mode 9 from this reduced set, as shown in

Fig 2.16. While this cascaded approach enables the selection of more modes, it’s important to

note that the overall system losses increase with the amount of losses. In FIGURE for example,

because of the addition of a second stage, the maximal transmittance drops to Tmax = 0.6.

Current time lens limitations

As a final consideration, as discussed in Subsection 2.1.4, one should ensure that the duration

of the pulse at the time lens is shorter than its aperture in order to minimize aberrations. While
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Figure 2.16: Resonances at the second stage for cascaded temporal cavities.

a time lens based on cross-phase modulation provides large enough apertures (10− 20 ps), in

the specific case of electro-optic time lenses, the aperture and focal length are not independent

Eq. (2.84).

We verified that this condition can be satisfied for ps-long input pulses. We considered the

condition as met when double FWHM of the pulse was smaller than the aperture. In Figure 2.18,

we compare the pulse duration at the time lens (in terms of FWHM) with respect to the time lens

aperture. We have discussed in Subsection 2.1.4 that the time lens aperture determines the

maximum pulse durations that can be supported before distortions and aberrations take place.

For an electro-optic (EO) implementation, the time lens aperture depends on the modulation

frequency fRF of the EO modulator and we showed in Eq. (2.76) that it is ∆T =
√
3

πfRF
. The pulse

duration and the FWHM at the time lens, after propagation through the first dispersive element

are respectively:

σTL = σ0



√
1 +

(
Dtot

σ2
0

)2

 , (2.150)

FWHMTL = 2
√
2 ln 2σTL, (2.151)
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Figure 2.17: Constraints on high loss: (Top) diagram of the relation Eq. (2.118). (Bottom)
number of modes fitting one cavity FSR. Full circles correspond to Tmax = 0.11, F = 8.7,
P = 40%, respectively. At these points, the distance between neighbour resonances is about
1.5 times their linewidth. On the left (dotted line), the distance is smaller and the two resonances
are not resolved.

where we have chosen the FWHM as a better metric for pulse duration. In Figure 2.18, the pulse

FWHM is plotted for different input durations over a range of RF modulation frequencies fRF.

The FWHM, represented by the V-shaped curves, is compared against the temporal aperture of

the time lens, represented by the solid black line. For proper operation, the double of the FWHM

should be shorter than the temporal aperture.

There are two values of FWHM for each fRF because while the RF modulation frequency

determines time lens GDD Df = 1/4π2δf2RF (Eq. (2.79)), for a given value of Df , there are

two possible values of Dtot (Fig. 2.17) and therefore two possible values of pulse durations
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Figure 2.18: EOPM time lens aperture: Analysis of electro-optic time lens temporal aperture
for different pulse durations

(Eq. (2.120)). This analysis shows that with a realistic modulation amplitude of δ = 11 rad, RF

frequencies above 10 GHz are necessary in order to provide sufficient temporal aperture to

support input pulses shorter than ps. A 10 GHz modulation can manage ps long input pulses

and verify the experimental feasibility using commercial electro-optic time lens capabilities. As

electro-optic modulation technologies progress, larger temporal apertures are expected at given

RF frequencies. For example, more favourable aperture scaling can be achieved with more

complex RF driving that involves higher harmonics and implements the temporal equivalent of

a Fresnel lens [168]. For a free-space coupled configuration with commercial electro-optic and

dispersive elements, we expect around 40% losses, mainly due to insertion losses. For this

level of losses, the parameter region for which resonances are resolved on the right side of
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Figure 2.19: Resonances at circle: Resonances of a temporal cavity with parameters corre-
sponding to the point in circle in Fig 2.17

the full circles in Figs. 2.17. The corresponding transmittance Tmax = 0.11 is high enough to

be detected in an experimental test. We show the transmission for N = 6 modes in Fig 2.19,

corresponding to the parameters at the circle points in Fig. 2.17. The development of integrated

thin-film lithium niobate technologies, where dispersive elements and phase modulators can be

combined [169, 170], has the potential of significantly reducing losses for a better robustness

in the quantum regime. For classical applications where pulse re-amplification is feasible, it is

possible to make Tmax arbitrarily close to 1. This allows the flexibility to choose higher values

for the finesse, similar to what we observe in Fig. 2.8.
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In Section 1.1.4, we described CV quantum states of light which are crucial for various quan-

tum information processing protocols such as quantum computation via cluster states [8, 9],

quantum metrology [10] and quantum communication [11, 12]. Among these, Gaussian states

are widely used due to their mathematical simplicity [12, 7] and their ability to be generated and

manipulated experimentally [13, 6]. However, fully characterizing and exploiting these states

requires a thorough understanding of measurement schemes (Section 1.5) and their limitations.

Their characterization is commonly achieved through the use of homodyne detection (HD). A

crucial aspect in HD is the matching of the local oscillator (LO) to the mode of the targeted

beam. The resulting mode-matching guarantees an efficient utilization of the carried quantum

resource. However, when the LO is not matched to the desired mode of this beam, it behaves

as a filter, leading to quadrature measurement involving all the modal content that overlaps with

the LO.

On one side, in a series of papers [55, 56], Barbosa and colleagues showed the possibility of

quantum states presenting an unbalance between symmetric spectral components. For these

states, they showed that a full characterization of its quantum properties cannot be performed

through homodyne detection, a phenomenon recently coined as hidden [54] or complex [139]

squeezing. On the other side, integrated photonics has developed recently with the generation

of quantum light being proven on chip-scale devices [171, 172, 173, 174]. The integration in

silicon substrates comes with χ(3) nonlinearities [50, 52] and this increases the complexity of the

quantum light that is produced. Indeed in these materials, the four-wave mixing gives origin to

processes of cross- and self-phase modulation and parametric amplification. In the pioneering
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works of [57, 54], the characterization of the quantum properties of their outputs in terms of

morphing supermodes. These are normal modes, exhibiting frequency-dependent coefficients,

that decouple the system dissipative dynamics by mapping the output multimode CV entangled

state into a collection of independent squeezed states.

In [54, 86], it was demonstrated that both aspects can be reduced to a mode-matching

problem and that achieving perfect matching through HD is not possible. The main goal of

this chapter is to introduce and develop the theory and the possible implementation for a more

general mode-matching strategy that is based on “interferometers with memory effect” (IME).

They operate as an interface bridging the generation stage and the HD and provide the required

mode-matching by exploiting the characteristics of both interferometers and cavities.

3.1 Quadratic Hamiltonian in cavity quantum optics

The nonlinear dynamics of aN boson modes optical system in a cavity can be linearized around

a stable classical steady-state solution and can be associated in the most general case with

an effective quadratic Hamiltonian. In Subsection 1.4.1, we show that these Hamiltonians in

cavities lead to a set of linear quantum Langevin equations that govern the evolution of the

system’s quadratures, in the presence of coupling to the external fields.

First, we explore the different methods of resolution of these evolution equations developed

in [175] and their limitations. We, then, introduce their resolution in the most general case using

Analytic Bloch Messiah decomposition, first introduced in [57].

3.1.1 Quadratic Hamiltonian evolution in cavity

As discussed in Section 1.2, any multimode optical field can be decomposed over an orthonor-

mal family of modes {u⃗n(r⃗, t)}, involving different degrees of freedom (spatial, time, frequency,

polarization), each associated to boson operators âm, â†m satisfying the commutation relations

[âm, â
†
n] = δm,n and [âm, ân] = 0. With this notation, the positive frequency part of the electric
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field reads as:

ˆ⃗
E(+)(r⃗, t) =

∑

m

Emâmu⃗m(r⃗, t), (3.1)

where Em is the single photon electric field.

Here, we will focus on the case of longitudinal modes of an optical cavity, all sharing the

same spatial transverse mode and linear polarization:

u⃗m(r⃗, t)→ ϵ⃗ exp i(kmz − Ωmt). (3.2)

This covers the very broad category of multi-colour quantum states and quantum frequency

combs out of optical cavities or single-mode waveguides. Nevertheless, the strategies we are

discussing here could be easily extended to other kinds of modes. In this subsection, we do not

take into account the intrinsic losses in the cavity, we will discuss those in the next subsections.

In the Heisenberg picture, we show in Subsection 1.4.2 the nonlinear dissipative evolution of

a system ofN bosonic modes is described by a system of coupled quantum Langevin equations.

A standard linearization procedure around a stable stationary solution allows reducing such

evolution to the effective Hamiltonian

Ĥ = ℏ
∑

m,n

Gm,nâ
†
mân +

ℏ
2

∑

m,n

[
Fm,nâ

†
mâ

†
n + hc

]
(3.3)

which represents the most general time-independent quadratic Hamiltonian, we first introduced

in Eq. (1.217). The N ×N matrices G and F incorporate the details of the linearized dynamics

of the considered physical system and verify, respectively, F = FT, and G = G†. The latter

ensures that Ĥ is a hermitian operator. In practical situations, the matrix F has the nature

of pairs production, as those arising from spontaneous parametric down-conversion in χ(2) or

χ(3) interactions with undepleted pumps [176, 50]. The very general shape of the matrix G

takes into account various mode-hopping processes whose details depend on the nature of the

boson modes considered. In the case of cavity longitudinal modes, G includes frequency con-

version processes [177], χ(3)-induced self- and cross-phase modulation [50], mode detunings
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from perfect resonance and linear dispersion effects.

We showed in Subsection 1.4.2 that using the Heisenberg representation, Eq. (3.3) gener-

ates the set of linear quantum Langevin equations

d
ˆ⃗
R(t)

dt
= (−Γ +M)

ˆ⃗
R(t) +

√
2Γ

ˆ⃗
Rin(t), (3.4)

where ˆ⃗
R(t) = (ˆ⃗x(t)|ˆ⃗y(t))T, ˆ⃗x(t) = (x̂1, . . . , x̂N )T and ˆ⃗y(t) = (ŷ1, . . . , ŷN )T are the column vectors

of the amplitude and phase quadratures of the intracavity modes: x̂m = 1√
2
(â†m+ âm) and ŷm =

i√
2
(â†m− âm). These equations describe the system’s dynamics below the oscillation threshold.

R⃗in(t) represents the quadrature vector of input modes entering the system via losses. The

diagonal matrix Γ describes mode-dependent cavity losses and the mode coupling matrixM is

expressed as :

M =




Im [G+ F ] Re [G− F ]

−Re [G+ F ] −Im [G+ F ]
T


 . (3.5)

Because of the properties of G and F (G = G† and F = FT), both Re[G−F ] and Re[G+F ] are

symmetric matrices. The system threshold is determined by the eigenvalue λ0 of M− Γ with

the highest real part, where Re[λ0] = 0:

Re[λ0] = 0, where λ0 = max
λ∈eig(M−Γ)

Re[λ]. (3.6)

This will be later used on examples to define how close/far we are from the threshold of the

system considered.

All of the mathematical tools necessary for describing this physical problem have been intro-

duced in Sections 1.2 and 1.4. First, we want to think about the different resolution techniques

and their limits before we look into the resolution of Eq. (3.4) in the most general case.
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3.1.2 Resolution of the Hamiltonian Problem

To solve the quadratic Hamiltonian described in Eq. (3.3), we must address the dynamics gov-

erned by the quantum Langevin equation presented in Eq. (3.4). The primary objective is to

diagonalize the coupling matrixM to decouple the equations of motion for the quadrature oper-

ators (Eq. (3.4)). This section outlines the methods and conditions necessary for achieving such

a diagonalization, leveraging the mathematical framework of symplectic matrices. For the full

resolution of the Langevin equations, one must find common transformation matrices for both

M and Γ. One can consider the case whereM and Γ commutent, with a particular case being

equal dissipation coefficients: Γ = γI2N . Therefore, a matrix diagonalizingM will also always

diagonalize Γ. A deeper dive into these diagonalization techniques and their limitations can be

found in [175].

Direct Diagonalization ofM

The most straightforward approach to solving the quantum Langevin equation involves the direct

diagonalization of the coupling matrixM. While this mathematically solves the problem, it does

it without considering the physical properties of the bosonic operators involved, which means

through eigenmodes which by default can have any commutation relations. The procedure

involves finding a matrix U such that:

M = UDUT (3.7)

where D is a diagonal matrix containing the eigenvalues of M and U comprises the corre-

sponding eigenvectors. A necessary condition for M to be diagonalizable can be taken from

the well-known spectral theorem, which for a real-valued matrix such as M implies it has to

symmetric: M =MT.

To account for the properties of the bosonic operators involved, one can attempt instead

symplectic diagonalization of M. Symplectic diagonalization leverages symplectic transition

matrices to diagonalize the coupling matrixM, ensuring the preservation of the canonical com-

mutation relations inherent to the bosonic quadrature operators (x̂m, ŷm) and therefore provides
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a clear physical interpretation of the system’s dynamics. The procedure is a particular case of

Eq. (3.7) where U belong to the real symplectic group Sp(2N,R): UΩU⊤ = Ω, where we have

already introduced the symplectic form Ω. Besides, whenever M is diagonalizable, it can be

proven [175] thatM is automatically symplectically diagonalizable.

Therefore, for M to be symplectically diagonalizable, it must be symmetric: M = MT to

ensures that U in Eq. (3.7) is real, orthogonal, and symplectic. D is a real diagonal matrix that

has two opposite blocks:

M = U



d 0

0 −d


UT. (3.8)

Exploring the expression in Eq. (3.5) and remembering that G and F must verify G = G† and

F = FT, one can see that in order for M to be symmetric, the following conditions must be

verified:





Im(G) = Im(GT) = Im(G∗),

Re(G) = −Re(GT) = −Re(G∗).

(3.9)

These conditions correspond to the case where G = 0 in the original interaction Hamiltonian

(Eq. (3.3)).

One can see this more clearly when moving in the bosonic operators’ basis for U → Ũ and

M→M . Any 2N × 2N real unitary symplectic matrix U can be expressed with real U1 and U2

in the form:

U =



U1 −U2

U2 U1


 with





UT
1 U1 + UT

2 U2 = IN

U1U
T
1 + U2U

T
2 = IN

UT
1 U2 = UT

2 U1

U1U
T
2 = U2U

T
1 .

(3.10)

The conversion to notations adapted to bosonic operators was already detailed in Section 1.3.

We denote Ũ the matrix associated with the transformation for bosonic operators, Ũ = L†UL
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with always:

L =
1√
2




IN IN

−iIN iIN


 and L† =

1√
2



IN iIN

IN −iIN


 . (3.11)

By performing the block calculation, we obtain:

Ũ =



U1 + iU2 0

0 U1 − iU2


 =



Ua 0

0 U∗
a


 , (3.12)

with Ua = U1 + iU2 unitary UaU†
a = U†

aUa = IN . This form corresponds to passive interferome-

ters: the âi and â†j are not mixed, we will come back to this in later sections when discussing a

new class of interferometers. Additionally, if we now consider a general real symplectic matrix

S, the application of the Bloch-Messiah theorem (Subsection 1.3.5) allows us to write it as the

product of an orthogonal symplectic matrix U , a real diagonal matrix D divided into two blocks

inverse to each other, and a second orthogonal symplectic matrix V :

S = U



d 0

0 −d


V T. (3.13)

The associated transformation is therefore interpreted as the succession of a passive interfer-

ometer, single-mode squeezers, and then another passive interferometer, as we described in

Subsection 1.3.5 and illustrated in Fig. 1.6. Furthermore, it’s easy to see from Eq. (3.13) that S
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is unitary if and only if the diagonal matrix of the Bloch-Messiah decomposition is the identity.

M = iL†ML

= i(L†UL)L†



d 0

0 −d


L(L†UTL)

= iŨL†



d 0

0 −d


LŨ†

= i



Ua 0

0 U∗
a






0 d

d 0






Ua 0

0 U∗
a




†

M = i




0 UadU
T
a

U∗
adU

†
a 0


 , (3.14)

confirming from Eq. (3.14), the case where G = 0 and F = iUadU
T
a . This occurs in systems

with second-order nonlinearities (χ(2)) without detuning, which is common in many multimode

squeezing systems [178, 179, 144, 180]. Additionally, when all dissipation coefficients are equal,

the matrix U that diagonalizes M also diagonalizes the loss matrix Γ. This reduces the prob-

lem to a set of single-mode quantum Langevin equations, which can be solved independently.

However, in the cases where G ̸= 0, the interpretation of symplectic diagonalization becomes

more complex, and alternative approaches may be necessary.

Block Diagonalization

While a method consisting of symplectic diagonalization of M is not always possible, another

possibility, more general, is to try to put the evolution matrix in the form of diagonal blocks. Such

a strategy does not allow direct resolution of the evolution equation or the Langevin equation,

but it has the merit of reducing the problem to that of single-mode squeezing in the presence of

frequency detuning, which is a known situation.

Let us suppose that such a decomposition is possible and let us deduce the necessary con-

ditions from it. We will work in the boson operators basis since it gives a better insight. Suppose

that M (M = iL†ML) decomposes into a block diagonal matrix D̃ via a real, symplectic, and
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unitary passage matrix representing a linear interferometer. This is expressed as :

M =



Ua 0

0 U∗
a


 D̃



U†
a 0

0 UT
a


 , (3.15)

This implies a specific expression for D̃

D̃ =



U†
a 0

0 UT
a







G F

−F ∗ −G∗






Ua 0

0 U∗
a


 ,

D̃ =




U†
aGUa U†

aFU
∗
a

−(U†
aFU

∗
a )

∗ −(U†
aGUa)

∗


 =



d1 d2

−d∗2 −d∗1


 . (3.16)

Eq. (3.16) shows that for the block diagonalization to be possible, there needs to exist diagonal

d1 and d2, and unitary Ua such that:





G = Uad1U
†
a

F = Uad2U
T
a .

(3.17)

Note that the decomposition of G is a diagonalization, while that of F is a symmetric singular

value decomposition. Since F is complex, there are no other constraints on d2 than being diag-

onal, in particular, d2 can have complex coefficients. On the contrary, since the decomposition

on G is a diagonalization and G is Hermitian, necessarily d1 is a real matrix.

It is straightforward from this analysis and Eqs. (3.17) to verify that, only when the simul-

taneous decompositions of F and G are possible, M is block diagonalizable via a passage

matrix corresponding to a passive interferometer. Note that each of these decompositions is

always individually possible because G = G† and F = FT. However, it is not obvious that

they are simultaneously possible. When F admits a symmetric singular value decomposition

F = Uad2U
T
a , FF † = Ua|d2|2U†

a . So such simultaneous decomposition is possible when G and

FF † are co-diagonalizable or equivalently that they commute. This is for example possible in

the context of χ(2) type non-linearities, in with mode-independant detuning ∆: G = ∆IN . In that

case, choosing a symmetric singular value decomposition on F that ensures that d2 is real will
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automatically realize the diagonalization of G with the same Ua.

The physical interpretation of such a decomposition is that we reduce the problem to a set

of independent modes, recoverable via a passive interferometer, each governed by a squeezing

equation.

3.1.3 Analytic Bloch-Messiah Decomposition

We have seen in Subsection 3.1.2 that standard methods for analyzing multimode quantum opti-

cal systems face significant limitations. Direct diagonalization fails to preserve bosonic commu-

tation relations, while symplectic approaches like Bloch-Messiah decomposition (BMD) require

constraining assumptions for the interactionM (Eq. (3.5)) in the systems. These limitations be-

come particularly relevant when dealing with resonant systems exploiting third-order non-linear

interactions, such as those in silicon and silicon nitride platforms [54].

To overcome these constraints, we present the Analytic Bloch-Messiah Decomposition (ABMD)

[57], a generalized strategy to solve Eq. (3.4) that extends traditional symplectic approaches like

BMD, which are restricted to problems where dynamic evolution can be ignored. By analyzing

the transfer function S(ω) in the frequency domain, ABMD provides a complete description of the

system’s evolution through frequency-dependent passive interferometers and squeezers. This

method enables the identification of supermodes - coherent superpositions of original modes

that decouple the system dynamics - without requiring prior assumptions about linear dispersion

or non-linear interactions. However, this decomposition comes with a cost: the passive inter-

ferometers required by ABMD must be frequency-dependent, matching the cavity’s response

characteristics: a term coined as morphing supermodes [57].

The versatility of ABMD makes it applicable to various scenarios, from low-dimensional sys-

tems with single- or double-mode squeezing [57, 85, 86] to highly multimode states produced

via four-wave mixing in integrated systems [54].

To use ABMD, we look at the steady-state solutions in the frequency domain by using the

Fourier transform of the quadrature vector introduced earlier:

ˆ⃗
R(ω) =

∫
dt√
2π

e−iωt
ˆ⃗
R(t). (3.18)
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It is important to note here since we work in the interaction picture with fields in the slowly varying

amplitude approximation, ω can be taken to rigorously coincide with the sideband frequency

offset from the optical carriers at Ωm. Eq. (3.4) becomes in the Fourier basis:

iω
ˆ⃗
R(ω) = (−Γ +M)

ˆ⃗
R(ω) +

√
2Γ

ˆ⃗
Rin(ω) (3.19)

The quadratures ˆ⃗
Rout of the multimode state at the device output can be conveniently obtained

as functions of input modes’ quadratures, thanks to standard input-output relations ˆ⃗
Rin+

ˆ⃗
Rout =

√
2Γ

ˆ⃗
R we demonstrated in Section 1.4, Eq. (1.228). These output quadratures are then given

by:

ˆ⃗
Rout(ω) = S(ω)

ˆ⃗
Rin(ω), (3.20)

where S(ω) is the system’s transfer function. S(ω) is a complex matrix-valued function of the

continuous parameter ω given by the expression

S(ω) =
√
2Γ (iωI+ Γ−M)

−1
√
2Γ− I (3.21)

with I the 2N × 2N identity matrix. The input spectral quadrature operators satisfy the commu-

tation rule
[
ˆ⃗
Rin(ω),

ˆ⃗
RT

in(ω
′)
]
= iΩδ(ω + ω′), where we remind Ω =




0 IN

−IN 0


 is the N -mode

symplectic form and IN is the N × N identity matrix. The output quadratures ˆ⃗
Rout(ω) are the

Fourier transform of bona fide boson quadrature operators in time domain, since S(ω) has the

two following properties [57]:

Property 3.1.1. S is conjugate symmetric: S(−ω) = S∗(ω). This assures the reality of S in time

domain.

Proof. Let us define the inverse Fourier Transform of the transfer function:

S(t) =
1√
2π

∫ +∞

−∞
dω S(ω)eiωt. (3.22)

Assuming S(ω) verify the conjugate symmetry property : S∗(ω) = S(−ω), we can substitute it

168



3.1. QUADRATIC HAMILTONIAN IN CAVITY QUANTUM OPTICS

into Eq. (3.22), giving

S(t) =
1√
2π

(∫ 0

−∞
dω S(ω)eiωt +

∫ +∞

0

dω S∗(ω)e−iωt
)
. (3.23)

By changing variables in the first integral and combining them with the second:

S(t) =
1√
2π

(∫ +∞

0

dω S(−ω)e−iωt +
∫ +∞

0

dω S∗(ω)e−iωt
)
, (3.24)

we use the conjugate symmetry property to conclude that

S(t) =
1√
2π

(∫ +∞

0

dω S∗(ω)e−iωt dω +

∫ +∞

0

dω S∗(ω)e−iωt dω

)

S(t) =
1√
2π

∫ +∞

−∞
dω S∗(ω)e−iωt = S∗(t). (3.25)

This conjugate property in frequency of S ensures the reality of the temporal counterpart.

We define a set of transformations dependent on a continuous real parameter ω (frequency)

such that:

Sω = {S ∈ Cω | ∀ω ∈ R, S(ω) ∈ Sp∗(2N,C)} . (3.26)

We call this the ω-Symplectic group. Here, Cω represents the set of smooth matrix-valued func-

tions in C2N×2N with respect to ω. We refer to elements of Sω as ”ω-symplectic” transformations.

The conjugate-symplectic group Sp∗(2N,C) is defined as the set of 2N × 2N complex matrices

such that S(ω)ΩST(−ω) = Ω, with Ω the symplectic form. The temporal equivalent of such

conjugate-symplectic property is :

∫ +∞

−∞
dτS(t− τ)ΩST (t′ − τ) = Ωδ (t− t′) (3.27)

Property 3.1.2. S is always ”ω-symplectic” which means S ∈ Sω

Proof. We begin with the definition of S(ω) in Eq. (3.21). To prove the ω-symplectic nature, we

need to show that: S(ω)ΩST(−ω) = Ω where Ω is the symplectic form.
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Let us expand the left-hand side:

S(ω)ΩST(−ω) = [
√
2Γ(iωI+ Γ−M)−1

√
2Γ− I] Ω [

√
2Γ(−iωI+ Γ−M)−1

√
2Γ− I]T (3.28)

We can simplify this expression using the properties ofM and Γ:

1. M is Hamiltonian: (ΩM)T = ΩM

2. Γ is skew-Hamiltonian: (ΩΓ)T = −ΩΓ

These properties allow us to write: MT = Ω−1MΩ−1 and ΓT = −Ω−1ΓΩ−1. Using these

relations and the fact that I = ΩIΩ−1 = −Ω−1IΩ−1, we can rewrite the transpose term as:

[
√
2Γ(−iωI+ Γ−M)−1

√
2Γ− I]T =

√
2ΓΩ(iωI− Γ−M)−1Ω

√
2Γ− I (3.29)

Substituting this back into our original equation and using the properties ΓΩ = ΩΓ and ΩΩ = −I,

we get:

S(ω)ΩST(−ω)

= −
√
2Γ(iωI+ Γ−M)−1(2Γ)(iωI− Γ−M)−1

√
2ΓΩ

−
√
2Γ(iωI+ Γ−M)−1

√
2ΓΩ

+
√
2Γ(iωI− Γ−M)−1

√
2ΓΩ + Ω (3.30)

The key step is to recognize that the terms in square brackets cancel out:

[−(2Γ)− (iωI− Γ−M) + (iωI+ Γ−M)] = 0 (3.31)

This leaves us with:

S(ω)ΩST(−ω) = Ω. (3.32)

Thus, we have proven that S(ω) is indeed an ω-symplectic matrix for all ω.

Since the transformation connecting input and output modes, associated with Eq. (3.21), is
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symplectic in a generalized sense, for any element of Sω, there exists an ABMD:

S(ω) = U(ω)D(ω)V †(ω) (3.33)

where U(ω), D(ω), and V (ω) are smooth matrix-valued functions. For any given ω, U(ω) and

V (ω) belong to Sp∗(2N,C) ∩ U(2N), with U(2N) being the unitary group and they characterize

the structure of what is coined ”morphing supermodes”. The matrix

D(ω) = diag{d1(ω), . . . , dN (ω)| d−1
1 (ω), . . . , d−1

N (ω)}

(with di(ω) ≥ 1 for i = {1, . . . , N}, for all ω) contains their (optimal) anti-squeezing di(ω) and

squeezing d−1
i (ω) levels. All of these functions inherit Property 1 of the transfer matrix, mak-

ing them conjugate symmetric. In general, ABMD differs from a simple point-by-point Bloch-

Messiah decomposition for each ω, as it ensures the smoothness of supermodes that allows to

define the continuously evolving physical observables.

Morphing supermodes

In experiments, the characterization of the covariance matrix (Eq. (1.138)) of a multimode state

requires the simultaneous measure of the noise features of the different optical modes and then

retrieving their correlations. This strategy, although quite current in two mode scenarios [48], is

not viable when the number of correlated modes scales up. In many practical situations, a pre-

ferred way to proceed is to introduce a set of normal modes (a.k.a. supermodes) that decouple

the system dissipative dynamics and map the CV multimode entangled state into a collection of

(anti-)squeezed states that, since they are statistically uncorrelated, can be measured indepen-

dently of each other [176, 181]. Identifying supermodes therefore involves finding linear com-

binations of an and a†n that diagonalizeM while preserving the symplectic structure. However,

as seen in 3.1.2, M generally cannot be diagonalized by symplectic unitary transformations,

except when G is null. Consequently, the system typically lacks a set of traditional supermodes

with unchanging shapes during evolution. To characterize the system’s quantum properties,

one requires statistically independent physical observables. As demonstrated in Ref. [57], in
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the general case of a quadratic Hamiltonian, the modes containing the optimal (anti-)squeezing

are “morphing”. Morphing supermodes are a generalization of standard (static) supermodes

and are expressed as linear combinations of the initial system optical modes with frequency-

dependent coefficients that vary with ω. A morphing behavior is quite common in nonlinear

optical cavities. It appears, for instance, in single-mode degenerate optical parametric oscilla-

tors with signal or pump detuning [58, 59] and in optomechanical cavities [60, 61, 182]. At their

output, optimal squeezing is found in a frequency-dependent quadrature that varies at scales of

the cavity bandwidth. Surprisingly, it was only recently that it has been unveiled in highly multi-

mode systems such as silicon-based microresonators [54]. It also appears in the description of

non-Gaussian states generated in ultra-fast second-order nonlinear photonics beyond the pump

depletion approximation [183, 184].

Remarkably, a smooth dependence on spatial and temporal coordinates, rather than fre-

quency, has also been observed in the symplectic eigenvalues when characterizing the spa-

tiotemporal properties of entanglement [47].

The ABMD in Eq. (3.33) allows us to obtain the quadrature of supermodes:

ˆ⃗
R′

out(ω) = U†(ω)
ˆ⃗
Rout(ω) (3.34)

assuming an input vacuum state. Notably, the shape of the supermodes depends on the fre-

quency ω, indicating that optimal detection modes vary with the analysis frequency in practical

scenarios. These quadratures therefore represent the optimally (anti-)squeezed quadrature op-

erators. Their noise level is given by di(ω) for the anti-squeezed supermode i and by d−1
i (ω)

for squeezed supermode N + i. Since U(ω) is ω-symplectic and conjugate symmetric, the new

quadratures have a symmetric real part and anti-symmetric imaginary par so to correspond to

Hermitian quadratures in time domain.

3.1.4 Spectral covariance matrix of the multimode state

The transfer function S(ω) is in general non-diagonal, leading to a coupling between the quadra-

tures of different output modes. This reflects the presence, at the output of the device, of con-

tinuous variable entanglement among field optical modes at frequencies Ωm. In other words,
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when measuring the quadrature ˆ⃗
Rout, a correlation appears among noise fluctuations of the

different optical modes. The noise fluctuations can be collected in a global covariance ma-

trix (Eq. (1.138)) that, for Gaussian states, up a displacement leading to zero mean values,

offer a full characterization of these quantum states [124, 185, 186]. However, in cavity-based

optical systems, boson field operators are slowly-varying with time in the interaction picture. To

therefore capture the temporal properties of these fields, second-order momenta are instead

collected in a correlation matrix [47] that is a function of two different times t and t′, introduced

in Eq. (1.230). When considering stationary-in-time systems where the correlation matrix de-

pends only on the time difference t− t′, such matrix for the resonator output quadrature vector

writes:

σout(t) =
1

2
⟨ ˆ⃗Rout(0)

ˆ⃗
RT

out(t) + (
ˆ⃗
Rout(t)

ˆ⃗
RT

out(0))
T

⟩ (3.35)

where we have assumed input vacuum states ˆ⃗
Rin. Because of this stationarity property, for such

systems, one can introduce the Fourier transform of the correlation matrix that depends only on

one frequency ω [47]: the spectral covariance matrix σout(ω), which we can directly express in

terms of the transfer function S(ω):

σout(ω) =
1

2
√
2π
S(ω)ST(−ω). (3.36)

The passage from the correlation matrix to the spectral covariance matrix and their correlated

properties have been extensively detailed in Subsection 1.4.4, where we have also expressed

in Eq. (1.249) the correlation matrix of an input vacuum field, that we have used for Eq. (3.36).

Using ABMD of S(ω) in Eq. (3.33), we obtain the output spectral covariance matrix in terms

of the morphing supermodes U(ω).

σout(ω) =
1

2
√
2π
U(ω)D2(ω)U†(ω). (3.37)

We proved in Section 1.4.4 that σout(ω), in general, is a non-real Hermitian matrix and, is

from Property 3.1.1, conjugate symmetric, i.e. σ(−ω) = σ∗(ω); as a consequence, the real
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part of the spectral covariance matrix is symmetric with respect to the exchange ω ↔ −ω,

Re[σ(−ω)] = Re[σ(ω)], and its imaginary part is anti-symmetric, Im[σ(−ω)] = −Im[σ(ω)]. This,

as we will discuss in the next subsection, has profound implications on the full characterization

of the output quantum state.

3.1.5 Hidden squeezing

The complex nature of the spectral covariance matrix is generally ignored in the literature [48,

49, 50, 187] and only the real part of Eq. (3.36) is typically considered. This assumption

leads, however, to disregard the presence of correlations among noise components that emerge

from the properties of complex covariance matrices σout(ω). From a physical point of view, the

full characterization of the quantum state should involve measurement of both quantum noise

components at frequencies ω and −ω. However, in some situations [58] the qumodes at ω and

−ω are essentially in the same quantum state and only the subspace ω (or the subspace −ω)

can be considered: such a state symmetry with respect to ω ↔ −ω makes the assumption of

a real σout(ω) correct and justifies the use of standard homodyne detector to fully retrieve the

state quantum properties.

A complex σout(ω) implies, instead, a state that is not symmetric with respect to qumodes at

ω and −ω. For those states, considering only qumodes at ω means neglecting quantum corre-

lations between them and those at −ω, that are encoded in the imaginary part of the spectral

covariance matrix. As it will be detailed in the following, their measurement is not accessible

to a standard HD, a phenomenon that has been named “hidden” [54] or “complex squeez-

ing” [139] and requires more sophisticated strategies. These extra correlations are essential for

fully characterizing the corresponding quantum state and could also be exploited for enhancing

the performances of QIP and MBQC protocols.

The concept of hidden squeezing was first explored and explained by Barbosa et al. (see for

example [55, 56]). In their works, the authors pointed out that the squeezing of a single beam

of light actually involves two-mode squeezing correlations between symmetric noise sidebands

at ω and −ω. An effective single-mode description can be applied when the noise spectral

power of these symmetrical components are identical, while in general, a two-mode description
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becomes necessary: in such cases, homodyne detection lacks the necessary degrees of free-

dom to detect correlations between the symmetrical components and, as a consequence, to

reconstruct the complete information [55, 56]. The solution proposed by Barbosa and cowork-

ers showed that a ”resonator detection” (RD) successfully detects correlations between noise

spectral components at ω and −ω [55, 56]. However, such architecture does not easily scale

with the number of entangled modes nor can cope with the frequency-dependent behaviour of

the morphing supermodes.

Theoretically, the characterization of the covariance matrix, either in the original basis of the

longitudinal modes or in the supermodes basis, requires the detection of mode quadratures,

i.e. of the field continuous variables [48, 49, 181]. In experiments, quadratures are typically

accessed via HD by making the fields under scrutiny beat with a bright reference beam called

“local oscillator” (LO) [188]. The optical beat signal, after photodetection, gives a photocur-

rent that encodes the quadrature mean value and quantum noise [188]. For quantum states

generated in the longitudinal modes of a cavity, the LO takes the following form

ELO(t) = i
∑

m

αm e−iΩmt +H.c. (3.38)

where each αm is the complex amplitude of the LO components in the optical mode at frequency

Ωm. We show in subsection 1.5.3, HD as an example of mode quadrature detection scheme,

showing that the corresponding photocurrent operator can be written as

ı̂(t) ∝
∑

m

(
Re[αm] x̂out,m(t) + Im[αm] ŷout,m(t)

)
=

= Q⃗T ˆ⃗
Rout(t). (3.39)

By defining α⃗ = (α1, . . . , αN )
T, in this expression, Q⃗ = (Re[α⃗] | Im[α⃗])

T is the normalized col-

umn vector of LO coefficients in the quadrature representation. We concluded in that section

that although LOs with arbitrary spectral amplitudes α⃗ are accessible to experiments [181], for

the case of HD, the amplitudes and phases of their spectral components always combine to

give real quadratures, i.e a real Q⃗: this guarantees that, in the time domain, the photocurrent

operator Eq. (3.39) is Hermitian. The projective measurement described by Eq. (3.39) gives
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a combination of the quadratures of optical fields at frequencies Ωm with coefficients given by

Q⃗: by shaping the LO it is thus possible to measure the quadratures of individual longitudinal

modes or of their linear combinations (for example in the basis of the supermodes). For fre-

quency homodyning [188], the Fourier transform of the photocurrent (Eq. (3.39)) returns the

noise spectrum of the chosen quadrature:

ΣQ⃗(ω) = ΣHD(ω) = Q⃗Tσout(ω)Q⃗. (3.40)

As it should be for any measurable quantity, this expression always returns a real noise spectrum

ΣQ⃗(ω) (we prove just after in Proof 3.1.5), even when the covariance matrix σout(ω) exhibits an

imaginary part.

When dealing with quantum states that have a complex spectral covariance matrix, the lim-

itations of standard HD can be illustrated with the very simple case of a single-mode state

described by its amplitude and phase quadratures (x̂, ŷ)T,

σout(ω) =




α(ω) γ(ω) + iδ(ω)

γ(ω)− iδ(ω) β(ω)


 =




α(ω) γ(ω)

γ(ω) β(ω)


+ i




0 δ(ω)

δ(ω) 0




(3.41)

where α(ω), β(ω), γ(ω) and δ(ω) are real functions of ω defined as:

α(ω) =
1

2
⟨x̂(ω)x̂(−ω) + x̂(−ω)x̂(ω)⟩ , (3.42)

β(ω) =
1

2
⟨ŷ(ω)ŷ(−ω) + ŷ(−ω)ŷ(ω)⟩ , (3.43)

γ(ω) + iδ(ω) =
1

2
⟨x̂(ω)ŷ(−ω) + ŷ(−ω)x̂(ω)⟩ , (3.44)

and as required to guarantee the Hermicity of σout(ω). The corresponding noise spectral power

Eq. (3.40), as detected from HD, for a given LO Q⃗ = (cos θ| sin θ)T, corresponds to

ΣQ⃗(ω) = cos2 θ α(ω) + sin2 θ β(ω) + 2 cos θ sin θ γ(ω). (3.45)

Whatever the choice of θ (i.e. of the selected quadrature), ΣQ⃗(ω) clearly does not encode
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any information about the imaginary part of the spectral covariance matrix δ(ω) that, therefore,

carries quantum correlations that are hidden to HD.

Intuitively, in the case of an arbitrarily large number of modes, the spectral covariance matrix

is easier to characterize in terms of the optimal (anti-)squeezing levels associated with indi-

vidual supermodes: Eq. (3.37). In this basis, the limitations of the HD in dealing with Gaus-

sian states with complex σ(ω) and with morphing behaviour can be formalized as a problem of

mode-matching: the occurrence of sub-optimal detection of squeezing originates from a LO not

perfectly projecting on the targeted supermode.

By replacing Eq. (3.37) in Eq. (3.40), the detected noise spectral power takes the following

form

ΣQ⃗(ω) =
1

2
√
2π

[Q⃗TU(ω)]D2(ω) [U†(ω)Q⃗]. (3.46)

This expression shows that to measure the optimal degree of squeezing, i.e. ΣQ⃗(ω) ∼ d−2
i (ω),

the LO should perfectly match the (N + i)-th supermode. This corresponds to achieving a

perfect projection on the supermode identified by the (N + i)-th column of U(ω), U⃗N+i(ω). Such

a projection formally corresponds to shaping the LO column vector Q⃗ so that the scalar product

Q⃗TU⃗N+i(ω) = 1. We show in the next lines a much more rigorous proof that this mode-matching

condition cannot be satisfied as the LO Q⃗ is constant and real while, in general, U depends

on the frequency ω and is complex. Even in the special case of a real U(ω), an LO with a

non-morphing profile (corresponding to a frequency-independent Q⃗), can retrieve the optimal

squeezing only at the frequency ω̄ for which Q⃗ and U⃗N+i(ω̄) are matched. In the general case

of a complex U(ω), no mode-matching is possible and the HD measure is suboptimal, as we will

show for any nonzero values of ω [54], thus leaving a part of the quantum correlations hidden.

Proof. To prove that HD with a real Q⃗ cannot recover optimal squeezing in the most general

case. For that, we want to rewrite the output spectral covariance matrix in a much more conve-

nient form by noticing Eq. (3.37) corresponds to a symplectic diagonalization where the complex

eigenvectors correspond to the orthonormal basis of the morphing supermodes (Ûj(ω), column

of U(ω) and the real eigenvalues (since σout is hermitian) the squeezing and antisqueezing

spectrums. In this new form, using the spectral theorem, we write the spectral covariance ma-
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trix as :

σout(ω) =
1

2
√
2π

2N∑

i=1

λ2i (ω)U⃗i(ω)U⃗
†
i (ω) (3.47)

where:

λ2i (ω) =





d−2
i (ω) for i ∈ [1, N ]

d2i−N (ω) for i ∈ [N + 1, 2N ]

(3.48)

Here, d2i (ω) represents the anti-squeezing spectrum and d−2
i (ω) represents the squeezing spec-

trum. Thus, the extended expression of the spectral covariance matrix becomes:

σout(ω) =
1

2
√
2π

(
N∑

i=1

d2i (ω)U⃗i(ω)U⃗
†
i (ω) +

N∑

i=1

d−2
i (ω)U⃗N+i(ω)U⃗

†
N+i(ω)

)
(3.49)

For the sake of subsequent proofs, we want to express the noise spectral power in terms of the

most general quadratic measurement first before we look at the specific case of HD. Consider

the most general unitary complex vector Q⃗(ω). We can decompose Q⃗(ω) in the basis of the

morphing supermodes:

Q⃗(ω) =

2N∑

i=1

βi(ω)U⃗i(ω) with βi(ω) = ⟨Q⃗(ω), U⃗i(ω)⟩ (3.50)
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The noise spectral power is then given by:

ΣQ⃗(ω) = Q⃗†(ω)σout(ω)Q⃗(ω)

=
1

2
√
2π

(
2N∑

i=1

β∗
i (ω)U⃗

†
i (ω)

)
 1

2
√
2π

2N∑

j=1

λ2j (ω)U⃗j(ω)U⃗
†
j (ω)



(

2N∑

k=1

βk(ω)U⃗k(ω)

)

=
1

2
√
2π

2N∑

i,j,k=1

β∗
i (ω)λ

2
j (ω)βk(ω)U⃗

†
i (ω)U⃗j(ω)U⃗

†
j (ω)U⃗k(ω)

=
1

2
√
2π

2N∑

i,j,k=1

β∗
i (ω)λ

2
j (ω)βk(ω)⟨U⃗i(ω), U⃗j(ω)⟩⟨U⃗j(ω), U⃗k(ω)⟩

=
1

2
√
2π

2N∑

i,j,k=1

β∗
i (ω)λ

2
j (ω)βk(ω)δijδjk

=
1

2
√
2π

2N∑

i=1

β∗
i (ω)λ

2
i (ω)βi(ω)

ΣQ⃗(ω) =
1

2
√
2π

2N∑

i=1

λ2i (ω)|βi(ω)|2 > 0, (3.51)

which we can expand to:

ΣQ⃗(ω) =
1

2
√
2π

(
N∑

i=1

d2i (ω)|βi(ω)|2 +
N∑

i=1

d−2
i (ω)|βN+i(ω)|2

)
> 0. (3.52)

First, from here we already show two intrinsic properties of the noise spectral power: it is always

real and positive, regardless of whether Q⃗(ω) is real or complex. Then, to recover for example

the squeezing spectrum of mode j (d2j (ω)), the measurement technique must ensure that:

|βN+j(ω)|2 = 1 and βi(ω) = 0 for i ̸= N + j, (3.53)

which equivalently means that Q⃗(ω) must project perfectly into the corresponding morphing

supermodes U⃗N+j . Any non-perfect projection will induce unwanted projections to the other

measuring supermodes. It is obvious from here for HD, since Q⃗ is real, this is only possible

when U⃗i(ω) is real ∀ω, i.e. when the spectral covariance is real. In this case and in this case

only can, HD access the optimal squeezing for a given morphing supermodes and at a given

frequency ω̄: Q⃗ = U⃗j(ω̄).
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In this proof, we also showed a crucial property of the noise spectral power:

Property 3.1.3. Regardless of whether the Q⃗(ω) is real or complex, the noise spectral power is

always real and positive.

Limited access to squeezing as well as the impossibility of following the morphing behaviour

are extremely detrimental in practical situations. Many quantum optical protocols require ho-

modyne to be performed in the time domain: in these cases, the detection signal is acquired

as a function of the time over a certain time slot. In the Fourier domain, such a signal simul-

taneously carries contributions from spectral components at different ωs [189]. Working with

a non-morphing LO means projecting the detected field onto the same linear combination of

longitudinal modes whatever ω. Even if such a linear combination would match a squeezed

supermode at ω̄, this is a priori not the case for all other frequency components. As a conse-

quence, time-homodyne signal mixes noise levels associated to the optimal squeezing at ω̄, with

the sub-optimal or even anti-squeezed noise contributions associated to all other Fourier com-

ponents. As understandable, the presence of hidden squeezing further worsens the situation.

The inability to work with standard homodyne detection affects a wide range of situations where

time-domain homodyning is essential, including heralded state preparations [189, 190, 191] or

MBCQ [192], making it urgent to identify a different, better-adapted detection strategy.

Intuitively, we could detect the optimal degree of squeezing (anti-squeezing) only by replac-

ing the real and constant LO coefficients Q⃗ by a complex and ω-depending vector Q⃗(ω) so

that:

ΣQ̃(ω) = Q⃗†(ω)σout(ω)Q⃗(ω) (13)

which requires a different detection scheme that cannot be homodyne detection, A novel type

of detection that we will elucidate in the next subsection.

3.2 Conditions for a spectral covariance matrix

While in previous subsections, we have effectively linked the presence of hidden squeezing to

the complex nature of the spectral covariance matrix, it’s essential to remind that in the literature
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this matrix is generally assumed to be real [50, 49, 48, 187, 51, 53], indicates that a substantial

portion quantum correlations might remains elusive to Traditional measurement approaches,

such as homodyne detection (HD). Current literature already points to the existence of these

hidden correlations [55, 56, 54], the focus has always been on more advanced detection meth-

ods such as “resonator detection” [55, 56], “synodine detection” [139] or our novel “interferom-

eters with memory effect” [85]. However, a systematic framework for precisely identifying the

underlying interactions responsible for this behaviour is missing.

In this section, we provide precise criteria on cavity-based optical system’ physical param-

eters (i.e. damping rates, mode hopping and pair production terms) to determine whether a

spectral covariance matrix is real or complex. These criteria allow predicting the nature of the

Gaussian state solely from the system’s interaction parameters without the necessity of fully

characterizing the spectral covariance matrix or the complete quantum state reconstruction. As

a consequence, our results allow the appropriate choice of measurement strategies for a better

characterization and exploitation of these quantum states. In a complementary way, these crite-

ria also provide a guideline for the design of optical devices to tailor or avoid hidden squeezing.

The goal of the subsections can be summarized as elucidating the relation between M

(Eq. (3.5)) and spectral covariance matrix (Eq. (3.37)) and establishing conditions for distin-

guishing classes of quantum states with detectable or hidden correlations to HD-like schemes.

3.2.1 Framework

To establish these criteria, we want to gain insights into relating the transfer function S(ω)

(Eq. (3.21)) to the output spectral covariance matrix (Eq. (3.36)) and for that it is useful to explic-

itly decompose it into the real and imaginary parts S(ω) = SR(ω) + iSI(ω) (due to its hermitian
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nature) using SR(ω)) =
1
2 [S(ω) + S(−ω)] and SI(ω) =

1
2i [S(ω)− S(−ω)]. More explicitly,

SR(ω) =
1

2

(
S(ω) + S∗(ω)

)

=
1

2

(
S(ω) + S(−ω)

)

=

√
2Γ

2

[
(iωI+ Γ−M)−1 + (−iωI+ Γ−M)−1

]√
2Γ− I

=

√
2Γ

2

[
(−iωI+ Γ−M)Inv(ω) + (iωI+ Γ−M)Inv(ω)

]√
2Γ− I

SR(ω) =
√
2Γ
[
(Γ−M)Inv(ω)

]√
2Γ− I (3.54)

where we have considered that the product:

Inv(ω) =(−iωI+ Γ−M)−1(iωI+ Γ−M)−1

= (iωI+ Γ−M)−1(−iωI+ Γ−M)−1

=
(
(iωI+ Γ−M)(−iωI+ Γ−M)

)−1

Inv(ω) =
(
ω2I+ (Γ−M)2

)−1

. (3.55)

We can further simplify Eq. (3.54) by absorbing the I in the expresion:

SR(ω) =
√
2Γ
[
(Γ−M)Inv(ω)

]√
2Γ− 1√

2Γ
Inv−1(ω)Inv(ω)

√
2Γ

=
1√
2Γ

[
2Γ(Γ−M)− Inv−1(ω)

]
Inv(ω)

√
2Γ

=
1√
2Γ

[
2Γ(Γ−M)− [ω2I+ (Γ−M)2]

]
Inv(ω)

√
2Γ

=
1√
2Γ

[
(Γ +M)(Γ−M)− ω2I

]
Inv(ω)

√
2Γ

SR(ω) =
1√
2Γ

(
Γ2 + [M,Γ]−M2 − ω2I

)
Inv(ω)

√
2Γ, (3.56)

where [M,Γ] =MΓ− ΓM represents the commutator between the two matrices.
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And similarly

SI(ω) =
1

2i
(S(ω) + S∗(ω))

=
1

2i
(S(ω) + S(−ω))

=

√
2Γ

i

[
− iωInv(ω)

]√
2Γ

SI(ω) =
√
2Γ
[
− ωInv(ω)

]√
2Γ. (3.57)

Using Eq. (3.36), we can now decompose the spectral covariance matrix into its real and imagi-

nary parts: σ(ω) = σR(ω)+ iσI(ω) where we have expressed σR(ω) and σI(ω) in terms of SR(ω)

and SI(ω):

σR(ω) =
1

2
√
2π

(
SR(ω)S

T
R(ω) + SI(ω)S

T
I (ω)

)
, (3.58)

σI(ω) =
1

2
√
2π

(
SR(ω)S

T
I (ω)− SI(ω)S

T
R(ω)

)
. (3.59)

3.2.2 Boundaries to complex spectral covariance matrices

We now seek conditions on the damping matrix Γ and the mode interaction matrixM that lead

to a complex-valued or real-valued spectral covariance matrix σout(ω). From Eq. (3.57), it is

evident that S(ω) and consequently σout(ω) are always real at ω = 0.

A trivial case, where a complex Sout(ω) leads to a real σout(ω), occurs in the absence of

pair-production processes, i.e. F = 0. For example, these processes are responsible for the

generation of multimode entanglement and squeezing in optical parametric oscillators [96, 144,

193]. Without pair-production processes, the transfer function in Eq. (3.21) becomes unitary,

yielding a σout(ω) proportional to the identity matrix and therefore real, as illustrated in the grey

region of Fig. 3.1. However, this case is not particularly interesting when the primary objective

of quantum optical systems is the generation of non-classical quantum states.

When F ̸= 0, the structure of Eq. (3.59) suggests that a necessary and sufficient condition

for the output spectral covariance to be real is that the product SR(ω)S
T
I (ω) must be symmetric.
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Figure 3.1: Conditions for a real-valued spectral covariance matrix σout(ω) are represented
by the grey areas. The left region represents the trivial case where pair-production processes
are absent (F = 0), which always leads to a real σout(ω). The right region depicts the scenario
where pair-production processes are present (F ̸= 0). In this case, the conditions for achieving
a real-valued σout(ω) are represented by the overlap of the red circle, corresponding to the
commutation between the damping and mode interaction matrices [Γ,M] = 0, and the green
circle, corresponding to the symmetry of the mode interaction matrix squared M2 = (M2)T.
This overlap region (grey) delineates the boundaries between real and complex σout.(ω). Within
this region, we represented a subset “M diag” corresponding to the case whereM is diagonal.
Here, both conditions necessary for a real spectral covariance matrix, are verified.

By substituting Eq. (3.54) and (3.57) into this product, we obtain:

SR(ω)S
T
I (ω) =

−2ω√
2Γ

(
Γ2 + [M,Γ]−M2 − ω2I

)[
Inv(ω)ΓInvT(ω)

]√
2Γ

SR(ω)S
T
I (ω) =

−2ω√
2Γ
A(ω)B(ω)

√
2Γ, (3.60)

where A(ω) = Γ2 + [M,Γ] −M2 − ω2I and B(ω) = Inv(ω)ΓInvT(ω) a symmetric matrix. One

can also write the transpose of this Eq. (3.60), SI(ω)S
T
R(ω) which writes:

SI(ω)S
T
R(ω) = −2ω

√
2ΓB(ω)A(ω)T

1√
2Γ
. (3.61)

To find out when the product is SR(ω)S
T
I (ω) is symmetric, we write the difference between
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Eq. (3.60) and Eq. (3.61):

SR(ω)S
T
I (ω)− SI(ω)S

T
R(ω) =

−2ω√
2Γ
A(ω)B(ω)

2Γ√
2Γ

+ 2ω
2Γ√
2Γ
B(ω)AT(ω)

1√
2Γ
,

SR(ω)S
T
I (ω)− SI(ω)S

T
R(ω) =

−4ω√
2Γ

(
A(ω)B(ω)Γ− ΓB(ω)AT(ω)

) 1√
2Γ
. (3.62)

By examining the difference SR(ω)S
T
I (ω)− SI(ω)S

T
R(ω) (Eq. (3.62)), it becomes evident that the

product SR(ω)S
T
I (ω) is symmetric when A(ω)B(ω)Γ = ΓB(ω)AT(ω). This condition holds only

when these 2 following conditions are met at the same time:

• Γ, A(ω) and B(ω) commute pair-wise,

• A(ω) is symmetric : AT(ω) = A(ω).

We prove that the first condition is equivalent to Γ andM commuting [Γ,M] = 0.

Proof. We want to show that for Γ, A(ω) and B(ω) to commute pair-wise, one must ensure

[Γ,M] = 0.

First, for Γ to commute with A(ω), it must commute with ΓM,MΓ andM2. One can easily

show that [Γ,MΓ] = 0 and [Γ,ΓM] = 0 are both equivalent to [Γ,M] = 0, which also ensures

that [Γ,M2] = 0. Therefore for Γ to commute with A(ω), it must commute withM.

It is also easy to show that since Γ commutes with M and therefore with M2 and MΓ, it

consequently also commutes with (Γ −M)2 and therefore with both Inv(ω) and InvT(ω). This

ensures that for Γ to commute with both A(ω) and B(ω), it must commute withM.

To ensure pair-wise commutation between Γ, A(ω) andB(ω), it is left to show when [A(ω), B(ω)] =

0. We can also notice that when Γ commutes withM, all the previous commutations we men-

tioned earlier hold true also for Γ2 and M2. In particular, they both commute with Inv(ω) and

therefore with InvT(ω).

For the second condition, A(ω) is symmetric if and only if the following two requirements are

met:

(i) [Γ,M] = [Γ,MT] and

(ii)M2 = (M2)T.
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When Γ andM commute, condition (i) is automatically satisfied, leaving only condition (ii).

This leads us to the following proposition:

Proposition 3.2.1. For F ̸= 0, necessary and sufficient conditions for the spectral covariance

to be real are [Γ,M] = 0 andM2 symmetric.

This proposition is visually represented in the right side of Fig. 3.1, where the grey overlap

region of the Venn diagram depicts the intersection of these two conditions: the red subset

corresponds to the commutation between the damping and mode interaction matrices, [Γ,M] =

0, while the green subset corresponds to the symmetry of the mode interaction matrix squared,

M2 = (M2)T. Failing to satisfy either of these conditions necessarily leads to an asymmetry of

the product SR(ω)S
T
I (ω), consequently giving rise to a complex spectral covariance matrix.

On one hand, since Γ is diagonal, the commutator [Γ,M] can be zero only if either (i) Γ is

proportional to the identity matrix, corresponding to mode-independent damping rates, or (ii)M

is diagonal, or both. It is straightforward to see that scenario (ii) leads to a configuration where

G = 0 and F = iD, with D a real diagonal matrix corresponding to the case of N decoupled

squeezed modes. Since a diagonalM also impliesM2 symmetric, this situation directly leads

to a real spectral covariance matrix. This is represented in Fig. 3.1 by a dashed circle in the

intersection between the red and green subsets.

On the other hand, to see how the symmetry of M2 reflects on the structure of G and F ,

it is better to move to the representation of complex amplitudes, where M transforms into the

2N × 2N matrix M = i L†ML (Eq. (1.218)). Specifically, the symmetry ofM2 is equivalent to

the hermiticity of M2. In particular, writing out M2 explicitly

M2 =




G2 − FF ∗ GF − FG∗

G∗F ∗ − F ∗G G∗2 − F ∗F




M2 =




G2 − FF ∗ GF − FG∗

−(GF − FG∗)† (G2 − FF ∗)T


 . (3.63)

and examining its block structure, the hermiticity of M2 implies the hermiticity of its block ele-

ments. Since G = G† and F = FT, the diagonal blocks are always hermitian. However, the
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off-diagonal blocks are hermitian only when GF − FG∗ = 0, or equivalently GF = (GF )T.

One can easily verify that this condition is satisfied, for example, and potentially not limited to,

the case where a real-valued G commutes with F . This condition leads us to the following

proposition, equivalent to proposition 3.2.1:

Proposition 3.2.2. For F ̸= 0, necessary and sufficient conditions for the spectral covariance

to be real are [Γ,M] = 0 and that the product GF is symmetric GF = (GF )T.

Propositions 3.2.1 and 3.2.2 elucidate the transitional boundary between standard and hid-

den squeezing. Notice that, beyond the trivial cases F = 0 and M diagonal, a generic M ,

for which GF = (GF )T, leads to a real spectral covariance matrix only in the case of mode-

independent losses, i.e. when Γ is proportional to the identity matrix. These conditions provide

insights into the underlying interactions that govern the system’s dynamics and can also guide

the engineering of complex multimode correlations.

In summary, we have derived key conditions under which the output spectral covariance

matrix σout(ω) of a cavity-based optical quantum system, characterized by the most general

quadratic Hamiltonian, is constrained to be either real- or complex-valued. Specifically, we

showed that beyond the trivial cases, F = 0 andM diagonal, the spectral covariance matrix is

real for systems with mode-independent damping rates and when the product of the interaction

matrices GF is symmetric. Failing to satisfy either of these conditions necessarily results in a

complex spectral covariance matrix, indicating the presence of hidden correlations. This con-

nects the structure of the fundamental mode interaction matrices F and G to the real or complex

nature of the spectral covariance matrix.

3.2.3 Case studies

To illustrate these conditions, we will present some case studies of cavity-based optical quantum

systems which focus on low-dimensional examples, ranging from single- to four-mode systems

in Section 3.4.

But already a straightforward prediction from these criteria is that single-mode detuned OPO

cannot exhibit complex spectral covariance. First, without multiple modes, there cannot be any

relative asymmetry between dissipation rates contained in Γ. Then, since there is only one
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mode, the matrices F and G are simply reduced to scalars, which guarantees their product GF

is always symmetric, satisfying both conditions for a real covariance matrix in Proposition 3.2.2.

Intuitively, there are no possibilities to break these symmetries within a single-mode system.

Consequently, the spectral covariance matrix σout(ω) of the single-mode optical cavity must be

real-valued.

Here we particularly want to focus on two specific examples in the literature where the pre-

dictive nature of these criteria can lead to interesting conclusions. For example, in their study

of broadband squeezing generation in microresonators, Vaidya et al. [194] relied on HD for the

full characterization of the generated broadband squeezing. To access a configuration of pa-

rameters similar to their experimental setup, we focus on a two-mode detuned χ(3)-based OPO

system described by identical mode decay rates γ. Below the oscillation threshold, the system

can be described by a set of linear quantum Langevin equations in the form of Eq. (3.4) where

we have the 4× 4 damping matrix Γ = γI4×4 and the mode interaction matrix (Eq. (3.5)) with:

G =



g11 0

0 g22


 , F =




0 f12

f12 0


 . (3.64)

When g11 = g22, the product GF is symmetric, resulting from Proposition 3.2.2 in a real spectral

covariance matrix. This scenario corresponds, exactly, to the parameter configuration in [194].

Notably, in their work, Vaidya et al. relied on HD to access the maximum optimal squeezing lev-

els. Since our criteria predict the absence of hidden squeezing, they also validate the approach

taken by Vaidya et al., showing that they indeed could access the maximum optimal squeezing

through HD in their experimental configuration. On the other side, in the case of the genera-

tion of broadband squeezing in dual-pumped microresonators [195], the authors relying solely

on HD schemes, attributed the lower detected squeezing levels entirely to “parasitic” effects

from additional interactions. In this work, the authors analyze the generation of squeezed light

through SFWM in a dual-pumped microring resonator, focusing on the detection of squeezing

in the signal mode s. Their work highlights how squeezing is reduced primarily by unwanted

parasitic processes.

Considering their three-mode system m, s and n with two strong classical pumps, the Hamil-
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Figure 3.2: SFWM main and parasitic processes: figure taken from Seifoory et al. [195] show-
ing four-wave mixing processes in a dual-pumped microring resonator. The diagram illustrates
the various nonlinear processes occurring when two resonances p1 and p2 are pumped. DP-
SFWM (dual-pump spontaneous four-wave mixing) generates squeezing in the s mode, while
SP-SFWM (single-pump spontaneous four-wave mixing) and BS-FWM (Bragg-scattering four-
wave mixing) are parasitic processes that can degrade squeezing quality. Solid arrows indicate
the primary transitions, while dotted arrows of the same colour show the corresponding conju-
gate processes. The processes are presented at different levels for clarity: BS-FWM (lowest),
HP-SFWM (hyperparametric spontaneous four-wave mixing, second level), SP-SFWM (third
level), and DP-SFWM (top-level).

tonian for the nonlinear processes includes interactions such self-phase modulation (SPM),

cross-phase modulation (XPM), dual-pump spontaneous four-wave mixing (DP-SFWM), single-

pump spontaneous four-wave mixing (SP-SFWM), Bragg-scattering four-wave mixing (BS-FWM),

and hyperparametric spontaneous four-wave mixing (HP-SFWM), each contributing to the over-

all dynamics of the system:

H =ℏ
∑

J

ωJb
†
JbJ +HSPM +HXPM +HDP-SFWM (3.65)

+HSP-SFWM +HBS-FWM +HHP-SFWM (3.66)
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Figure 3.3: Squeezing spectrum of the signal mode (s) with (solid red) and without (dashed
red) parasitic processes compared to the squeezing obtained through standard HD (green)
optimized at a chosen frequency ω = 0.5γ. We considered a dual pumped microresonator
system for broadband squeezing generation where G and F are characterized by Eq. (3.73)
with βp1βp2 = 0.46γ and |βp1|2 + |βp2|2 −∆ = 0.15γ. We see that a large portion of the signal
squeezing is reduced due to the presence of parasitic processes. However, the squeezing
measured via HD (green) still does not match the optimized frequency, the maximum remaining
squeezing. In particular, at this frequency, 13% of the squeezing remaining after reduction from
the parasitic processes is inaccessible to HD schemes.

where J ∈ {m, s, n}, and:

HSPM = −ℏΛ
2
(b†p1b

†
p1bp1bp1 + b†p2b

†
p2bp2bp2) (3.67)

HXPM = −2ℏΛ(b†sb†p1bsbp1 + b†sb
†
p2bsbp2 + b†p1b

†
p2bp1bp2) (3.68)

HDP-SFWM = −ℏΛb†sb†sbp1bp2 + H.c. (3.69)

HSP-SFWM = −ℏΛ(b†sb†sbp1bp1 + b†sb
†
sbp2bp2) + H.c. (3.70)

HBS-FWM = −2ℏΛ(b†p2b†sbp1bs + b†p1b
†
sbp2bs) + H.c. (3.71)

HHP-SFWM = −2ℏΛb†sb†sbp1bp2 + H.c. (3.72)

The main process for producing degenerate squeezed vacuum state DP-SFWM and the main

process responsible for squeezing reduction is SP-SFWM, which injects uncorrelated photons

into the signal resonance. BS-FWM and HP-SFWM also contribute to squeezing degradation

but to a lesser extent than SP-SFWM.
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In the classical pumps approximation and moving to the interaction picture, the dynamics of

the system can be described by the quantum Langevin equations in Eq. (3.4) where Γ = γI6×6

and the matrices G and F are :

G = −




|βp1|2 + |βp2|2 −∆ βp1β
∗
p2 0

β∗
p1βp2 |βp1|2 + |βp2|2 −∆ βp1β

∗
p2

0 β∗
p1βp2 |βp1|2 + |βp2|2 −∆



,

F = −




0 β2
p1 2βp1βp2

β2
p1 βp1βp2 β2

p2

2βp1βp2 β2
p2 0



. (3.73)

Here, βp1 and βp2 are proportional to the complex classical pump amplitudes β′
j with βj =

√
2Λβ′

j , j in {p1, p2} and Λ represents the nonlinear coefficient quantifying the strength of the

nonlinear optical processes. We have considered without loss of generality the same detuning

∆ to the microring resonances for both pumps.

To verify Proposition 3.2.2, we observe that the product GF is not symmetric:

GF − (GF )⊤ =




0 −β2
p1|βp2|2 βp1βp2(|βp2|2 − |βp1|2)

β2
p1|βp2|2 0 β2

p2|βp1|2

βp1βp2(|βp1|2 − |βp2|2) −β2
p2|βp1|2 0



̸= 0, (3.74)

leading a complex spectral covariance matrix for the three-mode system. This complexity per-

sists even when we trace down the system to a single mode, focusing only on the signal mode.

The corresponding spectral covariance therefore remains complex. As discussed previously

and shown in [86], this complexity has a significant implication: even after the reduction of

squeezing due to parasitic processes, HD still cannot fully access all the remaining squeez-

ing still available in the s mode. This is illustrated in Fig. 3.3 where we show the squeez-

ing spectrum of the signal mode (s) under various conditions for the dual-pumped microres-

onator system described by Seifoory et al. [195] with chosen parameters βp1βp2 = 0.46γ and

|βp1|2 + |βp2|2 −∆ = 0.15γ. The solid (dashed) red line represents the spectrum without (with)

parasitic processes and the green line indicates the squeezing obtained through standard HD,
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optimized at ω = 0.5γ. As shown by the difference between the solid and dashed red lines, it’s

evident that a significant portion of the signal squeezing is reduced when parasitic processes

are present. Furthermore, the squeezing measured via HD (green line) accounts only for 83%

of the maximum available remaining squeezing, in the presence of parasitic processes at the

optimized frequency ω = 0.5γ. Suboptimal squeezing measurements are therefore not solely

due to parasitic processes, as suggested by Seifoory et al. Rather, our criteria predict 13% of

the detectable squeezing is hidden from HD and can be revealed by the use of novel detection

schemes [55, 139, 85].

The squeezing spectrum without parasitic processes shown in dashed-red in Fig. 3.3 was

obtained using the strategy described by Zhang et al. [196]. Their approach employs a photonic

molecule consisting of two coupled microring resonators on an integrated nanophotonic chip.

This design selectively hybridizes only the modes involved in unwanted processes, effectively

suppressing parasitic processes such as DP-SFWM, BS-FWM, and HP-SFWM.

In particular, beyond the effectiveness of this method in suppressing parasitic processes,

our criteria show that this method also addresses the issue of hidden squeezing. This can

be demonstrated by examining the new interaction matrices of the new system when parasitic

processes are suppressed: G = (|βp1|2 + |βp2|2 − ∆)I3×3 and F = −diag{0, βp1βp2, 0}. The

symmetry of the productGF implies that homodyne detection can access the optimal squeezing

in cases where these parasitic processes are suppressed.

Our analysis predicts, however, that even when accounting for these parasitic processes,

there exists additional hidden and detectable squeezing that remains inaccessible to conven-

tional HD techniques.

3.3 Achieving generalized quantum mode-matching

Now we cleared out criteria that allow to predict whether or not the spectral covariance matrix is

complex, we discuss our strategy for a new type of interferometer that allows us to deal with not

only the complexity of the spectral covariance matrix but also the morphing behaviour required

to recover optimal squeezing in a the bandwidth.

In order to project onto the i-th morphing supermode, not only one should be able to produce
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IME

Source

Figure 3.4: This scheme outlines the generalized mode-matching through an interferometer with
memory. In the first stage, the physical system generates the CV quantum resource, with its

output denoted as Êout(t) and associated with the vector of quadratures ˆ⃗
Rout(t). This output

then undergoes the second stage, which is an IME characterized by a transfer function SIME(ω).

Subsequently, the IME output, characterized by the vector of quadratures ˆ⃗
R′(t), is directed into

a traditional HD scheme with a LO described by the vector Q⃗.

a LO associated with a complex and frequency-dependent Q⃗(ω)

Q⃗→ Q⃗(ω), (3.75)

but also to implement, in the frequency domain, the multiplication between this LO and the

targeted field, so as to induce a linear combination giving the quadrature, R̂(s)
out,i(ω), of the i-th

morphing supermode

R̂
(s)
out,i(ω) = Q⃗†(ω)

ˆ⃗
Rout(ω) (3.76)

when Q⃗(ω) is shaped as U⃗i(ω). A simple shaping of the LO in order to produce a time-dependent

profile with Fourier transform Q⃗(ω) would not be sufficient. Indeed, in a standard HD, the mixing

of the LO and the signal field at a beamsplitter rather leads to a multiplication in time domain.

Therefore this approach, known as ”synodyne detection” and proposed by Buchmann et al.

in [139] for the HD of singlemode ponderomotive squeezing and then we expanded to its mul-

timode scenario in Subection 1.5.5 is able to mode-match complex supermodes but not their

morphing behaviour.

To obtain, in the frequency domain, a transformation such as Eq. (3.76), we must look for a
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physical system that implements, in time domain, the following transformation of the signal field

R̂
(s)
out,i(t) =

∫
dτ Q⃗T(t− τ) ˆ⃗Rout(τ). (3.77)

In other words, we need a physical system that is linear and possesses both memory, as optical

cavities, and the capability to mix the input quadratures, as interferometers. These two char-

acteristics define a device we refer to as an ”interferometer with a memory effect”(IME). The

transformation Eq. (3.76) or, equivalently, Eq. (3.77) can be physically implemented by cascad-

ing, at the output of the source of quantum light, an IME and a standard HD, as depicted in

(3.4).

The IME transforms the quadratures, ˆ⃗
Rout(ω), of the output of the multimode source accord-

ing to the relation:

ˆ⃗
R′(ω) = SIME(ω)

ˆ⃗
Rout(ω), (3.78)

where SIME(ω) is the IME transfer function. The HD photocurrent operator, thus, becomes:

ı̂(ω) ∝ Q⃗T ˆ⃗
R′(ω) ∝ Q⃗†(ω)

ˆ⃗
Rout(t), (3.79)

with a generalized LO given by Q⃗†(ω)

Q⃗†(ω) = Q⃗TSIME(ω). (3.80)

The combination of a tailored LO, with real and non-morphing Q⃗, and of a suitably engineered

SIME(ω) allows Q⃗(ω) to match U⃗N+i(ω) as required to fully detect the squeezing of the (N+i)-th

morphing supermode.

Proof. Leveraging the Eqs. (3.50) and (3.52) we got in Proof 3.1.5 where we decompose the

generalized LO obtained with an IME Q⃗(ω) and decomposed in the basis of the morhping su-
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permodes

Q⃗(ω) =

2N∑

i=1

βi(ω)U⃗i(ω) with βi(ω) = ⟨Q⃗(ω), U⃗i(ω)⟩ (3.81)

and recovered the general expression of the noise spectral power in terms of the projection of

the generalized noise spectral power in terms of morphing supermodes :

ΣQ⃗(ω) =
1

2
√
2π

(
N∑

i=1

d2i (ω)|βi(ω)|2 +
N∑

i=1

d−2
i (ω)|βN+i(ω)|2

)
> 0. (3.82)

Because the generalized LO Q⃗(ω) is always complex and frequency-dependent u⃗i(ω) as are

the morphing supermodes, it is always possible to engineer the IME such that the condition in

Eq. (3.53) holds. This means to recover for example the squeezing spectrum of mode j (d2j (ω))

|βN+j(ω)|2 = 1 and βi(ω) = 0 for i ̸= N + j. (3.83)

It is also natural to wonder after such assessment, how this type of interferometer deals with

real spectral covariance matrices, since the new local oscillator is always complex for nonzero

frequencies as shown by Eq. (3.80). We show that projecting |Q⃗(ω)| in the real desired morphing

supermodes will be enough for spectral covariance matrices.

Proof. In scenarios where the spectral covariance matrix σout(ω) is real, the IME can still

achieve optimal squeezing despite using a complex local oscillator (LO) vector Q⃗(ω). When

σout(ω) is real, the morphing supermodes U⃗j(ω) are also real. From Proof 3.1.5, the noise

spectral power in the IME is given by:

ΣIME(ω) =
1

2
√
2π

2N∑

i=1

λ2i (ω)|βi(ω)|2 (3.84)
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where

λ2i (ω) =





d−2
i (ω) for i ∈ [1, N ]

d2i−N (ω) for i ∈ [N + 1, 2N ]

(3.85)

and βi(ω) = Q⃗T(ω)U⃗i(ω). To recover the squeezing or antisqueezing spectrum λ2j (ω) for a

specific supermode U⃗j(ω), it is necessary to ensure that |βj(ω)|2 = 1 while βi(ω) = 0 for all

i ̸= j. For real valued U⃗j(ω), this condition is satisfied when choosing the LO vector Q⃗(ω) to

align with the desired supermode U⃗j(ω) up to local frequency dependent phase factor:

Q⃗(ω) = φ(ω)U⃗j(ω) (3.86)

where φ(ω) is a diagonal phase matrix defined as ϕ(ω) = diag(eiϕ1(ω), . . . , eiϕ2N (ω)). Evaluating

|βj(ω)|2 under this choice yields:

|βj(ω)|2 = |Q⃗T(ω)U⃗j(ω)|2 = |ϕ(ω)U⃗T
j (ω)U⃗j(ω)|2 = |U⃗T

j (ω)U⃗j(ω)|2 = 1 (3.87)

This equality holds because U⃗j(ω) is real and normalized, satisfying U⃗T
j (ω)U⃗j(ω) = 1. Addition-

ally, for i ̸= j, the orthonormality of the supermodes ensures that βi(ω) = 0. Consequently, the

noise spectral power simplifies to:

ΣIME(ω) =
1

2
√
2π
λ2j (ω) (3.88)

This result demonstrates that, when the spectral covariance matrix is real, the IME can achieve

the desired squeezing spectrum λ2j (ω) by appropriately choosing the complex LO vector Q⃗(ω).

Therefore, even though the LO in the IME is inherently complex, it can fully recover the optimal

squeezing performance when operating with a real covariance matrix.

Since the IME stage must not change the amount of squeezing (anti-squeezing), this system

should implement a passive transformation (F = 0 in Eqs. (3.3) and (3.5)). Thus, the corre-

sponding transfer function that solves the quantum Langevin equations Eq. (3.21), in Fourier
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domain, reads as:

SIME(ω) =
√
2ΓIME (iωI+ ΓIME −MIME)

−1
√

2ΓIME − I (3.89)

with mode-dependent losses matrix ΓIME and the coupling matrix given by

MIME =




Im [GIME] Re [GIME]

−Re [GIME] −Im [GIME]
T


 , (3.90)

where GIME is the most general hermitian matrix. At the output of the IME the state is charac-

terized by the spectral covariance matrix

σ′(ω) =
ˆ⃗
R′(ω)

ˆ⃗
RT′(−ω) (3.91)

= SIME(ω)σout(ω)S
T
IME(−ω), (3.92)

and the noise spectral power obtained by the HD after the IME (considering again input vacuum

for the input source) is

ΣQ⃗(ω) = ΣIME(ω) =
1

2
√
2π

[Q⃗†(ω)U(ω)]D2(ω) [U†(ω)Q⃗(ω)] (3.93)

where Q⃗(ω) is given by expression Eq. (3.80).

The IME can be realized to ensure mode-matching in different ways:

• The most obvious one is to consider realizing the mode-matching simultaneously for all

the frequency-dependent supermodes through a unique IME configuration by requiring

the product SIME(ω)U(ω) to not only be real but also verify

d

dω

[
SIME(ω)U(ω)

]
= 0. (3.94)

This condition only leverages the degree of freedom of the IME and says SIME(ω)U(ω) =

C where C is a constant matrix, the noise spectral power in Eq. (3.93) can now be written
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as

ΣQ⃗(ω) =
1

2
√
2π
QTCD2(ω)CTQ. (3.95)

In this case to access di(ω), we just have to choose the phase of the LO such that QC

is a vector where only the i-th element value is 1 while others are 0. For example, for

QC = (1, 0, · · · , 0)T,

ΣIME(ω) =
1

2
√
2π
d21(ω), (3.96)

For example, for QC = (0, 0, · · · , 1)T,

ΣIME(ω) =
1

2
√
2π
d−2
1 (ω), (3.97)

As a special case, the condition for full mode-matching is verified by C matrices such that

|C| = I2N . This involves matrices like I2N and S such that

S =



IN 0

0 −IN


 (3.98)

Other solutions are also possible since any passive transformation that allows us to turn

the noise spectral power into any form similar to Eq. (3.149) but with any permutation of

the eigenvalues in D2(ω), for example with elements such as:

Ω =




0 IN

IN 0


 ,K =




0 IN

−IN 0


 , (3.99)

Focusing on a specific case where we required for example SIME(ω)U(ω) = I2N implies

a transformation SIME(ω) that matches U†. This is a very important comment to have

in mind in later sections when thinking of decomposing the IME in terms of elementary

photonic components. Such decomposition is equivalent in a way to the decomposition of

the morphing supermodes.
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However, it is clear that trying to find an IME that satisfies this condition represents in

Eq. (3.94) requires a much harder optimization problem since it involves an optimization on

matrices whose elements are functions of a continuous variable ω. More advanced tools

for continuous variable optimizations would be required, which are not the focus of this

thesis. Additionally, this method requires the full knowledge of the morphing supermodes

matrix with extreme precisions, something that is not always possible in experimental

situations.

• The second option is the one we consider mostly in this thesis and involves as we dis-

cussed earlier, focusing on a configuration of the IME allowing Q⃗(ω) to match U⃗N+i(ω)

(respectively U⃗i(ω)) to detect the squeezing (respectively) antisqueezing of the (N + i)-th

(respectively i-th) morphing supermode. We later practically show that this option does

not require a knwoledge of the morphing supermodes but only access to the noise spec-

tral power of the considered detection, a situation that’s more realistic when accounting for

experimental constraints. In the same spirit of thinking about experimental setup, in this

thesis, our focus also is on the detection of squeezing spectrum mostly since the noise

levels of the antisqueezing in an experimental setup are amplified.

3.3.1 Implementing the interferometer with memory effect

The IME is a passive, linear system that is able to implement an arbitrary transformation de-

scribed by a frequency-dependent unitary SIME(ω) or equivalently U(ω) for some the more

general case. To identify the optical system implementing the IME, we introduce an original

technique to decompose any SIME(ω) (or equivalently U(ω)) in terms of networks of basic pho-

tonic components arranged in specific architectures: changing the components’ parameters

allows realizing different SIME(ω). To detect a target squeezed morphing supermode, such pa-

rameters are numerically optimized to make ˜⃗
Q†(ω) match U⃗N+i(ω) in Eq. (3.80) or in a much

more optimistic scenario to SIME(ω) match U(ω). Our method extends ideas introduced in the

context of discrete spatial modes [197] in order to find decompositions that are smooth with

respect to ω.

For practical purposes, we approach this problem in the representation ˆ⃗
ξ = (ˆ⃗a|ˆ⃗a†)T of the
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complex field amplitudes, where ˆ⃗a = (â1, · · · , âN). In this case, the transfer function of the IME

is given by UIME(ω) = L†SIME(ω)L, with L = 1√
2




I I

−iI iI


, I being the identity matrix, and it

assumes the form

UIME(ω) =




UIME(ω) 0

0 U∗
IME(−ω)


 , (3.100)

where UIME(ω) is a N ×N smooth unitary matrix-valued function of ω.

In the following subsections we will introduce two novel frequency-dependent decomposition

into elementary components, each with their own advantages.

3.3.2 Smooth two-mode decomposition

(a) (b)

Frequency Beam Splitters

(d) (e)

(c)

Figure 3.5: Smooth two-mode decomposition of a 4-mode passive transformation with (a) tri-
angular mesh and (b) rectangular mesh. Two-mode unitary (c) and its physical implementation
via a two-mode coupled cavity. Implementation in an integrated platform of microresonators of
respectively the (d) triangular and (e) rectangular decomposition.

A first possible decomposition of the matrix UIME(ω) can be done in terms of elementary

bricks that correspond to 2-mode passive transformations. Specifically, we show that frequency-
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dependent unitary transformations can be systematically synthesized from basic components

through the following proposition:

Proposition 3.3.1. Any N ×N frequency-dependent unitary can be decomposed into a mesh

of at most N(N − 1)/2 two-mode frequency-dependent unitaries Tmn(ω), Fig. 3.5c.

Therefore,

UIME(ω) =
∏

(m,n)

Tmn(ω), (3.101)

where the Tmn(ω) are the most general N ×N unitary transformations that leave uncoupled all

the modes with the exception of the two modes labelled with indices m,n ∈ {1, 2, · · · , N}.

The explicit and full expression of these matrices, known in the literature as “two-level uni-

taries”, in a practical situation where the decomposition involves only neighbouring modes m

and n = m± 1, is given by

Tmn(ω) =




1 0 · · · · · · · · · · · · · · · 0

0 1
...

...
. . .

...
... eiϕ(ω)a(ω) −b(ω)
... eiϕ(ω)b∗(ω) a∗(ω)

...
. . .

...
... 1 0

0 · · · · · · · · · · · · · · · 0 1




, (3.102)

where a(ω) and b(ω) are frequency dependant complex coefficients satisfying |a(ω)|2+|b(ω)|2 =

1 and eiϕ(ω) the determinant of the two level unitary. For the sake of brevity and with a (minor)

abuse of notation, we have assimilated the Tmn(ω) to their 2 × 2 form in their most interesting

two-dimension subspace:

Tmn(ω) =




eiϕ(ω)a(ω) −b(ω)

eiϕ(ω)b∗(ω) a∗(ω)


 , (3.103)
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and our discussion will involve mostly that two-dimensional subspace. From this point, we would

like to look at ways to implement these two-level unitaries.

Initially, we could consider the most general passive transformation given by Eqs. (3.89)

and (3.90) with the most general 2× 2 complex hermitian matrix

G
(2)
IME =




∆m θde
−iϕd

θde
iϕd ∆n


 . (3.104)

While Tmn(ω) can have arbitrary frequency-dependent profiles subject only to the unitarity con-

straint |a(ω)|2 + |b(ω)|2 = 1, the general passive transformation obtained from Eqs. (3.89) pro-

vides a specific functional form, but by combining these passive transformations, we can ap-

proximate more general frequency-dependent profiles required by the two-level unitaries.

Note that, while coupled two-mode cavities serve as useful building blocks, their frequency-

dependent coupling profiles may become insufficient to match the required Tmn(ω) over large

optical bandwidths. In particular, as the bandwidth increases, a single two-mode cavity may not

have the spectral flexibility needed to implement, even in an approximated way, any arbitrary

Tmn(ω) in the whole spectrum. In this condition, the degrees of freedom can be increased by

using a linear cascade of two-mode cavities for each Tmn(ω) or handling each subset of the

overall bandwidth with different cavities.

Implementing a desired IME thus relies on the capability to engineer G(2)
IME. Its elements

represent couplings between two frequency modes. This can be physically implemented by

means of systems of coupled cavities, that act as a frequency beam splitter, and that are ac-

cessible to experimental realizations in integrated optics as already demonstrated in the litera-

ture [198, 199].

The approach presented in [198], for example, employs an integrated photonic platform in-

volving two coupled microresonators, as illustrated in Eq. (3.5)c. Through evanescent coupling,

the resonances of a pair of hybridized modes can be precisely tuned close to the targeted opti-

cal modes Ωm and Ωn, achieving the desired elements ∆m and ∆n. Additionally, the microwave

driving (or electro-optic modulation) applied to the resonators allows to engineering the cou-

pling θde−iϕd between the hybrid modes. In particular, θd and ϕd can be controlled through the
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driving modulation strength and the phase of the microwave field, respectively, with an effective

Hamiltonian in the form:

Ĥ = θ
(
e−iϕp â1

†â2 + eiϕp â2
†â1

)
. (3.105)

The Tm,n(ω) can therefore be implemented through this coupled cavity involving the modes m

and n, leaving the remaining N − 2 modes unchanged. The complete N -mode transformation

UIME(ω) can be systematically constructed by choosing a specific order in which to perform

the multiplication in Eq. (3.101) of the appropriate two-mode mode coupled cavity Tmn(ω). The

frequency-dependent unitary Tmn(ω) is chosen in order to null the element [UIME(ω)]mn using

the following proposition :

Proposition 3.3.2. By using matrix elements in the same row or column, any element umn(ω)

of a unitary matrix UIME(ω) can be nulled through the multiplication by the appropriate two-level

unitaries Tm,n(ω).

The allowed structure of the unitaries is provided by a relation on the relation on the product

of the determinant:

∏

(mn)

det
[
Tm,n(ω)

]
= det[U(ω)]. (3.106)

We illustrate this Proposition in the case of a 4× 4 smooth unitary matrix

UIME(ω) =




u11(ω) u12(ω) u13(ω) u14(ω)

u21(ω) u22(ω) u23(ω) u24(ω)

u31(ω) u32(ω) u33(ω) u34(ω)

u41(ω) u42(ω) u43(ω) u44(ω)



, (3.107)

however, the general case to N dimensions can be proved by recursion.

To null for example the element u21(ω) using an element of the same column (say u31(ω)),
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we can use the following frequency-dependant transformation between modes 2 and 3:

T23(ω) =
1√

|u21(ω)|2 + |u31(ω)|2




1 0 0 0

0 eiϕ23(ω)u31(ω) −eiϕ23(ω)u21(ω) 0

0 u∗21(ω) u∗31(ω) 0

0 0 0 1




(3.108)

=⇒ T23(ω)U(ω) =




∗ ∗ ∗ ∗

0 ∗ ∗ ∗

∗ ∗ ∗ ∗

∗ ∗ ∗ ∗



. (3.109)

Similarly, one can choose to null the element u21(ω) using instead an element of the same line

(say u22(ω)) with the following frequency-dependent transformation between modes 1 and 2:

T12(ω) =
1√

|u21(ω)|2 + |u22(ω)|2




1 0 0 0

0 eiϕ12(ω)u22(ω) −eiϕ12(ω)u21(ω) 0

0 u∗21(ω) u∗22(ω) 0

0 0 0 1




(3.110)

=⇒ U(ω)T †
12(ω) =




∗ ∗ ∗ ∗

0 ∗ ∗ ∗

∗ ∗ ∗ ∗

∗ ∗ ∗ ∗



. (3.111)

Each nulling operation corresponds to a two-mode coupled cavity between adjacent modes.

The geometry of the full mesh is defined by the nulling sequence. For example, nulling ele-

ments using only other elements of their same column, column-by-column from the bottom left,

going up, as shown in Fig. 3.6 for 4 modes generate a triangular mesh (Fig. 3.5a), reminiscing

of Reck’s arrangement [200] for spatial modes. This is because once all the lower diagonal

elements have been nulled, the final product of smooth matrices is an upper triangular matrix.

Due to the unitary nature of UIME(ω), such an upper triangular matrix is necessarily diagonal.

And by respecting the determinant structure from (3.106), such diagonal matrix is necessarily
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Figure 3.6: Smooth decomposition method for triangular decomposition: nulling order

Figure 3.7: Smooth decomposition method for rectangular decomposition: nulling order

the identity matrix. The final decomposition, therefore, still in the example in the case of four

modes :

UIME(ω) = T †
34(ω)T

†
23(ω)T

†
12(ω)T

′†
34(ω)T

′†
23(ω)T

′′†
34 (ω), (3.112)

maps onto a triangular mesh connectivity between the frequency modes (Fig. 3.5a) and the

implementation in terms of coupled-cavity arrays is described in Fig. 3.5d.

However such configuration leads to unequal optical path lengths and unbalanced loss due

to differing numbers of Tmn(ω) operations applied to each mode. So alternatively, one can null

elements in an order that alternates in a symmetric way between column and row elements as

in, to get a much more regular meshing of rectangular shape (Fig.3.5b), akin to the Clements’

scheme [201].

Alternatively, one can null elements in an order that alternates between column and row

elements Fig. 3.7, akin to the Clements scheme [201]. For example, for 4 modes, the process is
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shown in Fig. 3.5b, the decomposition in terms of coupled-cavity arrays is described in Fig. 3.5e

and the final decomposition writes:

UIME(ω) = T †
23(ω)T

†
34(ω)T

′

12(ω)T
′

23(ω)T
′

34(ω)T12(ω). (3.113)

This gives a highly regular tiling of two-mode frequency coupling, with average equal path

lengths between modes (Fig. 3.5b). This leads to a final proposition for this subsection:

Proposition 3.3.3. Any frequency-dependent unitarie U(ω) can be decomposed into a mesh of

at least N(N − 1)/2 coupled two-mode cavities, with frequency couplings.

Note that, while coupled two-mode cavities serve as useful building blocks, their frequency-

dependent coupling profiles may become insufficient to match the required Tmn(ω) over large

optical bandwidths. In particular, as the bandwidth increases, a single two-mode cavity may not

have the spectral flexibility needed to implement, even in an approximated way, any arbitrary

Tmn(ω) in the whole spectrum. In this condition, the degrees of freedom can be increased

by using a linear cascade of two-mode cavities for each Tmn(ω) [202, 203] or handling each

subset of the overall bandwidth with different cavities. Such a strategy enables in principle

the synthesis of arbitrary SIME(ω) over wider bandwidths, although, of course, at the price

of increasing the complexity of the implemented architectures. Integrated photonic platforms

like lithium niobate (LN) microring resonators are promising choices for implementing the full-

frequency transformation capabilities required by the IME. We show in (Fig. 3.5d) and (Fig. 3.5e)

a possible implementation in the case of 4 modes, for a triangular and rectangular configuration

respectively, in such integrated platforms.

3.3.3 Smooth single-mode decomposition

An alternative approach relies on performing the smooth decomposition of UIME(ω) in terms of

more elementary optical components, involving only 50:50 frequency beam-splitters and single-

mode optical cavities. The advantage is that the only two-mode unitaries are fixed and do not

require a specific optimization such as in the approach described in the previous subsection.

Although this modular architecture has increased circuit depth, it reduces complex intermodal
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Single mode
cavities

Fixed 50:50 Frequency
Beam Splitters

Frequency dependent
Mach-Zehnder Interferometer

(a)
(b)

(d)

(c)

Figure 3.8: (a) Smooth single-mode decomposition of a 4-modes passive transformation with
triangular mesh. (b) Single mode cavity. (c) Frequency-dependent Mach-Zehnder interferome-
ter. (d) Smooth single-mode decomposition with rectangular mesh.

interactions in our IME to much simpler, well-understood fundamental photonic components

building blocks.

By emulating the Reck’s and Clements’ implementations for spatial modes [200, 201], we

can rewrite the unitary Eq. (3.103) as

Tmn(ω) =



eiαm(ω) 0

0 eiαn(ω)


TMZI

mn (ω) (3.114)

where the first matrix corresponds to single-mode frequency-dependent phase shifters (cor-

responding to frequency-dependent output phases) that allow to access the full 4 degrees of

freedom needed to represent the most general two-mode coupling Tmn(ω). On the other side,

the unitaries TMZI
mn (ω) correspond, in the relevant subspace, to frequency-dependent Mach-

Zehnder interferometers (MZI) between modes m and n, as depicted in Fig. 3.8c, and are given

by

TMZI
mn (ω) =



eiϕ(ω) cos θ(ω) − sin θ(ω)

eiϕ(ω) sin θ(ω) cos θ(ω)


 , (3.115)

where θ(ω) and ϕ(ω) are frequency-dependent coupling parameters. In the relevant subspace,
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this realizes a frequency-dependent Mach-Zehnder interferometer (MZI) between modes m and

n. Again, we have simplified Eq. (3.115) (and we will do so going forward) by taking the expres-

sion in the most interesting two-mode subspace and the full matrix instead writes :

TMZI
mn (ω) =




1 0 · · · · · · · · · · · · · · · 0

0 1
...

...
. . .

...
... eiϕ(ω) cos θ(ω) − sin θ(ω)

... eiϕ(ω) sin θ(ω) cos θ(ω)

...
. . .

...
... 1 0

0 · · · · · · · · · · · · · · · 0 1




, (3.116)

The final decomposition therefore writes:

UIME(ω) = Φ(ω)


 ∏

(m,n)

TMZI
mn (ω)


 , (3.117)

where

Φ(ω) =




eiα1(ω) 0 · · · 0

0 eiα2(ω)
...

...
. . .

...

0 · · · · · · eiαN (ω)



, (3.118)

collects the single-mode frequency-dependent phase shifters. The difference with the equiva-

lent stationary decomposition [200, 201] is that the matrix elements are smooth functions of the

parameter ω, especially with the TMZI
m,n (ω) where the dependency in ω comes from the param-

eters θ(ω) and ϕ(ω), whose choice depends of the decomposition method. It is important to

note that θ and ϕ can formally have any dependency in ω. Similarly to proposition 3.3.1, this

decomposition is based on the fact that for any arbitrary unitary matrix U(ω), there always exist

specific functions θ and ϕ smooth in ω that make sure any target element in row m or n of matrix

U(ω) or Tm,nU(ω) or TMZI
m,n (ω). This generates one complex equation to get the specific unitary
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complex combination of the rows or columns involved. Therefore, these MZI unitaries being

described by the two real parameters smooth in ω: θ(ω) and ϕ(ω) ensures that the choice of

the couple (θ(ω), ϕ(ω)) is unique, hence the equivalent MZI transformation. This suggests that

the decomposition in Eq. (3.117), once the method is chosen, is unique. The decomposition

will be fixed as in the two-mode decomposition cases by the choice in which we choose to null

the elements of UIME. For example, using a nulling order as described in Fig. 3.6 will give the

triangular meshing of MZIs as described in Fig. 3.8a in the case for 4 modes and reminiscent

of Reck’s decomposition [200] in the case of spatial modes. After nulling all the elements, the

decomposition in this case writes :


 ∏

(m,n)

TMZI′

mn (ω)


UIME(ω) = Φ′(ω) =⇒ UIME(ω) =


 ∏

(m,n)

TMZI′†

mn (ω)


Φ′(ω). (3.119)

Considering that it always exists another single-mode frequency-dependent phase shifter matrix

Φ(ω) such that : 
 ∏

(m,n)

TMZI′†

m,n (ω)


Φ′(ω) = Φ(ω)


 ∏

(m,n)

TMZI
m,n (ω)


 , (3.120)

which when combined with Eq. (3.119) gives us the smooth decomposition in Eq. (3.117).

Using instead the nulling order as described in Fig. 3.7, we get

UIME(ω) =


 ∏

(m,n)

TMZI′†

m,n (ω)


Φ′(ω)


 ∏

(m′,n′)

TMZI
m′,n′(ω)


 ,

= Φ(ω)


 ∏

(m,n)

∏

(m′,n′)

TMZI
m,n (ω)T

MZI
m′,n′(ω)


 ,

UIME(ω) = Φ(ω)


 ∏

(m,n)

TMZI
m,n (ω)


 . (3.121)

This case gives a rectangular meshing of MZIs as described in Fig. 3.8d in the case for 4 modes

and reminiscent of Clements’ decomposition [201] in the case of spatial modes.

These meshes of MZIs can be further decomposed into a series of fixed 50:50 frequency

beamsplitters interspersed with frequency-dependent single-mode phase shifters (Fig. 3.8c).

On the other side, we proved that arbitrary frequency-dependent phase shifter can be imple-
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mented by chains of single-mode cavities as in Fig. 3.8b).

Proof. The quantum Langevin equation of a single-mode single-sided cavity in the interaction

picture using Eq. (1.213) in Subsection 1.4.2 :

d

dt
â(t) = (−γ + i∆)â(t) +

√
2γ âin(t), (3.122)

with â the boson annihilation operator, γ the cavity damping, ∆ the detuning from cavity reso-

nance and âin the input mode entering the cavity via losses. In the Fourier space, we get:

â(ω) =

√
2γ

γ − i(ω +∆)
âin(ω), (3.123)

and using the input-output relations âout(t) + âin(t) =
√
2γ, we get the output mode:

âout(ω) =
γ + i(ω +∆)

γ − i(ω +∆)
âin(ω), (3.124)

which is an ω-dependant unitary transformation equivalent to a ω dependant phase shift:

âout(ω) = eiθ(ω)âin(ω). (3.125)

In the case of 4 modes, we show in Fig. 3.8a and Fig. 3.8d two possible implementations of

the IME in integrated photonic platforms for triangular and rectangular meshes, respectively.

It’s opportune to mention again that, as the bandwidth grows, a single cavity becomes in-

sufficient for shaping an arbitrary spectral phase such as those that can be encountered in

integrated CV quantum photonics [54]. However, it can always be approximated to any desired

accuracy by using a linear chain of single-mode cavities, to either increase the degrees of free-

dom [202, 203] or to let each cavity handle a subset of the overall bandwidth. Therefore, all

these arguments allow to formulate the following

Proposition 3.3.4. Any passive linear transformation UIME(ω) between frequency modes can

be constructed from fixed 50:50 frequency beamsplitters and chains of single-mode cavities
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approximating frequency phase shifters.

This decomposition is well implemented in the case of the stationary case in strawberryfields

from Xanadu. Our algorithm for the single-mode case is just a frequency-dependent version of

such code.

3.4 Measuring morphing supermodes

In this section we illustrate an application of IMEs to the field measurement of the non-classical

properties of the light generated by single-mode, two-mode and four-mode OPOs. The detec-

tion scheme employs an IME before the HD. The analysis of these simple few-mode scenarios

elucidates the core capabilities of IMEs and concretely demonstrates its advantages over stan-

dard HD. As per

3.4.1 Optimization strategy

Since we’re going to compare the performance of the interferometer with memory effect with

homodyne detection in recovering the squeezing spectrum, for simulated cavity-based quan-

tum systems of different sizes, we will first be clear about the different strategies used for our

simulations.

Optimal squeezing spectrums are always obtained via analytic Bloch-Messiah decomposi-

tion (ABMD) [57] and implemented in Python as an adaptation to conjugate symplectic ma-

trices of the smooth singular value decomposition [204]. ABMD allow us also to access the

morphing supermode matrix U(ω). With full knowledge of the morphing supermodes, the opti-

mization would entail for example finding the SIME(ω) configuration that allows matching U†(ω),

which equivalently means using the smooth decompositions we introduced in Subsections 3.3.2

and 3.3.3 to decompose the morphing supermodes matrices.

Equivalently, a much simpler and more accessible optimization would involve finding the IME

configuration that allows projecting only in a desired morphing supermode to recover the desired

squeezing spectrum. This can be done in any order since the morphing supermodes are sup-

posedly known. These algorithms depend on the full knowledge of the morphing supermodes
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which is far from trivial.

The optimization process can be significantly simplified by configuring the IME to project

specifically onto a target morphing supermode, thereby extracting its corresponding squeezing

spectrum. Since morphing supermodes a set of independent observables, this projection can

be performed in any sequential order. However, this algorithmic approach relies heavily on

having complete knowledge of the morphing supermodes’ structure, which is not trivial.

In designing our optimization routine, we therefore deliberately exclude prior knowledge of

morphing supermodes to simulate real experimental conditions. We demonstrate that even with

this limitation, we can develop a straightforward optimization procedure that can recursively ac-

cess all the squeezing/antisqueezing spectrum. This approach relies on two crucial properties

that we have previously alluded to but not formally stated or proven. Here are the two properties:

Property 3.4.1. For any quadrature-based measurement scheme (HD or using IME), the noise

spectral power is bounded below by the squeezing spectrum of the maximally squeezed super-

mode, denoted by d−2
1 (ω).

Proof. Considering the most general unitary LO Q⃗(ω) decomposed into the orthonormal basis

of morphing supermodes as in Eq. (3.50), the noise spectral power will write as in Eq. (3.51) :

ΣQ⃗(ω) =
1

2
√
2π

2N∑

i=1

λ2i (ω)|βi(ω)|2, (3.126)

where the λ2i (ω) correspond to the squeezing/antisqueezing spectrum as in Eq. (3.48). Let

λmin(ω) denote the minimum eigenvalue among all λi(ω), we then have λi(ω) ≥ λmin(ω) for all

i, and consequently λ2i (ω) ≥ λ2min(ω) for all i. Therefore:

2N∑

i=1

λ2i (ω)|βi(ω)|2 ≥ λ2min
2N∑

i=1

|βi(ω)|2 (3.127)

Moreover, since the βi(ω) coefficients come from a decomposition in an orthonormal basis, we

know that:
2N∑

i=1

|βi(ω)|2 = 1 (3.128)
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Thus, we can conclude:
2N∑

i=1

λ2i (ω)|βi(ω)|2 ≥ λ2min (3.129)

Throughout this thesis, we have used a notation where the squeezing of the most squeezed

supermode is d−2
1 (ω), so this equation finally writes :

2N∑

i=1

λ2i (ω)|βi(ω)|2 ≥ d−2
1 (ω), (3.130)

proving our first property.

Property 3.4.2. For any quadrature-based measurement scheme restricted to the subspace

orthogonal to the maximally squeezed supermode, the noise spectral power is bounded below

by the squeezing spectrum of the second-most squeezed supermode d−2
2 (ω). More generally,

when restricted to the subspace orthogonal to the k most squeezed supermodes, the noise

spectral power is bounded below by d−2
k+1(ω).

Proof. When we restrict ourselves to the orthonormal basis excluding the eigenvector corre-

sponding to d−2
1 (ω), any vector in this subspace can be written as a linear combination of the

remaining eigenvector. In particular, the generalized LO can be written as:

Q⃗(ω) =

2N−1∑

i=1

β′
i(ω)U⃗i(ω) with β′

i(ω) = ⟨Q⃗(ω), U⃗i(ω)⟩. (3.131)

And for any of this decomposition in this restricted basis, the equation

2N−1∑

i=2

|β′
i(ω)|2 = 1 (3.132)

In this restricted space, d−2
2 (ω) becomes the new minimum eigenvalue., following the same

reasoning as in Prop 3.4.1:

2N−1∑

i=1

λ2i (ω)|β′
i(ω)|2 ≥ d−2

2 (ω)

2N−1∑

i=1

|βi(ω)|2 (3.133)

≥ d−2
2 (ω). (3.134)
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This process can be continued iteratively: when restricting to the orthonormal basis excluding

the eigenvectors corresponding to the k smallest eigenvalues, the (k+1)-th smallest eigenvalue

becomes the minimum value achievable by noise spectral power.

These two properties provide a powerful method to experimentally reconstruct the complete

squeezing and antisqueezing spectrum of the morphing supermodes without requiring prior

knowledge of their structure. This comes at the cost of a recursive reconstruction in the specific

order described by Property 3.4.2. This reconstruction method is applicable to both HD and

IME. However, IME offers a significant advantage: it can always achieve the minimum noise

power across an entire spectral bandwidth simultaneously. Because of that, IME allows also

reconstruct the morphing supermode structure U(ω) as whenever the associated noise power

recovers a given squeezing or antisqueezing profile, the corresponding generalized LO is always

matched and therefore gives full information on the corresponding morphing supermode. In

contrast, HD can only reach this minimal value under two restrictive conditions: the absence of

hidden squeezing and measurement at a single frequency at a time.

As discussed previously, we are essentially only interested in recovering squeezing spec-

trums and in some cases, only the squeezing associated with the most squeezed supermode.

But the routine we’re going to describe works beyond these situations.

The optimization procedure was implemented using the SciPy library’s optimization mod-

ule (scipy.optimize), primarily employing two methods: the Limited-memory Broyden-Fletcher-

Goldfarb-Shanno (L-BFGS) algorithm, a quasi-Newton method efficient for large-scale uncon-

strained optimization problems, and the trust-region constrained (trust-constr ) algorithm, which

is well-suited for constrained nonlinear optimization tasks.

For the optimization routine HD, the goal is to recover the squeezing spectrum recursively

starting from d−2
1 (ω). Let us remember that HD can recover the desired squeezing only at a

given frequency and only when the spectral covariance is real.

• We start by recovering d−2
1 (ω) (lowest eigenvalue) by finding the 2N − 1 parameters θ⃗1

of the real local oscillator Q⃗(θ⃗1) that minimize the noise spectral power (in at a given
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frequency ωc). The problem statement is as follows:

Minimize ΣHD(θ⃗1, ωc) (3.135)

• Then we recover d−2
2 (ωc) by finding the parameters θ⃗2 of the real local oscillator Q⃗(θ⃗2) that

minimizes the noise spectral power a constraint of being in the orthogonal space of the

previous optimal LO Q⃗(θ⃗1). By moving into the orthogonal space to Q⃗(θ⃗1), we ensure that

the optimal squeezing is d−2
2 (ω). The problem statement is :

Minimize ΣHD(θ⃗2, ωc) (3.136)

Subject to Q⃗(θ⃗2) · Q⃗(θ⃗1) = 0.

• The last step is done recursively and for to recover d−2
j (ωc)

For j = 2, · · · , N, Minimize ΣHD(θ⃗j , ωc) (3.137)

Subject to Q⃗(θ⃗j) · Q⃗(θ⃗k) = 0, for k = 1, 2, · · · , j − 1.

Such routine can be done to multiple values of frequency for an attempt to recover squeezing

in the whole spectrum. Especially for HD, we will not use this routine since we want to ensure

we’re taking into account the best that HD can achieve without optimization uncertainties. We

instead use the following property, introduced in [175]:

Property 3.4.3. For HD, the noise spectral power for the spectral covariance matrix σout(ωc) is

equivalent to the noise spectral power accounting only for the real part [σout(ωc)].

Proof. Let’s break down σout(ω) into its real and imaginary parts:σout(ω) = Re[σout(ω)] +

iIm[σout(ω)]. The noise spectral power for HD in Eq. (3.40) expands to:

ΣHD(ω) = Q⃗TRe[σout(ω)]Q⃗+ iQ⃗TIm[σout(ω)]Q⃗. (3.138)

In the case of HD where Q⃗ is real, both Q⃗TRe[σout(ω)]Q⃗ and Q⃗TIm[σout(ω)]Q⃗ are real and

correspond respectively to the real and imaginary part of the noise spectral power. Therefore
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using the property of the reality of the noise spectral power (Prop. 3.1.3), the imaginary part

Q⃗TIm[σout(ω)]Q⃗ must be zero and the noise power finally writes :

ΣHD(ω) = Q⃗TRe[σout(ω)]Q⃗. (3.139)

This is also valid also valid at a single frequency ωc.

For the optimization routine of the IME, the optimization is done recursively in a similar

fashion to that for HD. It involves the parameters of the IME in addition to the parameters of the

real local oscillator. Both combined, give the parameters of the complex local oscillator.

As for HD, we will try to recover the squeezing spectrum one by one. We find the parameters

from the real local oscillator θ1 and the IME θIME
1 that minimize the noise spectral power, giving

us the lowest squeezing spectrum d−2
1 (ω). Then we will recover d−2

2 (ω) by minimizing the

noise spectral power while putting a constraint of being in the space orthogonal to the already

recovered squeezing spectrum. And so on. The problem statement is as follows:

Minimize ΣIME(θ⃗1, θ⃗
IME
1 , ω) (3.140)

For j = 2, · · · , N, Minimize ΣIME(θ⃗j , θ⃗
IME
j , ω)

Subject to Q⃗(θ⃗j , θ⃗
IME
j , ω) · Q⃗(θ⃗k, θ⃗

IME
k , ω) = 0, for k = 1, 2, · · · , j − 1.

It is very straightforward in the case where the recovery of the squeezing spectrum is successful

to recover also the corresponding morphing supermodes Q⃗(θ⃗j , θ⃗
IME
j , ω) = u⃗N+j . The difference

in indexing comes from the arrangement chosen for both U(ω) and D(ω). We remind that the

morphing supermodes correspond to :

U(ω) = (u⃗1(ω), u⃗2(ω), · · · , u⃗N (ω)|u⃗N+1(ω), · · · , u⃗2N (ω)) (3.141)

and the (anti)-squeezing spectrum :

D(ω) = diag{d1(ω), . . . , dN (ω)| d−1
1 (ω), . . . , d−1

N (ω)}. (3.142)
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We therefore recover recursively all the squeezing spectrum without knowledge of the morphing

supermodes, just by minimizing the noise spectral power with constraints. Furthermore, the

optimal parameters will give you the corresponding morphing supermodes.

Each squeezing spectrum requires a different cavity configuration (different parameters θ⃗IME
j .

This means the amount of N -modes IME configuration required to recover all squeezing spec-

trums is at minimum N . To reduce this number, the option of recycling a previous cavity con-

figuration during the recursion while modifying only the real local oscillator parameters was

considered highlighting the flexibility of the IME.

When a single IME configuration is not enough to recover a specific d−2
j (ω) as we mentioned

previously, a couple of options are available to us :

• Cascading IMEs to increase the degree of freedom available to us to recover the desired

squeezing spectrum in a larger/whole bandwidth,

• Using different configurations of the IME to handle different subsets of the full spectrum.

For this option, we consider also recycling the IME configuration for a subset of the spec-

trum to another part of the spectrum, varying only the real local oscillator parameters.

We explore always the first options and we show examples of recycling IMEs in Appendix C for

some particular cases of the examples we will present on later sections. Regardless of these,

the number of IME configurations required scales linearly ∼ N with the number of modes when

the goal is to recover all the noise spectrums.

Finally, we cannot end without discussing the scaling behavior of the IME optimization proce-

dure. For an N-mode system, the IME is characterized by the hermitian matrix GIME (Eq. (3.90))

that accounts for N2 real parameters (N diagonal elements and 2× N(N−1)
2 upper diagonal el-

ements). When considering frequency-independent external coupling rates γ, the total number

of parameters to optimize scales quadratically as (N2+1) ∼ N2. Adding the parameters for the

HD LO (2N − 1), the overall scaling remains quadratic ∼ N2. While this is more complex than

standard homodyne detection, which scales linearly with the number of modes (2N − 1 ∼ N ),

the IME’s capability to simultaneously handle both hidden squeezing and morphing supermodes

justifies this trade-off.

Identifying the most effective strategies for the optimization of large parameter problems is
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beyond the scope of this thesis. However, the quadratic scaling (∼ N2) of optimization param-

eters, rather than exponential, suggests that efficient, tailored algorithms could be developed to

handle these optimization challenges effectively.

3.4.2 Single-mode OPO

The single-mode degenerate optical parametric oscillator (OPO) [59, 58] represents one of the

simplest systems exhibiting squeezing. Here, it will serve as an introductory example to illustrate

the limitations of standard HD as well as the advantages of generalized mode-matching through

an IME. The system consists of a single-mode nonlinear cavity driven by a continuous wave

pump at frequency ωp and working in frequency and polarization degeneracy, below the OPO

oscillation threshold. The pump generates, by parametric down-conversion [205] of coupling

strength g, pairs of degenerate signal photons, whose frequency ωs is taken to be close to

a given resonance ω0 of the cavity. We will indicate the detuning from perfect resonance as

∆ = ωs−ω0 and the signal damping rate as γ. The dynamics of the signal field can be linearized

around stationary values leading to quantum Langevin equations of the form of Eq. (3.4) in

the quadrature basis. One can use the same procedure that in Subsection 1.4.2 or directly

Eq. (1.212) with an interaction Hamiltonian in the form: ĤI(t) = igâ†â before absorption of

the detuning terms. As we are dealing with a single-mode system, the quadrature vector is
ˆ⃗
R = (x̂|ŷ)T, G = ∆ and F = ig.

The corresponding mode coupling matrixM is, then, given by

M =




g ∆

−∆ −g


 . (3.143)

We will consider particular values of g and ∆ normalized to the damping rate γ for single-mode

OPO of different percentages below the threshold, as per Eq. (3.6). In particular, we consider

three cases:

• ∆ = γ and g = 1.38γ for an a single mode OPO 5% below threshold,

• ∆ = γ and g = 1.12γ for an a single mode OPO 50% below threshold,
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• ∆ = 2γ and g = γ for an a single mode OPO 100% below threshold.

For all these cases and in particular, for any purely single-mode cavity-based open system,

we predicted in Section 3.2.3 from our criteria in Proposition 3.2.2 that the spectral covariance

matrix is always real because the For all three configurations of OPOs, we show in Fig. 3.9

the four elements of the 2 × 2 output transfer function and spectral covariance matrix at two

representative frequencies (ω = 0 and ω ̸= 0). We see that, while the output transfer function is

always complex except at ω = 0, the spectral covariance matrix presents no imaginary elements

as predicted by our criteria.

This prediction allows us to confirm directly from the OPOs parameters the absence of hid-

den squeezing. This ensures that optimal squeezing produced by these single-mode OPOs

should theoretically be accessible through standard HD. The next paragraph will confirm this

prediction. The ABMD of the transfer function Eq. (3.21) of these OPO configurations returns

two frequency-dependent singular values d(ω) and d−1(ω) (see Fig. 3.10, representing respec-

tively the optimal levels of anti-squeezing (red-dashed) and squeezing (red-solid). They are

associated with two morphing supermodes whose structure is given by the columns of the ma-

trix U(ω)

U(ω) =



u1,1(ω) u1,2(ω)

−u2,1(ω) u2,2(ω)


 =




cos [θ(ω)] sin [θ(ω)]

− sin [θ(ω)] cos [θ(ω)]


 . (3.144)

Because the spectral covariance matrices for all configurations of the single mode OPO are real,

so are U(ω), and so are the coefficients of the linear combinations leading to the supermodes,

as shown in Fig 3.10(middle) and (right). Therefore these examples represent situations where

hidden squeezing is not present but a morphing behaviour is present. In what follows, we will

focus on the detection of the optimal squeezing spectrum d−1(ω) in Fig 3.10(left) of the quadra-

ture ŷ(s)out(ω) = sin [θ(ω)] x̂out(ω) + cos [θ(ω)] ŷout(ω). The coefficients of this linear combination

are given by U⃗2(ω), i.e. the second column of U(ω). Here again (a), (b) and (c) correspond to

cases where we’re respectively 5%, 50% and 100% below threshold.

We start by considering the measurement of squeezing through a standard HD, as depicted

in Fig. 3.11a, corresponding to a LO with a real and non-morphing profile Q⃗ = (cos θLO| sin θLO)T.
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Figure 3.9: Output transfer function and spectral covariance of single mode OPOs: We
show the real and imaginary part of the elements of the 2×2 output transfer function Sout(ω) and
spectral covariance matrix σout(ω). They are shown for detuned degenerate single mode OPOs
(a) 5%, (b) 50% and (c) 100% below the threshold for 3 values of two values of frequencies ω = 0
and ω ̸= 0. We see that the output transfer function is always complex at nonzero frequencies.
However, because of the nature of single mode OPO, (GF )T = GF and that translates to as we
see always real-valued spectral covariance matrices.
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Figure 3.10: Antisqueezing and squeezing levels and morphing supermodes of single
mode OPOs: (left) Antisqueezing and squeezing spectrum of the three configuration single
mode OPOs : (a) 5%, (b) 50% and (c) 100% below threshold. (middle) Real and (right) imagi-
nary parts.

The measured noise spectral power ΣHD(ω) is traced for all three configurations of OPO in

Figs. 3.12, 3.13, 3.14(top-left) (see black-dashed lines). In these figures, four different choices

of θLO, thus of Q⃗, are considered. As it can be seen, for each choice of Q⃗, optimal squeezing

is detected only at a given frequency ω̄ and not through the whole bandwidth: the value of ω̄

corresponds to the frequency at which the LO profile Q⃗ matches the supermode U⃗2(ω) and it is

obtained by setting θLO = π/2− θ(ω̄).

In Figs. 3.12, 3.13, 3.14(bottom-left), the sub-optimal mode-matching (black-dashed) be-

221



3.4. MEASURING MORPHING SUPERMODES

(a) (b)

Figure 3.11: Measurement of squeezing level of a single mode OPO using (a) HD and (b)
an IME stage.

Figure 3.12: (Top-left) Optimal squeezed/anti-squeezed noise spectral power from singular val-
ues d±2(ω) (red solid/dashed lines) vs. standard HD measurements ΣHD(ω) for four differ-
ent Q⃗ that optimize the detected squeezed signal at a particular ω (dashed-black lines), and
(Bottom-left) standard LO-squeezed supermode overlap for four different angles θLO (dashed-
black lines) vs. perfect overlap (solid-red). (Top-right): Same comparison with IME mea-
surements ΣIME(ω) (dashed-blue line) and (bottom-right) generalized LO-supermode overlap
(dashed-blue line). This is for the OPO configuration 5% below threshold.

tween the LO and the morphing supermode U⃗2(ω) is traced: perfect projection is reached only

at a fixed frequency. In experiments, this means that the only way to perform a complete recon-
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Figure 3.13: (Top-left) Optimal squeezed/anti-squeezed noise spectral power from singular val-
ues d±2(ω) (red solid/dashed lines) vs. standard HD measurements ΣHD(ω) for four differ-
ent Q⃗ that optimize the detected squeezed signal at a particular ω (dashed-black lines), and
(Bottom-left) standard LO-squeezed supermode overlap for four different angles θLO (dashed-
black lines) vs. perfect overlap (solid-red). (Top-right): Same comparison with IME mea-
surements ΣIME(ω) (dashed-blue line) and (bottom-right) generalized LO-supermode overlap
(dashed-blue line). This is for the OPO configuration 50% below threshold.

struction of squeezing spectrum would be to adjust for any value of ω, the LO phase so as to

minimize the noise spectral power: a procedure highly impractical from the experimental point

of view and not at all applicable to time homodyne schemes for example.

This aspect of the HD does not represent, at least in this situation, a limit for the complete

reconstruction of the squeezing spectrum that can, indeed, be obtained by sweeping the LO

angle. However, this is a clear limitation of the HD in those situations where the exploitation of

the full squeezing spectrum is required simultaneously.

The use of IME as an interface between the state generation stage and the HD allows

to overcome this limitation. In order to implement the generalized mode-matching, the cavity

output is now made to pass through an IME before the HD stage as shown in Fig 3.11b.
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Figure 3.14: (Top-left) Optimal squeezed/anti-squeezed noise spectral power from singular val-
ues d±2(ω) (red solid/dashed lines) vs. standard HD measurements ΣHD(ω) for four differ-
ent Q⃗ that optimize the detected squeezed signal at a particular ω (dashed-black lines), and
(Bottom-left) standard LO-squeezed supermode overlap for four different angles θLO (dashed-
black lines) vs. perfect overlap (solid-red). (Top-right): Same comparison with IME mea-
surements ΣIME(ω) (dashed-blue line) and (bottom-right) generalized LO-supermode overlap
(dashed-blue line). This is for the OPO configuration 100% below threshold.

For single-mode systems, the most general passive transformation SIME(ω) (see Eq. (3.89))

is characterized by a 2 × 2 damping matrix ΓIME = diag{γIME|γIME} and 2 × 2 mode coupling

matrix (see Eq. (3.90)):

M(1)
IME =




0 ∆IME

−∆IME 0


 . (3.145)

The corresponding transfer function is, therefore, the transformation induced by a single-mode

empty cavity with damping γIME and detuned with respect to the input beam of a quantity ∆IME.

As already discussed, such a type of ”resonator detection” was proposed by Barbosa et al. [55,
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56] as a solution to overcome the HD limits in detecting hidden squeezing but never thought as

a solution to mode-match a morphing behaviour.

For given values of the parameters of the different OPO configurations, we can numerically

optimize the IME parameters in order to achieve optimal mode-matching over the largest band-

width:

• γIME = 1.85γ, ∆IME = −0.46γ and θLO = 1.65 rad for the single mode OPO 5% below

threshold.

• γIME = 1.62γ, ∆IME = −0.46γ and θLO = 1.62 rad for the single mode OPO 50% below

threshold.

• γIME = 2γ, ∆IME = −1.51γ and θLO = 4.96 rad for the single mode OPO 100% below

threshold.

These results are shown in Figs. 3.12, 3.13, 3.14(top-right), where the dashed-blue curves

represent the noise spectral power detected by a standard HD after a passage of the signal

through the IME. In Figs. 3.12, 3.13, 3.14(bottom-right), we show that the projection between

the generalized LO, Q⃗(ω), and the squeezed supermode is optimal (close to one) through the

whole bandwidth. As we will see next, this advantage becomes even stronger in multimode

scenarios.

As a last comment for the single-mode OPO configurations, operation closer to threshold

yields higher maximum optimal squeezing levels. However, this enhancement comes with a

narrower spectral bandwidth, as the squeezing rapidly approaches the shot noise level. This

spectral compression effectively reduces the frequency range where squeezing recovery is sig-

nificant, thus diminishing the relevance of the generalized LO’s frequency dependence. THis is

seen when comparing the Figs. 3.12, 3.13 and 3.14.

3.4.3 Two-mode OPO

The case of two-mode detuned χ(3)-based OPO will clearly show the limitations of HD to fully

characterize the quantum dynamics, even in simple bimodal scenarios. We consider a non-

degenerate OPO, pumped in continuous-wave regime below the oscillation threshold. This case
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IME
(a) (b)

Figure 3.15: HD vs IME scheme for two-mode OPO: (left) Scheme of a standard HD for the
characterization of bi-colour fields with carriers ω1 and ω2. (Right) Schematic of a generalized
mode matching between a bi-colour quantum field from a χ(3) OPO source and the standard
HD, using a coupled cavity system as an IME.

is described by a system of linear quantum Langevin equations Eq. (3.4) with a 4 × 4 damping

matrix Γ = diag{γ1, γ2|γ1, γ2} and 4× 4 mode-coupling matrices Eq. (3.5) corresponding to

G =



g11 g12

g∗12 g22


 , F =




0 f12

f12 0


 . (3.146)

This scenario occurs, for example, in microring resonators driven by one pump [194], or in

the linearized dynamics driven slightly above threshold. We consider for these systems three

configurations based on their proximity to the threshold value:

• γ2 = 1.5γ1, g11 = g22 = 0.8γ1 and f12 = 1.42iγ1 for a two-mode OPO 7% below threshold,

• γ1 = γ2, g11 = g22 = γ1 and f12 = 1.38iγ1 for a two-mode OPO 5% below threshold,

• γ1 = γ2, g11 = 0.8γ1, g22 = γ1 and f12 = iγ1 for a two-mode OPO 43% below threshold.

For these parameters only, beyond a spectral covariance matrix always real at ω = 0, for nonzero

frequencies, we can already make some predictions about these configurations. First, for the

OPO 7% below threshold, because γ1 ̸= γ2, Γ does not commute withM, which implies based

on Prop. 3.2.2 that the spectral covariance matrix and the morphing supermodes are always

complex for nonzero frequencies, hinting at the presence of hidden squeezing. This is shown

in Fig. 3.16a where we display the real and imaginary parts of the 16 elements contained in the

4× 4 spectral covariance σout(ω).
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Figure 3.16: Output spectral covariance of two-mode OPOs: We show the real and imagi-
nary part of the elements of the 4 × 4 spectral covariance matrix σout(ω). They are shown for
two-mode detuned χ(3)-based OPO (a) 7%, (b) 5% and (c) 43% below threshold for 2 values of
two representative values of frequencies ω = 0 and ω ̸= 0. As predicted in Subection 3.2.2, the
spectral covariance matrix is always real at ω = 0. For ω ̸== 0, however, the OPO configuration
in (a) and (c) give rise to complex spectral covariances because of respectively mode-dependant
damping rates and asymmetry of the product GF : (GF )T ̸= GF . On the contrary, the configu-
ration of parameters in (b) shows always a real spectral covariance matrix since it verifies both
conditions in Prop. 3.2.2: [Γ,M] = 0 and (GF )T ̸= GF .

When you move to the scenario of mode-independent damping rates (γ1 = γ2) for the com-

mutation between Γ andM to be 0, two possibilities are open to us:

• When g11 = g22, the product GF is symmetric, resulting from Proposition 3.2.2 in a real

spectral covariance matrix. This scenario corresponds the two-mode OPO configuration

5% below threshold and we show in Fig. 3.16b the real and imaginary (always 0)) parts

of the 16 elements contained in the 4 × 4 spectral covariance σout(ω). The consequence

is that optimal levels of squeezing can be fully accessed through standard HD. And since
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this configuration corresponds to degenerate squeezing levels: d−2
1 = d−2

2 and d21 = d22,

this configuration is similar to what we observe in the case of the single-mode detuned

OPO in Subsection 3.4.2, so we put more focus in the other configurations.

• However, slight asymmetries between modes can often be present such that g11 ̸= g22.

This induces a breaking of the symmetry of the product GF and could be generated in this

type of system by, but not limited to, something as simple as dispersion-induced mode-

dependent detuning. Therefore, even with equal damping rates, the asymmetry introduced

in the interaction matrices is sufficient to generate complex spectral covariance. This is

shown in Fig. 3.16c where we display the real and imaginary parts of the 16 elements

contained in the 4 × 4 spectral covariance σout(ω) and where we see nonzero imaginary

components at a representative nonzero frequency. As a consequence, we predict the

presence of hidden squeezing. The consequence is that optimal levels of squeezing can-

not be fully accessed through standard HD.

So despite the apparent simplicity of this two-mode system, the interplay between parametric

amplification and dispersion leads to hidden squeezing and complex morphing supermodes

structure [86] for both configurations at 7% and 43% below threshold as shown respectively in

Fig 3.17b and 3.18b. The noise spectral power measured by a traditional HD detection scheme

with a two-color LO, as depicted in Fig. 3.15b, is not even able to reach the optimal squeezing

value of the first supermode as like in the example with a single-mode OPO. This is due to a

sub-optimal mode-matching problem between the LO, associated with a real Q⃗, and a complex

supermode structure U(ω). We can see that, respectively for configuration 7% and 43% below

threshold, in Figs. 3.17(a-left) and 3.18(a-left) for a single frequency and in Figs. 3.19(a-top-

left) and 3.20(top-left). In these figures, HD noise power is plotted in dashed-black and the

optimal squeezing value is in solid-red. One additional observation is that the presence of

hidden squeezing is even more pronounced as we get closer to the OPO threshold. To see

that, notice the amount of undetection squeezing in Fig. 3.20(top-left) when we’re 7% below

threshold, is much higher then in Fig. 3.19a(top-left), 43% below threshold.

In Figs. 3.19a(bottom-left) and 3.20(top-left), the sub-optimal mode-matching (black-dashed)

between the LO and the morphing supermode U2(ω) is traced for both configuration: the ob-
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Figure 3.17: Antisqueezing and squeezing levels and morphing supermodes of two-mode
detuned χ(3)-based OPO : (a) Antisqueezing and squeezing spectrum of the two-mode OPO
configuration 7% below threshold and HD noise spectral power optimal at a single frequency
(black-dotted). HD LO is always optimized for the squeezing level in solid red. (b) Real and
imaginary parts of the coefficients of the two-first supermodes.

servations are even more striking as in the first mode-OPO case. Perfect projection is reached

only at a zero frequency corresponding to the only frequency where the spectral covariance,

hence the morphing supermodes are real. This means experimentally, the advantage of using

IME with two-mode fields is even more striking than the single-mode case since it allows the
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Figure 3.18: Antisqueezing and squeezing levels and morphing supermodes of two-mode
detuned χ(3)-based OPO : (a) Antisqueezing and squeezing spectrum of the two-mode OPO
configuration 43% below threshold and HD noise spectral optimal at a single frequency (black-
dotted). HD LO is always optimized for the squeezing level in solid red. (b) Real and imaginary
parts of the coefficients of the two-first supermodes.

characterization of quantum correlations that are inaccessible with conventional HD. Instead,

a generalized mode-matching that produces a complex frequency-dependent LO is necessary

(see Section 3.3). The most general passive transformation SIME(ω) [see Eq. (3.89)] is charac-

terized by a 4 × 4 damping matrix ΓIME = diag{γIME,1, γIME,2|γIME,1, γIME,2} and 4 × 4 mode
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coupling matrix Eq. (3.90) with a GIME given by the most general Hermitian matrix Eq. (3.104).

Therefore, as explained in Section 3.3, Subsection 3.3.2, this two-mode IME can be imple-

mented by the coupled cavity system depicted in figure Fig. 3.5c, that is the main building block

of our smooth two-mode decompositions. The full measurement scheme with IME is shown in

Fig. 3.15.

For values of the two-mode OPO corresponding the configuration at 7% below threshold and

43% below threshold, the goal is to optimize the IME parameters so to shape the generalized

LO, Q⃗(ω), as the most squeezed morphing supermode, the structure of which is given by the

(N + 1)-th column of U(ω). We want to remind that while this is formally what is happening, the

optimization process did not require any knowledge of the morphing supermodes, as stressed

in Subsection 3.4.1, we only require the noise spectral power.

For the configuration at 43%, we found that the use of just one IME allows implementing a

generalized LO allowing mode-matching in the first half of the spectrum, as seen Fig 3.19a(top-

righ) in dashed-blue. For that, the optimization found the following optimal parameters for the

IME: γIME,1 = γIME,2 = 1.01γ1, ∆1 = −1.51γ1, ∆2 = −1.2γ1, θd = 1.21γ1 and ϕd = 4.32. The

optimization involved also the three angles of the two-colour LO, characterized by

Q⃗ =
(
x⃗LO

∣∣y⃗LO
)T
, (3.147)

where

x⃗LO =
(
cos θLO,1 cos θLO,2 , cos θLO,3 sin θLO,2

)T
(3.148)

and

y⃗LO =
(
sin θLO,1 cos θLO,2 , sin θLO,3 sin θLO,2

)T
. (3.149)

and it returns θLO,1 = 4.46 rad, θLO,2 = 1.01 rad and θLO,3 = 0.6 rad.

A single cavity did not unfortunately yield any good result in the case at 7%. This hints at

more difficulties for the generalised LO to match the morphing supermode profiles as we get

closer to the OPE threshold.
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Figure 3.19: (Top-left) Optimal squeezed noise spectral power from singular value d−2
1 (ω) (solid

red) vs. standard HD measurements ΣHD(ω) for five different Q⃗ that optimize the detected
squeezed signal at a particular ω (dashed-black lines), and (Bottom-left) standard LO-squeezed
supermode overlap for five different angles θLO (dashed-black lines) vs. perfect overlap (solid-
red). (Top-right): Same comparison with measurements using two-chained IMEs ΣIME(ω)
(dashed-green line) and (bottom-right) generalized LO-supermode overlap (dashed-green line).
This is for the OPO configuration 43% below threshold.
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Figure 3.20: (Top-left) Optimal squeezed noise spectral power from singular value d−2
2 (ω) (solid

red) vs. standard HD measurements ΣHD(ω) for five different Q⃗ that optimize the detected
squeezed signal at a particular ω (dashed-black lines), and (Bottom-left) standard LO-squeezed
supermode overlap for five different angles θLO (dashed-black lines) vs. perfect overlap (solid-
red). (Top-right): Same comparison with measurements using two-chained IMEs ΣIME(ω)
(dashed-green line) and (bottom-right) generalized LO-supermode overlap (dashed-green line).
This is for the OPO configuration 43% below threshold.

We, however, managed to achieve optimal matching over the full spectrum using two chained

IME systems for both configurations, in Figs. 3.20(top-right) and 3.19b(top-right) for the cases

at 7 and 43% below threshold respectively. In these plots, the noise power with two-chained IME

is plotted in dashed-green and we show that the noise spectrum d−2
1 (ω) of the most squeezed

morphing supermode can be completely recovered by setting specific parameters of the IMEs:

• For the configuration 7% below threshold γIME,1 = γIME,2 = 0.23γ1, ∆1 = 1.78γ1, ∆2 =

1.99γ1, θd = −1.88γ1 and ϕd = 1.99 for the first IME, γIME,1 = γIME,2 = 2.17γ1, ∆1 =

1.43γ1, ∆2 = 0.46γ1, θd = 1.42γ1 and ϕd = 3.09 for the second IME and θLO,1 = −1.08

rad, θLO,2 = −1.33 rad and θLO,3 = 1.86 for the two-color LO.

• For the configuration 43% below threshold : γIME,1 = γIME,2 = 0.94γ1, ∆1 = −4.60γ1,

∆2 = −2.86γ1, θd = 3.66γ1 and ϕd = 10.77 for the first IME, γIME,1 = γIME,2 = 1.45γ1,

∆1 = −2.42γ1, ∆2 = −1.61γ1, θd = 1.43γ1 and ϕd = 12.6 for the second IME and θLO,1 =
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10.44 rad, θLO,2 = 1.47 rad and θLO,3 = 7.68 for the two-color LO.

While the algorithm doesn’t require the knowledge of the morphing, we show in Fig. 3.19a(bottom-

right) the almost optimal (close to one in the concerned bandwidth) overlapping between the

generalized LO and the squeezed morphing supermode for single (dashed-blue line) and two

(dashed-green) IMEs as a function of ω for the configuration at 43% below threshold. The

solid-red line represents perfect overlapping at all frequencies. We show the same projec-

tion also Figs. 3.20(bottom-right) for the configuration at 7% below threshold. The analysis of
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Figure 3.21: Frequency-dependent overlap between the optimal generalized LO and the four
morphing supermodes in the case of a two-mode OPO 43% below threshold. The solid red
line represents the dominant projections, while the dashed black lines show secondary con-
tributions. The top panels demonstrate negligible overlap with the first two anti-squeezed su-
permodes, while the bottom panels reveal the primary overlap with the squeezed supermodes.
Notably, we see the gradual decrease in U⃗4(ω) overlap (bottom right) at higher frequencies,
compensated by an increase in U⃗3(ω) overlap (bottom left), caused by the degeneracy of the
eigenvalues at frequencies approaching the shot noise limit.

these figures in both configurations reveals an interesting phenomenon: even when we achieve

nearly perfect recovery using a two-IME chain, the overlap between the generalized LO and

the squeezed morphing supermode deteriorates at higher frequencies approaching the shot

noise limit (Figs. 3.20(bottom-right) and 3.19b(bottom-right) ). This behavior stems from the

degeneracy of d(−2)
1 (ω) and d(−2)

2 (ω) at these frequencies. When minimizing the noise spectral

power, the algorithm begins to project onto a different morphing supermode, as the degener-
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ate squeezing spectra result in equivalent cost function values regardless of which morphing

supermode the generalized LO is projected onto.

We show this effect in Fig. 3.21 corresponding to our measurements at 43% below thresh-

old. Our analysis of the overlap between the optimal generalized LO (using 2 IMEs) and the

four morphing supermodes in U(ω) shows that while the projection onto the most squeezed

morphing supermode U⃗4(ω) maintains a value close to unity across most of the spectrum, it

diminishes as we near the shot noise limit. At these frequencies, where d(−2)
1 (ω) and d(−2)

2 (ω)

become degenerate, we observe a corresponding increase in projection onto the less squeezed

morphing supermode U⃗3(ω).

This projection issue represents a slight limitation of the optimization algorithm. However,

it’s worth noting that this wouldn’t pose a problem if we assume complete knowledge of the mor-

phing supermodes, and it typically occurs in spectral regions of lesser interest for our analysis

(close to the shot noise).

In this thesis, while we primarily focus on recovering the squeezing spectrum for the most

squeezed supermode, our optimization strategy described in Subsection 3.4.1 enables the re-

covery of other squeezing spectra and even anti-squeezing spectra, though the latter holds

limited interest. With complete knowledge of the morphing supermodes, the optimization pro-

cess becomes straightforward: it simply requires finding the cavity parameters that allow the

generalized LO (Eq. (3.80)) to optimally match the morphing supermode corresponding to the

desired squeezing spectrum.

We demonstrate the recursive process detailed in Subsection 3.4.1 for recovering the squeez-

ing spectrum d−2
2 d(ω) of the lesser squeezed morphing supermode in a two-mode OPO. Fig 3.19b

illustrates this for the two-mode OPO configuration at 43% below threshold. The dashed-blue

line in Fig 3.19b(top-right) shows how a single IME configuration recovers d−2
2 d(ω) across most

of the spectrum with IME parameters γIME,1 = γIME,2 = 1.01γ1, ∆1 = −1.51γ1, ∆2 = −1.2γ1,

θd = −1.21γ1, ϕd = 4.32, and a two-color LO configuration where θLO,1 = 3.40 rad, θLO,2 =

−0.49 rad, and θLO,3 = 2.25. The targetted squeezing spectrum d−2
2 d(ω) is shown in solid-red.

The dashed-green line demonstrates complete spectrum recovery using two chained IMEs.

The first IME uses parameters γIME,1 = γIME,2 = 0.88γ1, ∆1 = −3.42γ1, ∆2 = −2.15γ1,

θd = 2.67γ1, and ϕd = 10.92. The second IME employs γIME,1 = γIME,2 = 1.73γ1, ∆1 = −1.1γ1,
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∆2 = −1.4γ1, θd = 0.97γ1, and ϕd = 15.64. And finally the two-color LO parameters used are

θLO,1 = 11.98 rad, θLO,2 = −0.01 rad, and θLO,3 = 6.02.

The recovery process was done by minimizing the noise spectral power in the subspace or-

thogonal to the optimal generalized LO Q⃗(ω) associated with d−2
1 d(ω) recovery. The IME cavity

and HD LO configuration recovering d−2
1 d(ω) results in the optimal generalized LO equivalent to

U⃗4(ω), the most squeezed morphing supermode. This utilizes Property 3.4.2 to access d−2
2 d(ω).

While HD appears unaffected when recovering d2(ω) even with the presence of hidden

squeezing as we see its noise spectral power plotted in dashed-black in Fig 3.19b(top-left) for

a LO optimized at 4 different angles, this is because suboptimal projection to morphing super-

modes results in non-zero projections to other morphing supermodes, as shown in Eq. (3.52).

The HD measurement in Fig 3.19b(top-left) does not represent a pure d−2
2 (ω) measurement

but a linear combination of all squeezing/antisqueezing spectra approximating d−2
2 (ω). The

comparison of HD and IME optimal LO projections to U⃗3(ω) reveals that HD optimization at

four different angles in dashed-black (Fig 3.19b(bottom-left)) approaches the optimal value of

1 (solid-red) only at ω = 0. At ω ̸= 0, the overlaps are far from the optimal value at 1. IME

projections, on the contrary, confirm the recovered squeezing associated with U⃗3(ω), with single

IME (dashed-blue) showing near-unity projection in the first part of the spectrum, and dual IME

(dashed-green) achieving near-unity projection across almost the entire spectrum, with slight

degradation approaching shot noise where squeezing spectra become degenerate. These two-

mode OPO examples showcase the substantial enhancement provided by the IME approach

that allows to mode-match complex morphing supermodes thus allowing to access to correla-

tions that are hidden to standard HD.
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(c) (d)

Figure 3.22: HD vs IME scheme for four-mode OPO: (left) Scheme of a standard HD for the
characterization of four-mode fields with carriers ω1, ω2, ω3 and ω4. (Right) Our generalized
mode-matching by an IME for the four-mode case is implemented through a coupled-cavity
systems whose decomposition details are given in Section 1.1.3.

3.4.4 Four-mode OPO

In order to demonstrate the scalability of the IME, we consider a four-mode quadratic open

quantum system with dampings {γ1, γ2, γ3, γ4} described by the following interaction matrices:

G =




2a 0 a 0

0 2a 0 a

a 0 2a 0

0 a 0 2a



, F =




0 b 0 2b

b 0 2b 0

0 2b 0 b

2b 0 b 0




(3.150)

and as in the single and two-mode case, we consider configurations at different proximity to the

OPO threshold. We set the following for two configurations as follows:

• γ2 = 1.5γ1, γ3 = γ1, γ4 = 1.5γ1, a = 0.6γ1 and b = 0.3γ1, a configuration 100% away from

threshold,

• γ2 = 1.5γ1, γ3 = γ1, γ4 = 1.5γ1, a = 1.37γ1 and b = 1.1γ1, a configuration closer to

threshold at 7%.

This four-mode system could describe, for example, a χ(3) nonlinear cavity driven by strong

pumps that lead to parametric amplification and cross-phase modulation couplings between the

modes [206]. From the structure of G and F , the product GF is symmetric but since we have

mode-dependent damping rates, we can predict from Prop 3.2.2 that the spectral covariance

matrix is complex. This is confirmed in Fig 3.23. While At zero frequency (ω = 0), the 16 ×
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Figure 3.23: Output spectral covariance of four-mode OPOs: We show the real and imag-
inary part of the elements of the 16 × 16 spectral covariance matrix σout(ω). They are shown
for four-mode χ(3)-based OPO (a) 7%, and (b) 100% below threshold for two representative
values of frequencies ω = 0 and ω ̸= 0. As predicted in Subection 3.2.2, the spectral covariance
matrix is always real at ω = 0. For ω ̸== 0, however, both configurations in (a) and (b) give rise
to complex spectral covariances because of mode-dependant damping rates even though the
product GF is symmetric (GF )T = GF .

16 spectral covariance matrix remains purely real, confirming our theoretical predictions from

Subsection 3.2.2, a behaviour true regardless of whether we are 7% (a) or 100% (b) below

threshold. However, when examining non-zero frequencies (ω ̸= 0), the spectral covariances

show complex components. This complexity emerges, as predicted, due to the mode-dependent

damping rates, even though the product GF remain symmetric: (GF )T = GF . The presence

of these imaginary components in the spectral covariance matrix at non-zero frequencies for

both configurations shows the powerful prediction tools we pioneered in Fig 3.23. From this

complexity, we predict the presence of hidden squeezing.

The ABMD allows to obtain the morphing supermodes which as the spectral covariance, are

complex at nonzero frequencies and their corresponding level of squeezing or anti-squeezing. In

particular, four supermodes present squeezed spectra d−1
i (ω) (for i = 1, . . . , 4) and the others

present anti-squeezed spectra di(ω)). We show in Appendix C the real and imaginary parts

of the frequency-dependent first four morphing supermodes revealing their complex nature at

nonzero frequencies.
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Figure 3.24: Four-mode OPO: for both configuration : (a) 7% and (b) 100% below thresh-
old, (left) comparison between noise spectral power of the most squeezed and anti-squeezed
morphing supermodes as predicted by the singular values d−2

1 (ω) (solid-red line) and d21(ω)
(dashed-red line) and the noise spectral power ΣHD(ω) as measured through a standard HD
for four different θLO that optimize the detected squeezed signal at a particular ω (dashed-black
lines). The solid and dashed gray lines represent the noise d−2

i (ω) of the least squeezed and
d−2
i (ω) of the least anti-squeezed morphing supermodes (for i = {2, 3, 4}). The standard quan-

tum limit is the zero dB level. (Right) The noise spectral power d−2
1 (ω) of the most squeezed

morphing supermodes is partially recovered (dashed-blue) or fully recovered (dashed-green) by
inserting one IME or a chain of two IME before the HD.

In Figs. 3.24a and 3.24b, the red-solid curve represents the squeezing spectrum of the

most squeezed morphing supermode, the red-dashed is the noise spectrum of the most anti-
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squeezed morphing supermode, while the grey-solid and grey-dashed curves represent the

noise spectra of the other supermodes. In Figs. 3.24a(left) and 3.24b(left), the black-dashed

curves represent the noise spectral power detectable by a standard HD (with a four-color LO),

with a scheme showed at Fig 3.22a. Each spectrum is obtained for a specific LO optimized

in order to measure the maximal squeezing possible at a given frequency. Because of the

impossibility of reaching perfect mode-matching, HD fails to recover the noise spectrum d−1
1 (ω)

of the most squeezed morphing supermode (red-solid curve) at all frequencies but ω = 0. At

ω = 0, the spectral covariance matrix and the morphing supermodes are always real as we

established in Section 3.2.

In contrast, optimal mode-matching can be achieved by introducing a four-mode IME be-

tween the source and the HD as depicted, for example, in the case of a rectangular mesh in

Fig. 3.22b. Its transfer function SIME(ω) (Eq. (3.89)) is now described by a 8 × 8 matrix with

17 free parameters if we choose equal damping rates for all the modes. We use the smooth

decompositions developed in Subsection 3.3.1 in order to find a physical implementation for

this system. As commented above, one can choose either a smooth-triangular or a smooth-

rectangular decomposition for the two-mode decompositions (Subsection 3.3.2) or single-mode

decomposition (Subsection 3.3.3). The result of this algorithm gives a structure represented in

Figs. 3.5a and 3.5b. Each frequency mode, labelled with the numbers i = 1, . . . , 4 and different

colours (yellow, red, green and blue) interact with the other modes through two-mode frequency

beam-splitters (Fig. 3.5c). These pairwise interactions, represented by black solid squares, are

implemented one by one, in the order specified by the figure. The physical implementation cor-

responding to these meshes is, instead, depicted in Fig. 3.5d for the case of a smooth-triangular

decomposition and in Fig. 3.5d for the case of a smooth-rectangular decomposition. In these

figures, the two colours of the frequency beam-splitters have been chosen in order to specify

which frequency modes they couple. We can also adopt smooth single-mode decompositions

(triangular or rectangular), as described in Section 3.3, Subsection 3.3.3 in terms of single-mode

cavities and 50:50 frequency beam splitters. The result of this decomposition for the example

considered is represented in Fig. 3.8a for the triangular and in Fig. 3.8d for the rectangular

mesh. The optimization of the 17 free parameters of the IME transformation allows to mode-

match the generalized LO to the targeted supermode in both configurations: here we consider
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the most squeezed one. We show in Figs. 3.24a(right) and 3.24b(right) respectively for con-

figurations at 7 and 100% that the detected noise spectral power (blue-dashed curve) overlaps

with the desired squeezing spectrum d−1
1 (ω) in the most significant part of the total bandwidth.

We can chain as many IMEs as necessary to increase the bandwidth where mode-matching is

optimal, as we have shown the two-mode OPO in Section 3.4, Subsection 3.4.3. Two chained

IME, for example, already allow to recover the full squeezing spectrum of the targeted morphing

supermode as illustrated by the dashed-green curve in Figs. 3.24a(right) and 3.24b(right), for

configurations at 7 and 100% below threshold. We show in Appendix C the optimized parame-

ters of the single and double IME recovery and the shape of the 4 color-mode LO.

As a final remark, note that these results have been obtained with a basic optimization algo-

rithm described in Subsection 3.4.1. In the perspective of increasing the number of modes, more

efficient algorithms could be employed. But as we mentioned at the end of Subsection 3.4.1,

identifying the most effective strategies for the optimization of large parameter problems is be-

yond the scope of this, however, the absence of exponential scaling indicates that efficient

optimizations should allow parameters to remain computationally tractable even as system size

increases

3.4.5 Scaling and losses

Intrinsic losses in the elemental components of an IME play a crucial role in any realistic im-

plementation, particularly concerning its scalability. While fabrication technology is advancing

rapidly and many current limitations affecting device performance may be alleviated in the near

future [207], we can theoretically address this issue based on current technological capabilities.

Let’s first address how the IME process is modified when accounting for intrinsic losses.

We need to modify the set of coupled quantum Langevin equations 3.4 while considering the

system’s intrinsic losses:

d
ˆ⃗
RIME(t)

dt
= (−Γ−K +M)

ˆ⃗
R(t) +

√
2Γ

ˆ⃗
Rout(t) +

√
2K ˆ⃗
R

(κ)
in (t), (3.151)

where we remind that where ˆ⃗
Rin(γ)(t) =

ˆ⃗
Rout(t) is the quadrature input vector from the external
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IMESource

Figure 3.25: Conventions for the input-output quadrature vector for the lossy IME treat-
ment.

coupling to the IME (therefore the input of the IME from the source) while ˆ⃗
R

(κ)
in is the quadrature

input vector of the intrinsic loss modes (Fig. 3.25). In microresonators, Γ corresponds to mode-

dependent damping rates accounting for extrinsic losses arising from interactions between the

microresonator and external components (coupling losses to external modes, insertion losses).

Meanwhile, K corresponds to mode-dependent damping rates accounting for intrinsic losses

inherent to the resonator’s structure and materials (material absorption, propagation losses,

scattering losses, bending losses) [208, 209]. To simplify our analysis, we can combine the

losses into a single bus [54] as in Eq. (3.4) where the input quadrature vectors verify:

√
2(Γ +K) ˆ⃗Rin,tot(t) =

√
2Γ

ˆ⃗
Rout(t) +

√
2K ˆ⃗
R

(κ)
in (t) (3.152)

where Γtot = Γ + K representing the total mode-dependent loss rate. Now our equation has

the familiar form of Eq. (3.4) which we already know the solution corresponding to the trans-

fer function between the total input and output spectral quadratures as defined in Eq. (3.21):
ˆ⃗
Rout,tot(ω) = SIME,tot(ω)

ˆ⃗
Rin,tot(ω) with

SIME,tot(ω) =
√
2Γtot(iωΓtot + Γtot −MIME)

−1
√
2Γ− I. (3.153)

To access the output spectral quadratures at the output of the IME ˆ⃗
R′(ω), we use its associated
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input-output relations:
ˆ⃗
R′(ω) =

√
2Γ

ˆ⃗
RIME(ω)− ˆ⃗

R
(γ)
in (ω). (3.154)

To find the internal field quadratures ˆ⃗
RIME(ω), we write:

ˆ⃗
RIME(ω) =

1√
2Γ

[
ˆ⃗
Rout,tot(ω) +

ˆ⃗
Rin,tot(ω)] =

1√
2Γ

[I + SIME,tot(ω)]
ˆ⃗
Rin,tot(ω). (3.155)

Now, we can express the internal field in terms of the individual input fields:

ˆ⃗
RIME(ω) =

1√
2Γ

[I + SIME,tot(ω)]

[√
Γ′

Γ
ˆ⃗
Rout(ω) +

√
K
Γ

ˆ⃗
R

(κ)
in (ω)

]
. (3.156)

Substituting this into the input-output relation in Eq.. 3.154, we obtain:

ˆ⃗
R′(ω) =

√
Γ

Γtot
[I + SIME,tot(ω)]

[√
Γ

Γtot

ˆ⃗
Rout(ω) +

√
K

Γout

ˆ⃗
R

(κ)
in (ω)

]
− ˆ⃗
Rout(ω). (3.157)

This can be written in a more compact form:

ˆ⃗
R′(ω) = S

(γ)
IME(ω)

ˆ⃗
Rout(ω) + S

(κ)
IME(ω)

ˆ⃗
R

(κ)
in (ω). (3.158)

where S(γ)
IME(ω) is the transmission coefficient and S(κ)

IME(ω) is the reflection coefficient, given by:

S
(γ)
IME(ω) =

√
Γ

Γtot
[I + SIME,tot(ω)]

√
Γ

Γtot
− I, (3.159)

S
(κ)
IME(ω) =

√
Γ

Γtot
[I + SIME,tot(ω)]

√
K
Γtot

. (3.160)

These coefficients describe how the input fields from both the external coupling and internal

losses contribute to the output field.

The coefficients describe how input fields from both external coupling and internal losses

contribute to the output field. In the special case where there are no intrinsic losses (K = 0), we

have Γtot = Γ, which simplifies our equations to the expected S(γ)
IME(ω) = S(ω) in Eq. (3.21) and

S
(κ)
IME(ω) = 0.

The spectral covariance matrix at the output of the IME of the matrix in Eq. (3.91) changes
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to :

σ′(ω) =
ˆ⃗
R′(ω)

ˆ⃗
R′⊤(−ω) (3.161)

σ′(ω) = S
(γ)†
IME(ω)σout(ω)S

(γ)
IME(ω) + S

(κ)†
IME(ω)σ

(κ)
in (ω)S

(κ)
IME(ω). (3.162)

, where again σout(t) is the output spectral covariance matrix of the source. We see the covari-

ance matrix of the output source is contaminated by the mode of the intrinsic losses (in general

vacuum modes). We can further see this by looking at the noise spectral power after HD at the

output of the IME when we have assumed vacuum modes for the input source and the intrinsic

loss modes of the cavity and using ABMD Eq. (3.33):

ΣIME(ω) = Q⃗⊤σ′(ω)Q⃗ (3.163)

=
1

2
√
2π

[
Q⃗⊤S

(γ)†
IME(ω)U(ω)D2(ω)U†(ω)SIME(ω)Q⃗+ Q⃗⊤S(κ)†(ω)S(κ)(ω)Q⃗

]
(3.164)

ΣIME(ω) =
1

2
√
2π

[
[Q⃗(γ)†(ω)U(ω)]D2(ω)[U†(ω)Q⃗(γ)(ω)] + Q⃗(κ)†(ω)Q⃗(κ)(ω)

]
, (3.165)

where Q⃗(γ)†(ω) = Q⃗TS
(γ)
IME(ω) and Q⃗(κ)†(ω) = Q⃗TS

(κ)
IME(ω).

For an interpretation of what’s happening let’s project these complex vectors into the or-

thonormal basis of morphing supermodes:

Q⃗(γ)(ω) =

2N∑

i=1

β
(γ)
i (ω)U⃗i(ω) with β

(γ)
i (ω) = ⟨Q⃗(γ)(ω), U⃗i(ω)⟩ (3.166)

Q⃗(κ)(ω) =

2N∑

i=1

β
(κ)
i (ω)U⃗i(ω) with β

(κ)
i (ω) = ⟨Q⃗(κ)(ω), U⃗i(ω)⟩. (3.167)

With the help of the decomposition of the spectral covariance matrix in Eq. (3.47), we can write

the noise spectral power as:

ΣIME(ω) =
1

2
√
2π

2N∑

i=1

(
λ2i (ω)|β(γ)

i (ω)|2 + |β(κ)
i (ω)|2

)
, (3.168)

where again λ2i (ω) correspond to the squeezing/antisqueezing spectrum Eq. (3.48) and |β(γ)
i (ω)|2+

|β(κ)
i (ω)|2 = 1 for i = {1, · · · , 2N} . With Eq. (3.168), one can see that while ourthe projection of
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our generalized LO Q⃗(γ)(ω) in a desired morphing supermodes to recover the desired squeezing

spectrum will be contaminated by the projection of Q⃗(κ)(ω) in the vacuum.

We put in place a test procedure to see this in effect considering the two-mode decompo-

sition of our IMEs in terms of coupled cavity arrays in Subection 3.3.2, implemented using

coupled cavity arrays as in Fig 3.5. Considering the on-chip propagation losses we can ex-

pect from each coupled cavity on average, this value will be scaled accordingly to the number of

modes to account for the losses induced by the whole IME. This is also relevant when cascading

multiple IMEs. Regarding practical implementations, the intrinsic losses reported in the original

frequency beam splitter [198] are approximately 1 dB per element, with potential improvement

to 0.04 dB per element in the overcoupled regime.

To convert on-chip loss α in dB: α = −10 log10
(
Pout

Pin

)
, we consider for simplicity, the case

where we consider cavities with mode independent losses Γ = γ · I2N and K = κ · I2N and we

want to relate α to κ the amplitude decay rate from intrinsic losses. The relationship between

output and input power from intrinsic losses decay can be expressed as: Pout

Pin
= e−2κτp where

τp is a photon mean lifetime inside the cavity. τp is related to the total quality factor and the

resonance frequency of the cavity. It corresponds to the inverse of the total loss rate: τp= 1
γ+κ .

The on-chip loss in decibels therefore writes

αdB = −10 log
(
e−

2κ
γ+κ

)
=

20κ

(γ + κ) ln(10)
. (3.169)

Solving for κ, we get:

κ =
γ αdB ln(10)

20− αdB ln(10)
. (3.170)

αdB corresponds to a single coupled cavity loss, to scale this it the whole IME, we need

to account for the number of times each mode interacts with a coupled cavity. We start by

reminding, for N modes, the number of two-mode coupled cavities required for both rectangular

and triangular decomposition for the IME are N(N−1)
2 , so it scales as ∼ N2. So in total, since

each two-mode coupled cavity interacts with two modes, the total number the total number of

mode-cavity interactions in the IME is 2× N(N−1)
2 = N(N − 1). So on average, each individual
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mode interacts with (N − 1) coupled cavities. This means each mode, on average experiences,

the individual element losses (N − 1) times. This implies a linear scaling of the mode losses

with respect to the number of modes.

Particularly, for the triangular configuration described by the meshing in Fig 3.5a and imple-

mented in Fig 3.5d, the exact distribution of the number of coupled cavity interactions for each

mode, for a total number of modeN > 2 increases withN . The first mode interacts with only one

cavity, while subsequent modes interact with an increasing odd number of cavities (3, 5, 7, · · · ).

The last mode is a special case that interacts with N − 1 cavities. With 5 modes, the pattern

would be [1, 3, 5, 3], indicating that the first mode interacts with 1 coupled cavity, the second with

3 cavities, and so on. This can be verified in Fig 3.5a and for the example of 11 modes, we get

the pattern [1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 10]. While not mentioned, this triangular configuration

of the IME be reversed so that higher-numbered modes have fewer interactions. In this case,

we get for example, the patterns [3, 5, 3, 1] and [10, 19, 17, 15, 13, 11, 9, 7, 5, 3, 1] respectively for

N = 4 and N = 11.

For the rectangular configuration described by the meshing in Fig 3.5b and implemented in

Fig 3.5e, the pattern creates a much more regular distribution where most modes interact with

the maximum number of cavities, except for the first and last modes. This creates a much more

regular tiling where the number of interactions to coupled cavities of each mode is balanced.

The exact distribution from top to bottom mode is as follows:

• For even number of total modes N : first and last modes both interact with N
2 cavities and

all intermediate modes interact with N cavities. Example with 4 modes: [2, 4, 4, 2] and

example with 10 modes: [5, 10, 10, 10, 10, 10, 10, 10, 10, 5].

• For odd number of total modes N : first and last modes interact respectively with N+1
2 and

N−1
2 cavities and all intermediate modes interact with N cavities. Example with 3 modes:

[3, 4, 4, 3] and example with 10 modes: [6, 11, 11, 11, 11, 11, 11, 11, 11, 11, 5].

Now we know the number of interactions to coupled cavities for each mode, we simulated its

performance in both rectangular and triangular configurations. We added a hypothetical config-

uration where the number of coupled cavity interactions for each mode is constant regardless

of the number of modes. This would produce a perfectly balanced mesh and could be obtained

246



3.4. MEASURING MORPHING SUPERMODES

0 20 40 60 80 100
Mode number

0.84

0.86

0.88

0.90

0.92

0.94

0.96

0.98

1.00
|~ U
† i(
ω

)~ Q
(γ

) (ω
)|2

Rectangular mesh

Triangular mesh

Balanced mesh

0.00 0.02 0.04 0.06 0.08 0.10
Intrinsic loss per coupled cavity (dB)

0.75

0.80

0.85

0.90

0.95

1.00

|~ U
† i(
ω

)~ Q
(γ

) (ω
)|2

Rectangular mesh

Triangular mesh

Balanced mesh

Figure 3.26: Loss scaling:(Left) average overlap between 500 random targeted supermode
profiles U⃗i(ω) and generalized LOs Q⃗(γ)(ω) obtained from lossy IME, as a function of the number
of modes. The plot is generated for an arbitrary frequency and with a fixed intrinsic loss of 0.04
dB per elemental component organized in a rectangular mesh (see Fig 3.5b and Fig 3.5b), a
triangular mesh (see Fig 3.5a and Fig 3.5d) and in a hypothetical perfectly balanced mesh.
(Right) average overlap versus intrinsic loss per elemental component (dB) for a 45-mode IME.

by adding dummy coupled cavities to a given rectangular configuration. We keep it hypothet-

ical since our goal is to verify if such a configuration has a better loss scaling. For a given

number of modes, we generated 500 random complex local oscillators (LO) Q⃗(ω) (Eq. (3.80))

implemented using our IME and incorporated a fixed intrinsic loss α for each two-mode coupled

cavity. We quantify the mode matching between the ideal Q⃗(ω) corresponding to a random

supermode profile U⃗i(ω) and its lossy version Q⃗(γ)(ω) obtained from the theory with intrinsic

losses (Eq. (3.167)). We used the metric ||U⃗†
i (ω)Q⃗

(γ)(ω)|2, allowing us to assess how closely

the lossy implementation matches the intended transformation. Figure 3.26 presents our sim-

ulation results for all three configurations. The left panel shows the average fidelity over the

500 complex LOs as a function of the number of modes, with a fixed intrinsic loss of 0.04 dB

per coupled cavity. The right panel illustrates how the average fidelity changes with increasing

intrinsic loss for a 45-mode IME. As we can see from these figures, for N=100, one still gets a

mode-matching of 90% for the rectangular and balanced configuration and 84% for the triangu-

lar configuration. This corresponds to the overall loss effect for an IME containing about 5000
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elements. This demonstrates that the IME design maintains high fidelity in mode-matching of

the targeted supermodes as the number of modes increases. The rectangular configuration not

only demonstrates superior performance to a perfectly balanced configuration, confirming that

it’s the most robust configuration against losses. Both configurations still prove these results

that the IME implementation is robust against losses. While this is true, we still want to explore

in future work a more compact implementation of the IME.

Two issues to discuss for this interpretation - while this interpretation shows the effect of

intrinsic losses in the mode matching capabilities of the complex generalized LO with HD, We

should have instead directly looked at the effect in the squeezing detection by minimizing the

noise spectral power. Since our algorithm is quite basic and not at all optimized for a high

number of modes, this task was impossible as we’re writing this. - This same point works

against our favour since instead of finding the perfect non-lossy generalized LO and applying

the losses to it, it instead finds the closest lossy generalized LO to the targeted supermodes

by essentially minimizing the lossy noise spectral power in Eq. (3.168). - While the rectangular

decomposition shows a superior resilience to losses compared to the triangular configuration,

we expected even better resilience from the rectangular decomposition when borrowing from

interpretation to decomposition of spatial modes as in [201]. We didn’t observe such behaviour

in our case, revealing perhaps a better way to quantify the effect of the losses.
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The work presented in this thesis advances multimode quantum optics through two major the-

oretical and practical contributions that address fundamental challenges: temporal cavities for

genuine temporal mode filtering and interferometers with memory effect (IME).

Temporal cavities for temporal mode filtering

In Chapter 2, we propose a method to realize a genuine temporal mode filter for frequency

combs, which transmits a single temporal mode while blocking other temporal modes. This novel

concept, which we call ”temporal cavity,” leverages space-time duality principles to translate

spatial mode-cleaning cavity principles to the temporal domain. The filter operation is based on

the temporal mode dependence of the temporal Gouy phase combined with a cavity build-up

effect.

Our theoretical framework demonstrates how temporal cavities can achieve mode-selective

filtering while preserving the carrier frequency and original pulse shape. Unlike existing ap-

proaches like Quantum Pulse gates (QPGs), this filter operation does not rely on complex non-

linear interactions or phase matching, is frequency independent, and maintains the temporal

mode structure intact.

We show that temporal cavities can be practically implemented using a combination of

electro-optic time lenses and diffraction gratings. This work includes comprehensive param-

eter optimization strategies accounting for intrinsic losses and technical constraints for clas-

sical and quantum applications, demonstrating feasibility with current technology components.

These novel devices will facilitate new applications in multidimensional quantum information pro-
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cessing and time-frequency metrology by enabling multiplexing and demultiplexing of temporal

modes, including temporal mode-dependent detection. In particular, it will enable the synthesis

of multimode quantum frequency combs as resources for quantum networks [145] as well as for

quantum metrology [37].

The chapter concludes by addressing current limitations and technical challenges in time

lens implementations with available components. Future investigations will focus on advancing

temporal cavity implementations and capabilities in multiple directions. In the near term, de-

velopments in electro-optic phase modulation (EOPM) based time lenses [168] offer promising

pathways for practical realizations with improved performance. Beyond the current Hermite-

Gaussian-shaped frequency comb modes, exploration of different dispersion profiles could en-

able manipulation of modes with diverse shapes, significantly expanding the applicability of

temporal cavities to advanced quantum communication protocols that require multiple dictionar-

ies.

More fundamental studies will investigate temporal cavities’ behaviour under more realistic

conditions, including the effects of dispersion aberrations (higher-order dispersion) and time-

lens imperfections (finite time-lens). These studies will be crucial for optimizing performance in

practical implementations. Looking further ahead, the integration of temporal cavities into pho-

tonic integrated circuits presents an exciting opportunity for creating more compact and scalable

implementations, potentially enabling new applications in quantum information processing and

communication.

This progression from theoretical foundations to practical implementations, while addressing

both immediate technical challenges and long-term integration goals, establishes a comprehen-

sive roadmap for advancing temporal cavity technology.

Interferometer with memory effect (IME)

In the framework of CV quantum optics, the second major contribution of this work addresses

fundamental limitations in quantum state detection through the introduction of Interferometers

with memory effect (IME). Our analysis reveals that states exhibiting morphing behaviour and

hidden squeezing, produced by the interplay of quadratic Hamiltonians and cavity-based dissi-
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pative dynamics, are much more common than previously recognized. These features appear

in various physical platforms, including χ(3)-based microresonators, optomechanical systems,

four-wave mixing in atomic ensembles, polaritons in semiconductor microcavities, and quan-

tum cascade lasers. Homodyne detection, the most widely used measurement technique, is

insufficient to deal with states presenting these features, hence hindering the efficiency of CV

protocols for QIP.

We showed in Chapter 3 that this is due to the impossibility of HD of realizing perfect mode-

match even in the best scenario. We present for the first time a universal approach to achiev-

ing perfect mode-matching through a novel detection scheme based on interferometers with

memory effect. We provide a complete physical implementation design for these devices, es-

tablishing both theoretical frameworks and practical implementation strategies. The successful

demonstration of IME advantages in systems with a small number of modes (1-4) suggests

promising prospects for early proof-of-concept implementations using current photonic inte-

grated platforms.

Looking ahead, several exciting research directions emerge. A primary focus will be develop-

ing more compact IME implementations through for example engineered frequency conversion

interactions, particularly using multimode sum frequency generation, to improve implementation

scaling. Another crucial direction involves investigating IME effects in systems where certain

modes are traced out, particularly relevant for systems where a given subset of modes is in-

accessible. These advances will be essential for extending IME capabilities to more complex

quantum systems while maintaining practical feasibility.

Additionally, through the design of IMEs, we introduce several innovative theoretical tools

and concepts.

Smooth Decomposition Methods

This work introduces two novel decomposition techniques that advance the implementation of

frequency-dependent unitaries. In Subsection 3.3.2, the smooth two-mode decomposition pro-

vides a novel approach to breaking down arbitrary frequency-dependent unitaries into basic

photonic components with different meshing configurations corresponding chosen from spe-
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cific nulling orders. Property 3.3.1 states that any arbitrary frequency-dependent unitary can

be decomposed into meshes of two-mod frequency-dependent unitaries, corresponding to tun-

able frequency-beam splitters. While such frequency beam splitters can have any complex

profile, coupled-cavity, through cascading to increase the complexity of their frequency pro-

file, can allow implementation of these two-level unitaries enabling practical implementation of

any frequency-dependent unitaries through coupled-cavity arrays. The effectiveness of this ap-

proach is demonstrated through high fidelity performance metrics, achieving approximately 90%

fidelity matching for systems with up to 100 modes with a triangular meshing, with potential for

improvement through advances in high-Q factor integrated microring resonators.

Alternatively, in Subsection 3.3.3, the smooth single-mode decomposition method intro-

duces a new different way to handle these frequency-dependent unitaries. Rather than allowing

arbitrary frequency-dependent beam-splitter, this approach fixes their profile and implements

arbitrary frequency dependence through frequency-dependant phase shifters. These can be

implemented using chains of single-mode cavities. This allows to mapping of any frequency-

dependent unitaries into a mesh 50:50 frequency beam splitter and empty cavity arrays.

This decomposition ensures smooth parameter variation across frequencies and establishes

a new foundation for implementing frequency-dependent transformations in quantum optics.

Looking ahead, several promising research directions emerge, including the development of

more efficient algorithms for handling smooth-parameter matrix optimizations, exploration of

more compact decomposition methods, more particularly using linear systems with feedback in

order to compactly program any frequency functional dependence. Beyond that, we can work

also the improvement of loss scaling through advances in integrated photonics. Additionally,

investigation of alternative nulling orders could lead to better and more loss-resilient meshing.

Finally, there is potential to extend the applicability of these techniques beyond their original

context of IMEs, to scenarios requiring frequency-dependent transformations with smooth pa-

rameter variation.
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Predictive criteria for hidden squeezing

In Section 3.2, we derive for the first time criteria to predict the presence (or not) of hidden

squeezing in cavity-based quantum optical systems from the interactions solely. These hidden

squeezing features, we have shown, are related to whether the spectral covariance matrix is

real or complex.

The nature of this spectral covariance matrix characterizing the output quantum state of the

system plays a crucial role in determining appropriate measurement strategies. This work es-

tablishes the first comprehensive theoretical framework for predicting hidden squeezing directly

from system parameters, without requiring complete state reconstruction.

We derived precise mathematical conditions under which the output spectral covariance

matrix σout(ω) of a cavity-based optical quantum system, characterized by the most general

quadratic Hamiltonian is constrained to be either real- or complex-valued. The framework re-

veals that beyond the trivial cases where F = 0 and M is diagonal, the spectral covariance

matrix remains real only under two specific conditions:

• The system exhibits mode-independent damping rates.

• The product of the interaction matrices GF is symmetric.

When either condition fails, the spectral covariance matrix becomes complex, indicating

hidden correlations that standard homodyne detection cannot fully characterize. Alternative

detection methods such as resonator detection, synodyne detection, or interferometers with

memory effect become necessary to fully capture all correlations. Furthermore, these criteria

can enable the engineering of systems to either harness or avoid these complex correlations,

providing a powerful tool for quantum state design and characterization. A promising future

direction would be extending these criteria beyond cavity-based optical systems to generalize

this theory to uncover potentially new predictive ways for new classes of systems to predict the

presence of hidden correlations.
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Appendix A

Frequency comb formalism

To analyze the pulse propagation through the system, we employ the quantum frequency comb

formalism, ensuring that the reference frame co-moves with the pulse only during propagation

through dispersive elements.

Figure A.1: Fields for frequency comb modes calculations

The basic input-output relation for the electric fields is:

255



(
Êk
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The general form of the electric field is:

Ê
(+)
f (t, z) = ei(k0z−w0t)Âf (z, t) (A.3)

with Âf (z, t) =
+∞∑

k=−∞

∑

m∈N
εmâ

(k)
f,mum(t− kτ, z) (A.4)

f = {in1, in2, t, r} (A.5)

A.0.1 Round Trip Analysis

For a single round trip between (k − 1)T and kT , the electric field is:

Ê
(+)
in1 (t) = e−iω0t

∑

k

∑

m

Â
(k)
in1,m(t) (A.6)

with Â(k)
in1,m(t) = εmâ

(k)
in1,mum(t− kτ, 0), (A.7)

where um(t− kτ, z) are the Hermite Gaussian modes defined as:

um(x, 0) = Hm

(
t

σ0

)
exp

(
− t2

2σ2
0

)
. (A.8)

This input field can be expressed as:
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Êin1(t) =
∑

k

Ein,k(t) (A.9)

where

Êin,k(t) = e−iω0t
∑

m

εmâ
(k)
in1,mum(t− kT, 0) (A.10)

After the first beam splitter, the propagation writes:

Êk(t) = t1Êin,k(t)− r1Ê′
c,k(t) (A.11)

We can express the cavity field Ê′
ck(t) in terms of Ê(0)

c,k(t) after propagation of distance δ1:

Ê
(0)
ck (t) = e−iω0t

∑

m

εmĉ
(k)
m um(t− δ1/c− kT, 0) (A.12)

A.0.2 Propagation through D1

Before propagation inside the dispersive media, we want to move in the moving frame. For that,

we induce the following variable change at z = δ1: τ = t− β′
1δ1, we have:

Ê
(0)
c,k(τ) = e−iω0τ

∑

m

εmĉ
k
m1ûm

(
τ + β′

1δ1 −
δ1
c
− kT, 0

)
(A.13)

with:

ĉ
(k)
m1 = −r2t1eik

′
01δ1 â(k−1)

m + t2â
(k)
in2,m and k′01 = k0 − β′

1ω0. (A.14)

For propagation through D1, represented by the ABCD matrix



1 D1

0 1


, the complex q
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parameter transforms as:

q(1) = q(0) +D1 = D1 + jσ2
0 = β′′

1 d1 + jσ2
0 , (A.15)

and the field writes:

Ê
(1)
c,k(τ) = e−iω0τ

∑

m

εmc
(k)
m um

(
τ + β′

1δ1 −
δ1
c
− kT, d1

)
(A.16)

where:

ĉ(k)m = −r2t1eik0δ1 â(k−1)
m + t2â

(k)
in2,m (A.17)

um(x, d1) =
σ0

σ1(d1)
Hm

(
x

σ1(d1)

)
e
−i x2

2q(1) e−i(1/2+m)ψ1(d1) (A.18)

σ(d1) = σ0

[
1 +

(
β′′
1 d1
σ2
0

)]1/2
(A.19)

ψ1(d1) = A1 arctan

(
β′′
1 d1
σ2
0

)
(A.20)

To come back to the initial frame of reference, we make the following variable change at

z = δ1 + d1 : t = τ + β′
1(δ1 + d1), and the field writes:

Ê
(1)
c,k(t) = e−iω0(t−β′

1d1)
∑

m

εmĉ
(k)
m um

(
t− β′

1d1 −
δ1
c
− kT, d1

)
(A.21)

A.0.3 Propagation through the time lens

First, we make a variable change at the time lens : τ = t− β′
TL(δ1 + d1):

Ê
(1)
c,k(τ) = e−iω0[τ+β

′
TL(δ1+d1)β

′
1d1]

∑

m

εmĉ
(k)
m,TLum[τ + β′

TL(δ1 + d1)− β′
1d1 −

δ1
c
− kT, d1]
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with:

ĉ
(k)
m,TL = −r2eik

′
0,TLδ1 â(k−1)

m + t2â
(k)
in2,m (A.22)

and

k′0,TL = k0 − β′
TLω0 (A.23)

The field during propagation through the TL is:

E
(2)
c,k(z) = e−iω0[τ+(β′

TL−β′
1)d1] (A.24)

∑

m

εmĉ
(k)
m,TLum[τ + β′

TL(δ1 + d1)− β′
1d1 −

δ1
c
− kT, d1 + dTL] (A.25)

where:

um(x, d1 + dTL) =
σ0

σ1(d1)
Hm

(
x

σ1(d1)

)
e
− ix2

2q(2) e−i(1/2+m)ψ1(d1) (A.26)

with q(2) =
q(1) + 1

− 1
Df
q(1)

(A.27)

We end with a variable Change at the end of the TL to return to the initial frame of reference

t = τ + β′
TL(δ1 + d1 + dTL):

Ê
(2)
c,k(t) = e−iω0(t−β′

1d1−β
′
TLdTL) (A.28)

∑

m

εmĉ
(k)
m um(t− β′

1d1 − β′
TLdTL −

δ1
c
− kT, d1 + dTL) (A.29)
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A.0.4 Propagation through D2

First, we make a variable change inside D2: τ = t− β′
2(δ1 + d1 + dTL):

Ê
(2)
c,k(τ) = e−iω0[τ+β

′
2(δ1+d1+dTL)−β′

1d1−β
′
TLdTL] (A.30)

∑

m

εmĉ
(k)
m,2um[τ + β′

2(δ1 + d1 + dTL)− β′
1d1 − β′

TLdTL −
δ1
c
− kT, d1 + dTL] (A.31)

with:

ĉ
(k)
m,2 = −r2eik

′
02δ1 â(k−1)

m + t2â
(k)
in2,m (A.32)

k′02 = k0 − β′
2ω0 (A.33)

For propagation through D2 with matrix



1 D2

0 1


, we have:

q(3) = q(2) +D2 = q
(0)
1 = jσ2

0 (A.34)

Note that parameters (D1, D2, Df , z
2
0) are chosen such that we return to q(0) after every

round-trip.

The field after propagation is:

Ê′
c,k(τ) = e−iω0[τ+β

′
2(d1+dTL)−β′

1d1−β
′
TLdTL] (A.35)

∑

m

εmĉ
(k)
m2um[τ + β′

2(δ1 + d1 + dTL)− β′
1d1 − β′

TLdTL − δ1/c− kT,Dtot] (A.36)

where:
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um(x,Dtot) = um(x, 0)e−i(m+1/2)ψ(Dtot) (A.37)

= Hm

(
x

σ0

)
exp

(
− x2

2σ2
0

)
e−i(m+1/2)ψ(Dtot) (A.38)

We then end with a variable Change at end of D2: t = τ + β′
2(δ1 + d1 + dTL + d2):

Ê′
c,k(t) = eiω0(t−β′

1d1−β
′
TLdTL−β′

2d2)e−i(m+1/2)ψ(Dtot) (A.39)
∑

m

εmc
(k)
m um(t− β′

1d1 − β′
TLdTL − β′

2d2 −
δ1
c
− kT, 0). (A.40)

A.0.5 Final Round Trip Analysis

After one complete round trip, we have:

Êk(t) = t1Êin1,k(t)− r1Ê′
ck(t) (A.41)

where:

Êin1,k(t) = e−iω0t
∑

m

εmâ
(k)
in1,mum(t− kT, 0) (A.42)

Ê′
c,k(t) = e−iω0(t−β′

1d1−β
′
T dTL−β′

2d2)e−i(m+1/2)ψ(Dtot) (A.43)
∑

m

εmc
(k)
m um(t− β′

1d1 − β′
TLdTL − β′

2d2 −
δ1
c
− kT, 0) (A.44)

A.0.6 Round Trip Condition

The round trip condition is:

T =
δ1
c

+ β′
1d1 + β′

TLdTL + β′
2d2 (A.45)
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This leads to:

Ê′
c,k(t) = e−iω0(t−T )e−i(m+1/2)ψ(Dtot) (A.46)

∑

m

εm[−r2t1â(k−1)
m + t2â

(k)
in2,m]um(t− kT, 0) (A.47)

where:

eiω0T = eiω0(
Lloop

c ) = eik0Lloop . (A.48)

This comes back to exactly as if we were propagating pulse by pulse, as we mentioned in the

main text.
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Appendix B

Two-mode smooth decomposition

algorithms

Algorithm 1 Transformation to nullify matrix element using element in the same column

1: procedure CREATECOLUMNELEMENTNULLIFIER(U(ω), c, p, h)
2: Input: Matrix U(ω), column index c, position to nullify p, helper position h
3: Output: Special unitary transformation matrix T (ω)
4: MatrixHeight← number of rows in U(ω)
5: ElementToBeNulled← Up,c(ω)
6: HelperValue← Uh,c(ω)

7: NormalizationFactor←
√
|HelperValue(ω)|2 + |ElementToBeNulled(ω)|2

8: T (ω)← IMatrixHeight
9: if NormalizationFactor = 0 then

10: Th,h(ω)← 1
11: Th,p(ω)← 0
12: Tp,h(ω)← 0
13: Tp,p(ω)← 1
14: else
15: Th,h(ω)← HelperValue∗(ω)/NormalizationFactor
16: Th,p(ω)← ElementToBeNulled∗(ω)/NormalizationFactor
17: Tp,h(ω)← −ElementToBeNulled(ω)/NormalizationFactor
18: Tp,p(ω)← HelperValue(ω)/NormalizationFactor
19: end if
20: return T (ω)
21: end procedure
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Algorithm 2 Transformation to nullify matrix element using element in the same row

1: procedure CREATEROWELEMENTNULLIFIER(U(ω), r, p, h)
2: Input: Matrix U(ω), row index r, position to nullify p, helper position h
3: Output: Special unitary transformation matrix R(ω)
4: UT (ω)← transpose of U(ω)
5: T (ω)← CreateColumnElementNullifier(UT (ω), r, p, h)
6: R(ω)← TT (ω)
7: return R(ω)
8: end procedure

Algorithm 3 Smooth Triangular Decomposition of Unitary Matrix

1: procedure TRIANGULARDECOMPOSITION(U(ω))
2: Input: Unitary matrix U(ω) of size n× n
3: Output: List of transformations {Ti(ω)} and diagonal matrix D(ω)
4: MatrixSize← n
5: NumTransformations← MatrixSize×(MatrixSize−1)

2
6: TransformationMatrices← empty list of size NumTransformations
7: WorkingMatrix← U(ω)
8: LowerTrianglePositions← {(i, j) : i > j, for i, j ∈ {0, 1, ...,MatrixSize− 1}}
9: SortedPositions ← Sort LowerTrianglePositions by column index (ascending), then row

index (descending)
10: CurrentIndex← NumTransformations −1
11: for each (RowIndex, ColumnIndex) in SortedPositions do
12: Nullifier(ω) ← CreateColumnElementNullifier(WorkingMatrix(ω), ColumnIndex,

RowIndex, RowIndex−1)
13: WorkingMatrix(ω)← Nullifier(ω)×WorkingMatrix(ω)
14: TransformationMatrices[CurrentIndex](ω)← Nullifier(ω)
15: CurrentIndex← CurrentIndex −1
16: end for
17: DiagonalMatrix(ω)← TransformationMatrices(ω)
18: for i← 1 to NumTransformations−1 do
19: DiagonalMatrix(ω)← DiagonalMatrix(ω)× TransformationMatrices[i](ω)
20: end for
21: DiagonalMatrix(ω)← DiagonalMatrix(ω)× U(ω)
22: FinalDecomposition← empty list of size NumTransformations
23: for i← 0 to NumTransformations−1 do
24: FinalDecomposition[i](ω)← TransformationMatrices[NumTransformations−1−i](ω)†
25: end for
26: return FinalDecomposition(ω), DiagonalMatrix(ω)
27: end procedure
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Appendix C

Supplemental details on IME

C.1 Recycling IME cavities
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Figure C.1: Two-mode OPO recycling IME

In Section 3.4, we demonstrate that recovering each morphing supermode requires a min-

imum of one IME configuration per supermode profile. The complexity of certain supermodes

often necessitates multiple IME configurations in a chain, as a single configuration may lack

265



C.1. RECYCLING IME CAVITIES

Figure C.2: Four-mode OPO recycling IME

sufficient complexity to accurately match the supermode profile. To minimize the number of

required IME configurations, we show examples of two cavity recycling strategies:

• For the two-mode OPO operating at 43% below threshold (Fig C.1), we show an opti-

mized approach using a single cavity configuration to access multiple squeezing spec-

tra. By simply adjusting the local oscillator vector, we can target different spectral re-

gions of interest. This efficient method requires only two cavity configurations to fully

recover both squeezing spectra, whereas a traditional approach would have needed two

chains of two IME configurations, totaling four cavities. The blue curve represents the

first cavity: γIME,1 = γIME,2 = 1.01γ1, ∆1 = −1.51γ1, ∆2 = −1.2γ1, θd = 1.21γ1 and

ϕd = 4.32. The LO vector to target d−2
1 (ω) is with θLO,1 = 4.46 rad, θLO,2 = 1.01 rad

and θLO,3 = 0.6 and to target d−2
2 (ω) is with θLO,1 = 3.40 rad, θLO,2 = −0.49 rad and

θLO,3 = 2.25. The green curve represents the second cavity: γIME,1 = γIME,2 = 2.36γ1,

∆1 = −4.45γ1, ∆2 = −4.55γ1, θd = 4.01γ1 and ϕd = 0.44. The LO vector to target d−2
1 (ω)

is with θLO,1 = 4.29 rad, θLO,2 = 3.66 rad and θLO,3 = −0.94 and to target d−2
2 (ω) is with

θLO,1 = 5.87 rad, θLO,2 = −5 rad and θLO,3 = 0.39.

• In Fig. C.2, we instead show an example for the four-mode case 100% below threshold
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C.1. RECYCLING IME CAVITIES
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Figure C.3: Morphing supermodes of the four modes OPO configuration at 7% below
threshold.

where we have used a single cavity to access different subsets of the spectrum, by tuning

the LO. This allows to use of a single cavity configuration in two shots rather than a single
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C.2. MORPHING SUPERMODES OF FOUR MODE OPOS

shot with two cavities, showing the flexibility of the IME.

C.2 Morphing supermodes of four mode OPOs

See Figs. C.3 and C.4.

C.3 Optimal parameters of the four modes OPOs

Here we give the optimal parameters of the four-mode OPO IME configuration we detailed in

Subsection 3.150. For a much more compact notation, we give the mode-independent damping

rate and the GIME matrix (Eq. (3.104))for each configuration. The local oscillator corresponds

to 8-dimensional vector using Hopf coordinates with seven parameters:

Q⃗ =




cos(ϕ1) cos(ϕ2) cos(θ1)

cos(ϕ1) sin(ϕ2) cos(θ2)

sin(ϕ1) cos(ϕ3) cos(θ3)

sin(ϕ1) sin(ϕ3) cos(θ4)

cos(ϕ1) cos(ϕ2) sin(θ1)

cos(ϕ1) sin(ϕ2) sin(θ2)

sin(ϕ1) cos(ϕ3) sin(θ3)

sin(ϕ1) sin(ϕ3) sin(θ4)




In Fig. 3.24a(top), four-mode OPO 7% below threshold. The optimal LO angles are

[10.36787653, 2.28592891, 8.29124352, 0.42999878, 5.3652864, 6.98168206,−0.72155864]

For the green curve, we have two chained IMEs. The first IME configuration: γ = 3.09072292 and

GIME =




13.64901382 9.68357821 + 3.90796562i 7.27426496 + 4.15164409i 9.64666105− 6.59743517i

9.68357821− 3.90796562i 2.93151646 1.2977527 + 14.57394618i 9.47857965 + 4.86421641i

7.27426496− 4.15164409i 1.2977527− 14.57394618i 3.60846079 5.97543246 + 6.7542631i

9.64666105 + 6.59743517i 9.47857965− 4.86421641i 5.97543246− 6.7542631i 3.70753082



.
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C.3. OPTIMAL PARAMETERS OF THE FOUR MODES OPOS

For the second IME: γ = 5.79188279 and

GIME =




11.12442739 0.38521244 + 5.60328544i 4.55798192 + 9.35912584i −2.972625 + 9.47472347i

0.38521244− 5.60328544i 5.01951805 5.62419851 + 7.73797104i −4.88985681 + 4.46810078i

4.55798192− 9.35912584i 5.62419851− 7.73797104i 0.57689667 4.12218566 + 9.41048627i

−2.972625− 9.47472347i −4.88985681− 4.46810078i 4.12218566− 9.41048627i 12.51166411




In Fig. 3.24b(top), four-mode OPO 100% below threshold. The optimal LO angles are

[2.35232338, 6.54013581, 6.02511089, 3.31737623, 2.48870894, 0.17192804, 2.52132345]

. For the blue curve, a single IME configuration: γ = 1.75850958, and

G =




15.82457573 6.18998401− 6.97100376i −18.238298 + 0.07417626i −4.83625725 + 5.44560892i

6.18998401 + 6.97100376i 22.40749605 −4.54220266− 4.83439314i −25.46711041 + 0.08567452i

−18.238298− 0.07417626i −4.54220266 + 4.83439314i 15.22993282 6.12443368− 6.84385309i

−4.83625725− 5.44560892i −25.46711041− 0.08567452i 6.12443368 + 6.84385309i 23.11438092



.

And for the green curve, we have two chained IMEs. The first IME configuration: γ = 2.86678537

and

GIME =




13.68375504 9.60989996 + 4.08514038i 7.0394004 + 4.3383497i 9.60591485− 6.88395985i

9.60989996− 4.08514038i 2.94295262 1.21952955 + 14.3709342i 9.47252503 + 4.94428653i

7.0394004− 4.3383497i 1.21952955− 14.3709342i 3.51925546 5.92548114 + 6.56273251i

9.60591485 + 6.88395985i 9.47252503− 4.94428653i 5.92548114− 6.56273251i 3.61016669



.

For the second IME: γ = 4.3810721 and

GIME =




10.67420969 0.3810942 + 6.39550373i 4.0084575 + 9.59726411i −2.90102179 + 9.35934225i

0.3810942− 6.39550373i 4.81512163 5.27731404 + 7.32797531i −4.51960162 + 4.79752595i

4.0084575− 9.59726411i 5.27731404− 7.32797531i 0.62092378 3.52404066 + 8.83415614i

−2.90102179− 9.35934225i −4.51960162− 4.79752595i 3.52404066− 8.83415614i 13.61154344



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C.3. OPTIMAL PARAMETERS OF THE FOUR MODES OPOS
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Figure C.4: Morphing supermodes of the four modes OPO configuration at 100% below
threshold.
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pumped type I optical parametricoscillators: characterization of the squeezed super-

modes,” The European Physical Journal D, vol. 56, pp. 123–140, Jan. 2010.

[180] O. Pfister, S. Feng, G. Jennings, R. Pooser, and D. Xie, “Multipartite continuous-variable

entanglement from concurrent nonlinearities,” Physical Review A, vol. 70, p. 020302, Aug.

2004. Publisher: American Physical Society.
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Résumé: Cette thèse fait progresser
l’optique quantique multimode à travers
deux contributions théoriques et pratiques
majeures. Premièrement, nous introduisons
les cavités temporelles comme une nouvelle
approche pour le filtrage des modes tem-
porels, en exploitant les principes de dualité
espace-temps pour transposer les principes
des cavités de nettoyage de modes spati-
aux au domaine temporel. Contrairement
aux approches existantes, cette opération
de filtrage ne repose pas sur des in-
teractions non linéaires ou sur l’accord
de phase, préserve la fréquence por-
teuse et maintient intacte la structure des
modes temporels. Nous démontrons la
faisabilité d’une implémentation pratique
utilisant des lentilles temporelles électro-
optiques et des réseaux de diffraction, avec
des stratégies complètes d’optimisation des
paramètres pour les applications classiques

et quantiques. Deuxièmement, nous abor-
dons les limitations fondamentales de la
détection d’états quantiques à travers les
interféromètres à effet mémoire (IME).
Nous établissons de nouveaux critères pour
prédire la compression cachée directement
à partir des paramètres du système et
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décomposition lisse pour implémenter des
unitaires dépendant de la fréquence. Ces
innovations permettent un appariement par-
fait des modes pour les états présentant
des caractéristiques spectrales complexes
et des morphing de supermodes, qui sont
plus courants que précédemment reconnu
dans les systèmes quantiques basés sur
des cavités. L’efficacité de notre approche
est démontrée par des études de cas
détaillées de configurations d’oscillateurs
paramétriques optiques.
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introduce temporal cavities as a novel ap-
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ing space-time duality principles to trans-
late spatial mode-cleaning cavity principles
to the temporal domain. Unlike existing ap-
proaches, this filter operation does not rely
on nonlinear interactions or phase matching,
preserves the carrier frequency, and main-
tains the temporal mode structure intact. We
demonstrate practical implementation fea-
sibility using electro-optic time lenses and
diffraction gratings, with comprehensive pa-
rameter optimization strategies for both clas-
sical and quantum applications. Second,

we address fundamental limitations in quan-
tum state detection through interferome-
ters with memory effect (IME). We establish
new criteria for predicting hidden squeez-
ing directly from system parameters and de-
velop novel smooth decomposition methods
for implementing frequency-dependent uni-
taries. These innovations enable perfect
mode-matching for states exhibiting com-
plex spectral features and morphing super-
modes, which are more common than pre-
viously recognized in cavity-based quantum
systems. The effectiveness of our approach
is demonstrated through detailed case stud-
ies of optical parametric oscillator configura-
tions.
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Nous établissons de nouveaux critères pour
prédire la compression cachée directement
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dans les systèmes quantiques basés sur
des cavités. L’efficacité de notre approche
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