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Abstract 

Semiconductor colloidal nanocrystals are quite attractive, because of their 
physical properties, such as discrete energy levels, which can be easily tailored 
from the variation of their size and chemical composition, and also because of their 
compatibility with the fabrication of low−cost electronic devices. However, 
devices prepared from semiconductor nanocrystals are still facing limitations due 
to a high environmental sensitivity of their organic shell. In order to increase their 
optical properties, core−shell nanocrystals have thus been synthesized, where a 
new degree of freedom is offered by the presence of a junction between two types 
of semiconductor material. 

Scanning tunneling microscopy is the appropriate tool to image and probe the 
electronic properties of individual nanostructures and, in particular, of 
heterostructure nanocrystals. This system can be compared to a double barrier 
tunnel junction, where the transport properties are governed by the transmission 
probability across both potential barriers (chapter 1). In principle, the synthesis of 
an homogenenous shell around the core should thus favor the charging phenomena.   

In order to investigate the Coulomb effect in those quantum objects by 
tunneling spectroscopy (this technique being described in chapter 2), the thesis has 
first focussed on a prototypical model: an isolated silicon dangling bond, where its 
charge state has been changed in a controlled manner (chapter 3). Then, 
PbSe/CdSe core-shell nanocrystals have been studied and a general method is 
described to correctly identify the electrical nature of the charge carriers in the 
tunneling spectra (chapter 4). In contrast to nanocrystals that are covered by a layer 
of ligands only, the transport through core-shell structures reveals, for a majority of 
nanocrystals, that the same type of charge carrier tunnel on both sides of the 
apparent gap. Charging peaks are also observed and allow the measurements of the 
charging energy in these systems. A similar transport regime is obtained for 
CdSe/CdS dot in rod nanocrystals (chapter 5), demonstrating the reproducibility of 
the characterized transport phenomena when the nanocrystals consist of a 
heterostructure. 

 



 

 

 

 

 

 

 

 

 

 

 



Résumé 

Les nanocristaux semi-conducteurs possèdent des tailles qui se situent entre 
celles des molécules et des matériaux cristallins. Leurs propriétés physiques sont 
donc dominées par des effets de confinement quantique, leur spectre d’énergie 
étant caractérisé par des états électroniques discrets. Une telle structure 
électronique leur confère d’être des sources de lumière de longueur d’onde 
accordable, très prisées pour l’imagerie biologique. Cependant, pour palier aux 
problèmes de photostabilité et accroître les applications potentielles de ces objets, 
des nanocristaux à hétérostructures, formés généralement d’un cœur et d’une 
coquille, de composition chimique différente du cœur, ont été synthétisées ces 
dernières années. Une étude approfondie de leur structure électronique et en 
particulier de la localisation des porteurs de charge s’avère nécessaire pour pouvoir 
à plus long terme faire de l’ingénierie de structure de bande de manière similaire à 
ce qui existe avec des hétérostructures semi-conductrices réalisées à partir de 
matériaux massifs. 

La microscopie à effet tunnel est l’outil idéal pour imager et sonder les 
propriétés électroniques de nanocristaux individuels déposés sur une surface. Le 
système peut être comparé à une jonction tunnel à doublé barrière tunnel, dont les 
propriétés de transport sont en partie déterminees par les probabilités de 
transmission au travers de chaque barrière de potentiel (chapitre 1). A priori, la 
présence d’une coquille homogène autour du cœur doit favoriser le blocage de 
Coulomb dans de tels nanocristaux.  

Pour caractériser les effets de Coulomb dans des objets quantiques par 
spectroscopie tunnel (technique détaillée au chapitre 2), mes travaux de recherche 
ont tout d’abord porté sur un système modèle : une liaison pendante silicium, dont 
l’état de charge a pu être modifié de manière contrôlée (chapitre 3). Des 
nanocristaux cœur−coquille (PbSe/CdSe) à symétrie sphérique ont ensuite été 
étudiés (chapitre 4). Pour lever toute ambiguïté sur la nature électrique des porteurs 
de charge, les mesures sont effectuées en variant l’épaisseur de la jonction tunnel 
entre la pointe et les nanocristaux. Contrairement aux nanocristaux sans coquille, 
les expériences révèlent que le transport est dominé par le même type de porteurs 
de charge à polarisation positive et négative de la jonction. Ces mesures donnent 
également accès à l’énergie de charge des nanocristaux. Un régime de transport 
similaire est obtenu pour des nanobâtonnets constitués d’un cœur sphérique CdSe 
enfermé dans un bâtonnet de CdS (chapitre 5), démontrant la reproductibilité des 
phénomènes observés lorsque les nanocristaux sont constitués d’hétérostructures 
cœur−coquille. 
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Introduction 

Semiconductor nanocrystals (NCs) are defined as nanometer scale system 
where the charge carriers are confined in at least one dimension. They display 
unique and excellent properties for optoelectronic applications. However, the 
unexpected behaviors due to the trapping of charge carrier by the surface states 
can restrict their light emission or absorption in device−application. Several 
solutions have been suggested and the synthesis of core/shell NCs shows good 
promises to overcome the current limitations. In addition, the ability to engineer 
the band offsets and electronic states of heterostructure nanocrystals though their 
size, shape and composition makes them attractive for applications in 
optoelectronics devices. The combination of different semiconductors can 
improve the performance of a heteronanostructure, but it also produces 
unexpected properties that can limit their possibilities in applications. Hence, the 
understanding of their electronic properties is critical for devices manufacturing. 
By mean of scanning tunneling microscopy (STM) and spectroscopy (STS), this 
thesis deals with studying the electronic properties of semiconductor NCs 
consisting in the assembly of two different materials 

This work starts with the definition of a semiconductor nanocrystal, and 
describes some of their applications. It also underlines the current limitations in 
device−application. The heterojunction structures are also presented and the 
electronic properties of nanocrystal in the presence of a shell layer are discussed. 
Experimentally, tunneling spectroscopy is a very useful method to carry out 
transport measurement of nanostructures. The basic idea of tunneling 
spectroscopy is based on Double Barrier Tunneling Junction (DBTJ) which is 
analyzed and applied in a particular case of a nanocrystal. 

In Chapter 2, the theoretical background of scanning tunneling microscopy 
(STM) and spectroscopy (STS) techniques are explained. NCs are strongly 
affected by quantum confinement and exhibit discrete energy levels 
corresponding to quantized states in the valence band (VB) and the conduction 
band (CB), respectively. STS offers a unique advantage to probe the states in NCs 
via resonances of electrons from a STM tip with those energy levels. 
Additionally, the X−ray photoelectron spectroscopy (XPS) technique is also 
discussed because it will be exploited to study the quality of the shell in 
hetero−NCs. 

Tunneling spectroscopic measurements on NCs require a very stable system to 
minimize the noise caused by mechanical vibrations, temperature broadening, 
trapping effects by defect,… for instance. Due to the lack of experience about 
STM and STS at the starting point, prior to my PhD study, we have considered a 
prototypical case: tunneling through a single orbital − the Si dangling bond. Our 
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goal was to learn if we could charge it with two electrons. If we could design a 
method to reproducibility charge a single level, it could be very useful to study 
electronic transport through more complicated systems, such as a core/shell NC. 
By performing tunneling spectroscopic measurement, the transition from 
shell−tunneling to shell−filling regime with the feedback control loop on is 
observed for a single Si dangling bond. From the disappearance of the first 
excited state of the neutral DB and the emergence of a new state in the conduction 
band , the injection of the second electron into the DB state while it is already 
occupied by another electron is demonstrated.  From the energy difference 
between the ground state of the DB and the state corresponding to the injection of 
the second electron, we have been able o measure the Coulomb energy of a single 
orbital.  

In Chapter 4, colloidal PbSe/CdSe core/shell NCs deposited on a gold 
substrate have been investigated by mean of scanning tunneling spectroscopy at 
low temperatures and X−ray photoelectron spectroscopy. STM image reveals high 
close packed monolayers of PbSe/CdSe NCs at long range distance. By locating 
the tip above an individual NC, it is possible to perform spectroscopic 
measurements to get information of quantized energy level of the PbSe core in 
respect to an additional shell. By comparing to the case of PbSe core NC only, the 
zero−conductance gap of core/shell NC is found to be larger than the case of just 
only PbSe NC. Such increase of the zero−conductance gap is explained by 
analyzing the position of the electronic resonances as a function of the tip−NC 
distance. We demonstrate that the same type of carriers tunnel on both side of the 
zero−conductance gap for the majority of the NCs allowing to measure the 
charging energy. Additionally, photoemission spectroscopy experiments reveal 
the existence of partial CdSe shell which accounts for the fluctuations seen among 
the spectra. 

Chapter 5 describes the study of CdSe/CdS Dot−in−Rod NCs. STS 
measurements performed a this Dot−in−Rod Nanocrystals allow to determine the 
position of the CdSe core concerning to the position of the onset on tunneling 
spectra acquired on different positions along a rod. However, from the experience 
gained in Figure 5.6, we show that the interpretation of the spectra is not so 
straightforward preventing the measurement of the band offset at the interface 
between the spherical core and the rod−like shell.   

 

 

 

 



 11 

Chapter 1 

Basic concepts 

1.1. Semiconductor Nanocrystals (NCs) 

1.1.1. What is a semiconductor nanocrystal? 

The field of nanostructure physics has been exponentially developed in recent 
years, and much of theoretical insights have been achieved hand in hand with 
progress in experimental techniques and possibilities in applications. Additionally, 
modern semiconductor processing techniques made it possible to artificially create 
the quantum confinement of a few electrons 1. Such kind of man−made 
semiconductor structures are called semiconductor Nanocrystals (or NCs). 
Generally, a nanocrystal is classified as a single crystalline nanomaterial with at 
least one dimension smaller than 100 nm 2. NCs get huge technological interest 
since their electrical and optical properties show strong size dependence and 
therefore are controllable through delicate manufacturing processes.  

Semiconductor NCs with the size in the range of around 10 nm are considered 
as Quantum dots (QDs) (as seen in Figure 1.1). Specially, a semiconductor 
quantum dot (QD) is a portion of matter whose excitons are confined in all three 
spatial dimensions. A QD contains a few hundred to a few thousand atoms and its 
properties can be controlled not only by the type of material, but also by its size, 
shape and topology 3. QDs experience quantum−size effect and display standard 
atomic physics properties with adjustable quantized energy spectra through their 
sizes and shapes 4. The effects of confinement have been revealed experimentally 
since 1920’s when the absorption and luminescence color toward longer 
wavelengths with colloids CdS was observed 5. In 1960’s, differences in absorption 
spectra between semiconductor particles and the corresponding macroscopic 
materials were also reported 6, 7, 8. Theoretical approach for studying the effect of 
the size on the electronic structure explored in 1980’s resulting in the 
understanding of the properties of nanocrystals in term of quantum confinement 9, 

10, 11, and the term “quantum dot” was coined by M. Reed et. al. in 1988 12. 
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a b

 

Figure 1.1: Large scale STM image of (a) 5.3 13 nm and (b) 7.3 nm 14 PbSe QDs covalently bound 
to the gold substrate. 

1.1.2. Applications of semiconductor NCs 

With the strong confinement of electrons, holes and excitons inside, NCs have 
discrete energy levels and a tunable energy gap (the separation between Highest 
Occupied Molecular Orbital (HOMO) and Lowest Unoccupied Molecular Orbital 
(LUMO)) that is strongly size−dependence. Experimental results show that NCs 
with only a few nanometers in diameter are about ten times brighter than the best 
organic dyes and can be prepared in many different sharply defined colors 15. 
Based on those significant properties, semiconductor NCs have been studied as 
promise materials in various electronic applications, especially, in the field if 
optoelectronics.  

Quantum dot−−−−based Photovoltaic devices: Since 1991, photovoltaic cells 
using TiO2 films had been investigated and found to exhibit efficiency of 
converting incident light energy to electrical energy, and to be incredibly 
encouraging because of low−cost materials 16. In 2001, a single−nanocrystal 
architecture in which an array of single particles between electrodes, corresponding 
to a separation of ~1 exciton diffusion length, was proposed to enhance the device 
efficiency 17. Although the research is still developing, future QDs−based 
photovoltaic cells may offer advantages likes: more flexibility, lower costs, clean 
power generation, and higher efficiency.  

Light emitting devices: There are some interests of using QDs as 
light−emitting diodes (LED) to make displays and other light sources, [QDs−LED, 
QDs−WLED (White LED)]. The emission color of QDs can be tuned from the 
visible throughout the infrared spectrum 18. The development of QDs for use in 
LED in Liquid Crystal Display (LCD) television has been done and got significant 
success 19. Much effort is carrying now in order to enhance the sufficient stability 
of QDs under prolonged radiation, which can be used to emit visible or near 
infrared light of any wavelength being excited by light with shorter wave length. 
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Photodetector devices: Quantum dot photodetectors (QDPs) can be fabricated 
either by solution−processing 20 or from conventional single−crystalline 
semiconductors 21. The second method allows to create QDPs by integrating QDs 
with flexible organic electronics. Solution−processed QDPs can be readily 
integrated with a variety of substrates and also attached on top of other integrated 
circuits.   

Recently, the application of quantum dot in Quantum computing has attracted 
scientists worldwide. By applying a small voltage, there will be a flow of electrons 
through the quantum dot that can be controlled. So, it is possible to measure 
precisely the charge and even the spin. With several entangled QDs, or qubits 
(quantum bits), plus a suitable way of performing operations, quantum calculations 
and computers would be available. 

1.1.3. Current limitations in application of core NCs 

Despite of huge interest in application, NCs−based devices still suffer from 
unexpected behaviors that can limit their efficiency known as “blinking” effects. 
The distribution of local defects and interface states leads to the random turning on 
and off of NCs 22, 23. Additionally, there is also the Auger recombination where 
energy of one excition is nonradiatively transferred to another carrier 24. This 
process was reported to happen on subnanosecond time scales and reduce the 
optical gain lifetime 25. It also limits the available time to extract multiple excitons 
generated via carrier multiplication and limit the LED brightness due to the 
build−up of charged NCs 26, 27. 

 

Figure 1.2: Non−radiative Auger−like recombination and potential energy functions of 
Nanocrystals. (a) Diagram of an Auger process. Eg corresponds to the nanocrystal energy gap. An 
electron (filled blue circle) non−radiatively recombines with a hole (red circle), producing an 
electronically excited hole. (b) The potential energy function presents a series of steps for 
traditional nanocrystals. The undefined slope at the boundary between unlike materials results in 
an uncertainty in momentum. (c) A gradually changing potential energy function exists for 
non−blinking CdZnSe/ZnSe nanocrystals 28.  



 14 

In order to reduce the “blinking” effect and to improve the NCs−based devices, 
many efforts have been done and got new achievements. Surrounding NCs by a 
shell of another material may sweep out the effects of NCs surface defects and, 
hence, the associated trapping energy levels. The combination of two different 
semiconductors together is called a heterostructure or a heterojunction. Sizing 
down this heterostructure to nano scale gives rise to a heteronanocrystal, such as: 
core/shell NCs. Wang et al. report the continuous non−blinking photoluminescence 
by covering the CdZnSe NCs with a layer of ZnSe creating a gradually changing 
potential energy function (as seen in Figure 1.2) 28. In another work, a significant 
suppression of Auger decay rates was found in the structure consisting of a small 
CdSe core and a thick CdS shell. Consequently, an optical amplification with an 
extraordinarily large bandwith and a record low excitation thresholds are achieved 
29. 

1.2. Semiconductor heterojunction structure 

1.2.1. Heterojunction 

A heterojunction is the interface that occurs between two different crystalline 
semiconductors. These semiconducting materials have unequal band gaps as 
opposed to a homojunction. The combination of multiple heterojunctions together 
in a device is called a “heterostructure” although the two terms are commonly 
interchangeable. The advantage of engineering the electronic energy bands makes 
heterojunction materials useable in many solid state device applications, including 
semiconductor lasers, solar cells, transistors (or “heterotransistors”)… 

 Based on the position of band offsets, semiconductor interfaces can be divided 
into three different categories: Type−I (straddling gap), Type−II (staggered gap), 
and Type−III (broken gap) (see Figure 1.3).     

 

Figure 1.3: The three types of semiconductor heterojunctions depending on band alignment. 

The relevant physical parameters for the determination of the band offset 
include: band gap, electron affinity and work function (as presented in Figure 1.4), 
which are defined as: 
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• The difference between CB (Conduction Band) and VB (Valence Band), or 
band gap, varies from hundreds of meV for a semiconductor to over 4 eV for 
an insulator.  

• The work function of a material is the energy difference between the Fermi 
energy (chemical equilibrium energy) and the vacuum level (where electron 
removal occurs). 

• Electron affinity of each material is the energy difference between the 
conduction band level and the vacuum level. 

A simple method to calculate the band offsets for an ideal heterojunction is to 
use Anderson’s rule, as drawn out in Figure 1.4. Assuming that the conduction 
band offsets, CE∆ , depends only on the electron affinity, χ , difference between 

the two semiconductors labeled 1 and 2, we have: 

    1 2CE χ χ χ∆ = − = ∆     (1.1) 

where χ  is the electron affinity. 

The change in band gap is: 

    2 1G G GE E E∆ = −     (1.2) 

Then the valence band offset, VE∆ , is given by: 

    V GE E χ∆ = ∆ − ∆     (1.3) 

Both equations (1.1) and (1.3) are valid only if the potential steps caused by 
atomic dipoles at the semiconductor surfaces and the heterostructure interfaces can 
be neglected. When two materials are brought together and allowed to reach 
chemical/thermal equilibrium, the Fermi level in each material aligns and is 
constant throughout the system. To the extent that they are able, electrons in the 
materials leave some regions (depletion) and build up in others (accumulation) in 
order to find equilibrium. When this occurs a certain amount of band bending 
occurs near the interface. The band bending voltage is usually called the build−in 
potential and labeled biV . As a result: 

    
1 2C C C biE E E eV∆ = − −    (1.4) 

where 
1CE , 

2CE are the relative positions of the edges of conduction bands of the 

two materials with respect to the Fermi level in the quasineutral region far away 
from the heterostructure. 
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Figure 1.4: The important variables for heterojunction characterization and analysis are defined 
for two physically separated semiconductors (indicated by the red dashed curve). 

1.2.2. Nanoscale heterojunction 

The concept of heterostructure has been primarily explored in the context of 
Type−I core/shell NCs, in which, the shell of a wide band gap semiconductor is 
used to improve confinement of both an electron and a hole in the core made of a 
lower−gap material. With the presence of a shell layer, the interactions of 
core−localized e−h pairs (excitons) with surface traps decreases resulting in 
significant improvements of NC emission quantum yields 30, 31, 32. Conversely, 
Type−II colloidal structures allow the controll of both single 33 and multiexciton 34 
lifetimes. Also, the spatial separation between positive and negative charges 
produced in these structures can be beneficial for applications in photovoltaic 
technologies. 

Recent reports showed that it is possible to use the same materials but change 
the type of band alignment, from Type−I to Type−II for example, by changing the 
size or thickness of the crystal involved. For example the band alignment of 
CdS/ZnSe core/shell NCs are found to vary from Type−I to Quasi Type−II and 
Type−II heterostrucre depending on the shell thickness (see Figure 1.10) 35. 
Additionally, by decreasing the size of CdSe NCs grown on TiO2, the electrons are 
found to be transferred faster from the higher CdSe conduction band into TiO2 

36. 
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Figure 1.5: Different localization regimes supported by CdS(core)/ZnSe(shell) NCs as a function of 
shell thickness, H. (a) Bare CdS-core NCs (H = 0) correspond to type−I localization, for which 
electron and hole wavefunctions (shown by red lines) have identical spatial distributions and, 
hence, the e−h overlap integral, Θ , is unity. (b) Core/shell NCs with thin shells (0 < H < Hc, R > 
Rc) correspond to the quasi type−II regime, in which the electron is localized in the core but the 
hole is delocalized over the entire NC volume. These structures produce partial separation between 
electrons and holes, which results in reduced values of Θ  (0.7 < Θ  < 1). (c) Hetero-NCs with 
thick shells (H > Hc, R > Rc) can produce the true type−II regime, for which electrons and holes 
are separated between the core and the shell. For these charge−separated states, the e−h overlap 
integral can approach zero (adapted from S. A. Ivanov et al.) 35. 

1.3. Scanning Tunneling Spectroscopy study of semiconductor NCs 

1.3.1. Double Barrier Tunneling Junction (DBTJ) 

The study of Double Barrier Tunneling Junction (DBTJ) has been done in 
1960s in Thin−Film Triodes 37 with the prospect to obtain a Negative Differential 
Resistance (NDR) effect which plays an important role in in high−speed 
semiconductor devices 38, 39, in molecular electronic devices 40. NDR arises as a 
variation of the transmission coefficient through the junctions when the energy of 
the incident electron varies. To demonstrate this effect, a 1D (1 Dimensional) 
model can be used where a central quantum well is surrounded by two insulating 
barriers in contact with leads, as seen in Figure 1.6(a). The thickness of the barriers 
are 2d  and 4d  and the heights are 1Φ  and 4Φ  respectively.  

For a simple barrier, the transmission depends exponentially on the product of 

Kd , here, d  is the thickness of the barrier and ( )

2
02K m E= Φ − ℏ  is the wave 

vector inside the barrier region, m  is the mass of an electron and ℏ  is the reduced 
Planck’s constant, 0Φ  is height of the potential barrier and E  is the energy of the 

electron.  
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Figure 1.6: Energy diagram of the DBTJ without (a) and with (b) the Krönig and Penney 
approximation. Ai and Bi are the incident wave amplitudes and the reflected amplitudes 
respectively. 

In the case of double barrier junction, using the approximation of Krönig and 
Penney 41, the tunnel barriers are modeled with two Dirac−like functions (see 
Figure 1.6(b)). Where 0d →  and iΦ → ∞ . The product and idΦ  is assumed to be 

constant as: 0dΦ . 

In order to calculate the transmission coefficient, we need to determine the 
wave function in three different regions. The general solution of the Shrödinger 
equation in each region is: 

     

( )

( )

( )

1 1 1

2 2 2

3 3

ikx ikx

ikx ikx

ikx

x A e B e

x A e B e

x A e

ϕ

ϕ

ϕ

−

−

= +

= +

=

   (1.5) 

with 
2

2m
k E=

ℏ
. 

The continuity of the wave functions requires in those infinitely thin barriers: 

• ϕ  is continuous in 0x a= −  and 0x a= : 

    ( ) ( )0 0x xϕ ϕ
+ −

=     (1.6) 

• 
x

ϕ∂

∂

 is discontinuous in 0x a= −  and 0x a= : 
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x x
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The equation (1.7) can be proved by integration of the Shrödinger equation: 

    
2 2

022
E

m x

ψ

ψ ψ

− ∂

+ Φ =

∂

ℏ
   (1.8) 

Integrating (1.8) between 2a d−  and 2a d+  yields: 
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when 0d → then constantψ ∼  and ( ) ( )2 2a d a dψ ψ− = + , so: 

   ( ) ( )0 2
2 2

2
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∂ ∂

− = Φ −  
∂ ∂  ℏ

  (1.10) 

here 0 EΦ ≫  when 0d → . The combination the solutions of the equations in 
(1.5) with the continuous and discontinuous conditions in (1.6) and (1.7) reveal the 
below system as matching conditions. At the boundaries, the continuity of the 
wave functions and the discontinuity of the first derivative yield: 
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  (1.11) 

where 0
2

2im d
M

k

Φ

=

ℏ
 and ikaeα = . 

The ratio between the incident wave amplitudes A1 and A3 (the amount of the 
out going flow of electrons over the incident flow) corresponds to the transmission 
coefficient ( )T E : 
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 Extracting the ratio 3 1A A  from the solution of (1.11) gives: 

    
( )

3
2 4 2

1

4

2

A

A M Mα
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+ −

   (1.13) 

Finally: 

   ( )

( ) ( )( )

2
2

1

1 2cos 2 sin 2
4

T E
M

ka M ka

=

+ +

 (1.14) 

At ( )

2
2tan ka

M
= − , a sharp resonance in (1.14) can be observed. In fact, at 

this energy position, the transmission coefficient even reaches unity regardless to 
the thickness of the barrier, but the condition d a≪  must be satisfied, 
corresponding to perfect transparency. Such a model is appropriate to describe the 
transport through a semiconductor nanocrystal which is isolated from surrounding 
electrodes by two tunneling barriers (see Figure 1.7), the electrodes being the tip 
and a metallic sample in a STM configuration. 

 

Figure 1.7: Schematic of a single nanocrystal in a DBTJ, where 1C  and 2C  stand for the 

capacitances of the tunneling barriers and 1R  and 2R are equivalent resistances related to the 

probability transmissions across both tunneling junctions.  
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1.3.2. Tunneling spectroscopy of semiconductor NCs 

Due to the small size and quantum confinement effects in semiconductor 
quantum dots, their electronic wave functions were predicted to display 
atomic−like symmetries and discrete energy level structures 42, 43. Both theoretical 
and experimental works have been successful to identify and interpret the 
tunneling process of charge carriers through the available quantized states inside 
the NCs 44, 45, 46.  

 

Figure 1.8: (a) Shell−tunneling spectrum of a 4.3 nm CdSe quantum dot at 4.2 K, Iset = 5 pA and 
Vbias = 1.4 eV. Five peaks in the range of bias voltage V > 1 eV correspond to single particle states. 
The onsets at positive and negative bias correspond to LUMO (Se) and HOMO (Sh) respectively. 
The zero−conductivity gap corresponds to the quasi−particle gap of the QD 45. (b) Schematic 
illustration of shell−tunneling spectroscopy at positive bias, electrons tunnel one by one from the 
tip through the resonant states of the QD. (c) Schematic illustration of shell−tunneling spectroscopy 
at negative bias, hole injected from the tip to the QD (adapted from E. P. A. M Bakkers et al.) 45.   
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The discrete electron states appear as resonances when the NCs are probed in a 
double barrier tunneling junction configuration. A major step in this field was 
achieved with tunneling spectroscopy experiments on InAs nanocrystals that reveal 
rich features caused by the interplay between quantum confinement and 
single−charge effects 44. The later studies also show the same behaviors in 
chalcogen NCs 45, 47. As presented in Figure 1.8(a) the tunneling spectrum of a 4.3 
nm CdSe nanocrystal contains a zero−conductivity gap around zero bias and is 
followed by a series of peaks at both positive and negative bias. The single peaks 
correspond to single particle tunneling of electrons (Se, Pe, De) and holes (Sh) from 
the tip to the resonant states in the NC at positive and negative bias respectively 
(see Figure 1.8(b) and (c)). The conductance curve in Figure 1.8(a), then, is 
attributed to a shell−tunneling spectrum. In this tunneling regime, electron is 
injected one by one to the discrete states in the NC whenever the Fermi level of the 
tip reach a state (see Figure 1.8(b)) 45.  

The shell−tunneling regime is normally observed with low current set point 
when the tip−NC distance is quite large (with Iset = 5 pA, the estimated tip−NC 
distance is around 1.4 nm) 45. In this case, the zero−conductivity region, also called 
as the apparent band gap, corresponds to: 

    1 1 2e he Vη ε ε∆ = − + Σ    
 (1.15) 

where 1

1 2

C

C C
η =

+

 is the drop voltage across the two junction as seen in Figure 

1.7, V∆  is the apparent band gap, 1
e

ε  and 1
h

ε  are the conduction band ground state 

(or LUMO: lowest unoccupied “molecular” orbital) and valence band ground state 

(or HUMO: highest occupied “molecular” orbital) of the NC, and 
2

1 2

1

2

e

C C
Σ =

+

 

is the polarization energy.  

At larger current set point (shorter tip−NC distance), the possibility for 
charging the NC will increase resulting in the shell−filling regime where more than 
one charge carrier reside in the NC at the same time, see in Figure 1.9. The STM 
image of an isolated InAs with an I V−  curve acquired on the same dot through a 
DBTJ created by the tip−InAs NC−substrate system (see Figure 1.9(a)). The 
I V− curve contains a region of suppressed tunneling current around the zero bias 
which is followed by a series of steps at both negative and positive voltages. 
Whereas, a series of discrete single−electron tunneling peaks is clearly observed in 
tunneling conductance spectrum (Figure 1.6(b)), and the separations are 
determined by both single−electron charging energy and the discrete level spacings 
44. At positive bias, the separation of the first two peaks is attributed to the 
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charging energy CE  (this energy will be named as U  in the following parts) 

indicating the tunneling of the second electron into the same state in CB. 

 

Figure 1.9: STM image and STS spectrum of a single InAs nanocrystal 32Å in radius, acquired at 
4.2 K. The nanocrystal quantum dots (QD) are linked to the gold substrate by hexane dithiol 
molecules (DT), as shown schematically in the right inset. Left inset, a 10×10 nm STM topographic 
image, showing the nanocrystal. For measuring the I−V characteristics, the STM tip was positioned 
above the QD, thus realizing a double−barrier tunnel junction configuration. (a), The tunnelling 
I−V characteristic, exhibiting single−electron tunneling effects. (b) The tunnelling conductance 
spectrum, dI/dV versus V, obtained by numerical differentiation of the I−V curve (a.u., arbitrary 
units). The arrows depict the main energy separations: Ec is the single−electron charging energy, 
Eg is the nanocrystal bandgap, and ∆VB and ∆CB are the spacing between levels in the valence and 
conduction bands, respectively (adapted from U. Banin at el.) 44. 

In the shell−filling regime, the identification of the peaks may be more 
complex than the case of shell−tunneling regime and it is interesting to consider 
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the work of Averin et al. 48 and Niquet et al. 46 to correctly assign the peak 
observed in the tunneling spectra. Indeed, when the probability transmission across 
both barriers becomes comparable, the same type of charge carrier is able to tunnel 
on both sides of zero−conductivity region depending on the position of the Fermi 
level in the nanocrystals. Such situation also favors the charging of the NCs, where 
the charging energy is given by: 

    
2

1 2

e
U

C C
=

+

     (1.16) 
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Chapter 2 

Scanning Tunneling Microscopy (STM) 

and Spectroscopy (STS) 

2.1. Introduction 

Imaging the surface of materials has always been a challenge to scientists 
worldwide. It was Erwin Müller 1 who obtained for the first time the atomically 
resolved images of metallic surface by using field ion microscopy. However, the 
major breakthrough in the field of microscopy was made in early 1980s with the 
invention of Scanning Tunneling Microscopy (STM) by Binnig and Rohrer 2 who 
were awarded the Nobel Prize latter, in 1986.  

The principle of the STM is remarkably simple and it can be compared with the 
way an old−fashioned record player works. Just like in a record player, the instrument 
uses a sharp needle, referred to as the ‘tip’, brought so close to interrogate the 
morphology of the sample surface, as presented in Figure 2.1. In the standard imaging 
process, the tip scans over the surface and the tunneling current is kept constant by a 
feedback system via adjusting the tip−sample distance z. This frequently used mode 
of imaging is known as the constant current mode. The z−piezo regulation voltage is 
recorded during scanning and is presented by a color−scale image, the bright areas 
correspond to the protrusions on the surface and the darker ones to depressions. For 
very flat surfaces and small scanning areas, it is possible to measure the tunneling 
current during scanning while keeping the height constant. This mode refers to the 
constant height topography.  

For the STM, a good resolution is considered to be 0.1 nm laterally and 0.01 nm 
in depth 3. With such a precision, individual atoms within materials are routinely 
imaged and manipulated. The STM can be used in a variety of environment like ultra 
high vacuum, liquids, or gas ambient, and in the range of temperatures from near zero 
Kelvin to a few hundred degrees Celsius 4, 5, 6, 7. But, STM can be a challenging 
technique, as it requires extremely clean and stable surfaces, sharp tips, excellent 
vibration control, and sophisticated electronics for obtaining high resolution images 
and stable and very flat signal.  
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Figure 2.1: A simple schematic view of the STM. 

Having been recognized as one of the most powerful technique to observe the 
surface reconstruction at nano-scale, many other scanning probe microscopy 
techniques have been developed based upon the principle of STM: photon scanning 
microscopy (PSTM) 3; scanning tunneling potentiometry (STP) 3; spin polarized 
scanning tunneling microscopy (SPSTM), which uses a ferromagnetic tip to tunnel 
spin-polarized electrons into a magnetic sample 8 and atomic force microscopy 
(AFM), in which the force caused by interaction between the tip and the sample 
surface is measured. With STM, Eigler et al. showed the possibility of manipulating 
individual atoms and molecules 9, 10 for example by building the islands of CO 
molecules. Also, the possibility for investigating chemical reactions with STM was 
reported by making and breaking individual chemical bonds between a metal atom Fe 
and CO molecules 11.  

2.2. Scanning tunneling microscopy 

2.2.1. Principle of operation  

The operation of STM lies on the physics of tunneling that is linked to quantum 
mechanics. Classically, when objects hit an impenetrable barrier it will not pass 
through. In contrast, objects with very small size, electrons for example, have 
wavelike characteristics which permit such an event, referred to as tunneling. 
Assuming 1−dimensional (1D) case in the presence of a potential ( )U z , the energy 

levels ( )zψ  of the electrons are given by the solutions of Schrödinger’s equation: 
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where 
2

h

π

=ℏ is the Planck’s constant, z  is the vertical position of the tip above the 

surface, and m  is the mass of an electron 12. If an electron of energy E  is incident 
upon an energy barrier of height ( )U z  with ( )E U z> , the electron wave function is a 

traveling wave solution: 

    ( ) ( )0 ikzx eψ ψ

±

=     (2.2) 

with 

    
( )( )2m E U z

k
−

=

ℏ
    (2.3) 

and ( )0ψ  is the wave−function amplitude. When ( )E U z< , the wave functions 

correspond to decaying waves: 

    ( ) ( )0 zz e κ

ψ ψ

±

=     (2.4) 

where: 

    
( )( )2m U z E

κ

−

=

ℏ
    (2.5) 

quantifies the decay (or decay constant) of the wave inside the barrier.  

The solution ( ) ( )0 zz e κ

ψ ψ

−

=  describes a state of the electron decaying in the 

z+  direction and the other solution, ( ) ( )0 zz e κ

ψ ψ

+

=  describes the electron state 

decaying in the z−  direction 12. 

Using an elementary model, the potential barrier of a metal–vacuum–metal 
junction is related to the work function of the electrodes, as shown in Figure 2.2. The 
work function Φ  of a metal surface is defined as the minimum energy required to 
remove an electron from the host material to the vacuum level. Generally, the work 
function depends on both the material and the crystallographic orientation of the 
surface. If the thermal excitation is neglected, the Fermi level is the upper limit of the 
occupied states in a metal, taking the vacuum level as the reference point of energy, 

fE = −Φ  and the work function of the tip and the sample is considered to be equal. 

The electron at the Fermi level in the sample can tunnel into the tip and vice versa 12. 
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Figure 2.2: A one-dimensional metal-vacuum-metal tunneling junction. The sample (left) and the tip 
(right) are modeled as semi-infinite pieces of free electron metal 12.   

However, tunneling requires the empty state level of the same energy for electron 
to tunnel into the other side of the barrier. Due to this restriction, the tunneling current 
can be related to the density of available or filled states in the sample depending on 
the sign of the sample bias 12. The system of tip−sample in tunneling contact in 
equilibrium is shown in Figure 2.3 for different polarities of the applied voltages on 
the sample and. The tunneling current is zero in equilibrium, Figure 2.3(a), ( 0V = ). 
When there is a bias voltage, the sample Fermi levels is shifted by eV . At positive 
voltage V , Figure 2.3(b), electrons in the range of energies from fE  to fE eV+ can 

tunnel from the unoccupied states of the tip into the available states of the sample. 
Inversely at negative bias V, the electrons from the sample with energies in between 

fE eV− to fE  can tunnel into unoccupied states of the tip, see Figure 2.3(c).  

Assuming the barrier width is W , the probability P , for that an electron at 
position 0z =  (left edge of the barrier) could be found at the position z W=  (right 
edge of the barrier or at the tip surface) is proportional to the square of the decaying 
wave function as 12: 

    ( )

2 20 W
nP e κ

ψ

−

∝     (2.6) 

here, ( )0nψ is the value of the nth sample state at the sample surface, and: 

     
2m

κ

Φ

=

ℏ
     (2.7) 
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is the decay constant of a sample state near the Fermi level in the barrier region. 
Accepting eV as the unit of the work function, and Å−1 as the unit of the decay 
constant, the Equation (2.6) becomes 12:  

      ( )

10.51  eV Åκ

−

= Φ    (2.8) 

 For a typical metal, with 4.5eVΦ = , the decay constant is of the order 1 Å−1.  

 

Figure 2.3: A tunneling junction consisting of a tip and a sample: (a) 0V = , equilibrium state, no 
tunneling current, (b) 0V > , positive sample bias, tunneling current from tip to sample, (c) 0V < , 
negative sample bias, tunneling current from sample to tip. Here, 

vacE  is the energy of vacuum level; 

fE  is the Fermi level of both the tip and the sample; 
TipΦ  and SampleΦ  are the work functions of the 

tip and the sample respectively, and 
Tip SampleΦ = Φ = Φ .   

2.2.2. Contribution of the density of state 

During the scanning process, the density of states in the tip is considered constant. 
Then the tunneling current is directly proportional to the number of states on the 
sample surface and is given by the sum of the probability transmission over all the 
available states positioned between fE  and fE eV+  (see Figure 2.3 (b)): 

     ( )

2 20
f

f

E eV
W

n
E

I e κ

ψ

+

−

∝ ∑    (2.9) 

 If the applied voltage V  is small enough that the density of electronic states does 
not vary significantly, then the sum in (2.9) can be written in term of the local density 
of state (LDOS) at the Fermi level. At a certain location z  and energy E  in a small 
interval ε , the LDOS ( ),s z Eρ  of the sample is given by 12: 

     ( ) ( )

2
1

,
E

s n
E

z E z
ε

ρ ψ

ε

+

= ∑    (2.10) 
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 The LDOS is the number of electrons per unit volume per unit energy at a certain 
point in space and at a given energy. It is interesting to note here that the probability 

density for a specific state, 
2

nψ , depends on the normalization condition (its integral 

in the whole space should be 1). Whenever the volume increases, the probability 

density 
2

nψ  of a single state decreases, but the number of states per unit energy 

increases, hence, the LDOS remains constant.  

 By replacing ε  by eV  and E  by fE  and taking 0z = , the tunnel current can be 

written in term of the sample’s LDOS as: 

     
( )

( )

2

1.025

0,

0,

W
s f

W
s f

I eV E e

eV E e

κ

ρ

ρ

−

− Φ

∝

≈

   (2.11) 

where ( )0,s fEρ  is the LDOS near the Fermi level of the sample at the sample 

surface 12. According to (2.11), the current decay is about 2 7.4e ≈ times per Å. 
Therefore, the dependence of the logarithm of the tunneling current with respect to 
distance is a good measure of the work function or the tunneling barrier height 13, 14. 

2.3. Scanning tunneling spectroscopy 

2.3.1. Feedback loop system 

For operating the STM system, it is necessary to measure the current and control 
the movement of the tip to accurately track the surface topography, and then to 
translate the information into an useable form. A feedback loop is installed to 
constantly monitor the tunneling current and adjusts the tip to maintain a constant 
tunneling current that is continuously compared to a set−point current. If both currents 
are not equal, the z−piezo will move the tip closer or farther from the sample surface 
to minimize the error signal. These adjustments are recorded by the computer and 
presented as an STM image. One of the first STM feedback system was described by 
Park and Quate et al. 15. Later, A. I. Olive et al. analyzed theoretically the feedback 
system in the STM 16. 

2.3.2. I−−−−V spectroscopy 

 For understanding the tunneling phenomena in STM, the concepts developed 
through the study of metal-insulator-metal (MIM) tunneling experiments were 
demonstrated by Giaever et al. 17, 18. The most extensively theoretical method to 
understand the MIM tunneling junction (referring to the tip−sample tunneling 
junction) is the time−dependent perturbation approach developed by Bardeen 19. A 
schematic diagram of the Bardeen approach is presented in Figure 2.4. In Bardeen 
approach, instead of trying to solve the Schrödinger equation of the combined system, 
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the system is considered as two separated subsystems. The electronic states of each 
system are obtained by solving the stationary Schrödinger equation and the rate of 
transferring an electron from one electrode to the other (from the tip to the sample) is 
calculated by using time−dependent perturbation theory 4. 

 

Figure 2.4: The Bardeen approach to tunneling theory. Instead of solving the Schrodinger equation for 
the coupled system, (a), Bardeen (1960) makes clever use of perturbation theory. Starting with two free 
subsystems, (b) and (c), the tunneling current is calculated through the overlap of the wave functions of 
free systems using the Fermi golden rule. Here, 

( ),m mEψ  and 
( ),n nEψ are the wave functions of the 

m and n  states respectively; 
fE  is the Fermilevel; 

Sρ  and 
Tρ  are the density of state (DOS) of the 

sample and the tip correspondingly; W  is the distance between the two electrodes (tip and sample). 

Later, in the mid-1980s, also by using time-dependent perturbation theory, Tersoff 
and Hamann 20, 21 calculated the wave function of the total system. In their approach, 
the potential of the tip is described as a perturbation, ( )TV t , and is plugged into the 

time-dependent Schrödinger equation: 

    ( )

2 2

22
n

S T ni V V t
t m z

ψ

ψ

 ∂ ∂

= − + + 
∂ ∂ 

ℏ
ℏ   (2.12) 

where SV  refers to the potential of the substrate (or the sample) and nψ refers to the 

wave function of the thn  state. The wave function ( ),n z tψ  is often assumed to have 

the form of ( ) ( ), niE t
n nz t z eψ ψ

−

=

ℏ .  

Consequently, the amplitude of electron transfer, or the tunneling matrix element 
M , is determined by the overlap of the surface wave functions of the two subsystems 
at a separation surface 4. In other words, the tunneling matrix element M is 
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determined by a surface integral on a separation surface between the two electrodes 19, 

0z z= : 

    ( )

0

2
* *

2mn m n m n

z z

M dS
m

ψ ψ ψ ψ

=

= − ∇ − ∇∫
ℏ

 (2.13) 

here mψ  and nψ  are also the wave functions of the sample and the tip respectively and 

dS  is the surface element. The rate of electron transfer is then determined by the 
Fermi golden rule 22. Specifically, the transition probability mnw  of an electron 

tunneling from the thn  state into the thm  state can be written as:  

    ( )

22
mn mn m nw M E E

π

δ= −

ℏ
   (2.14) 

The δ  function in equation (2.14) indicates that only the states with the same energy 
level in both electrodes can contribute to the tunneling effect. The tunneling current is 
calculated by summing up over all possible electronic states. At any finite 
temperature, the electron density in both the sample and the tip follows the Fermi 
distribution function. If the density of state (DOS) of the tip and the sample are 
presented by ρT and ρS, respectively, at a bias voltage V, we obtain: 

( ) ( ) ( ) ( )

24
F F S F T F

e
I f E f E eV E E eV M d

π

ε ε ρ ε ρ ε ε

+∞

−∞

= + − + + + + +  ∫ℏ
 

          (2.15) 

where ( ) ( ){ }

1
1 exp F Bf E E E k T

−

= + −    is the Fermi distribution function.  

If kBT is smaller than the energy resolution required in the measurement, then the 
Fermi distribution function can be approximated by a step function. In this case, the 
tunneling current is:  

   ( ) ( )

2

0

4 eV

S F T F

e
I E E eV M d

π

ρ ε ρ ε ε= + + +∫ℏ
 (2.16) 

If it is assumed that the magnitude of the tunneling matrix element does not 
change appreciably in the interval of interest, then, the tunneling current is determined 
by the convolution of the DOS of both electrodes 18, 19:  

    ( ) ( )

0

eV

S F T FI E E eV dρ ε ρ ε ε∝ + + +∫  (2.17) 
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Assuming that only s-like wave functions contribute to the tunneling from the tip 
with radius R, the density of states of the tip near the Fermi level can be represented 
by:  

    ( )

( )
2 2 R z

T f nE e κ

ρ ψ

− +

∝ ∝    (2.18) 

with z  is the distance from the tip to the sample surface and κ  in this case has the 
form: 

    
( )

2

2

2 2
T Sm eV

E
φ φ

κ

+

= − +

ℏ
   (2.19) 

where Tφ  and Sφ  are the work functions of tip and sample, and E is the energy of state 

relative to the Fermi level, and ( ) 2T Sφ φ φ= +  is considered as the effective work 

function. Generally we assume that only electron states near the Γ point of the surface 
Brillouin zone contribute to the tunneling. Otherwise, if the latter condition is not 
satisfied, (2.7) can be replaced by: 

    
( ) 2

2

2

2 2
T Sm eV

E k
φ φ

κ

+

= − + +
�

ℏ
  (2.20) 

in which k
�
 is the parallel momentum of the surface electronic state. 

Thus: 

    ( )
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SI E e dEκ

ρ ε

−
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To simplify the writing of the equations, we define the energy− and 
bias−dependent electron transmission probability T as 23:  

 ( ) ( )

2 2
, exp 2 exp

2 2
S Tz m eV

T E eV z Eκ

 Φ + Φ

= − = − + − 
 ℏ

 (2.22) 

 The structure of dI dV  as a function of sample bias V  is associated with the 
DOS of the surface whenever the sample bias is less than the work functions of the tip 
and the sample. It has the form: 

 ( ) ( ) ( )

( )

( )( )

0

, ,
eV

S S f

dI d
e eV T eV eV e E T eV d

dV d eV
ρ ρ ε ε ε∝ + +∫  (2.23) 
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Although the tunneling transmission probability is generally unknown, T  varies 
smoothly and monotonously based on Equation (2.22) in the WKB approximation. 
Hence, the structure in dI dV  usually features the DOS in the first term in (2.23) 24.   

 From equation (2.22), it is seen that the transmission probability, T , depends on 
the tip−sample distance, hence the tunneling current I  (equation (2.21)) and the 
conductance dI dV  (equation (2.23) also strongly depends on the tip−sample 
distance). Therefore, in order to be able to compare the similar measurements and also 
to minimize the dependence of dI dV  on tip−sample distance, it is necessary to 

normalize the conductance by dividing dI dV  by I V , we obtain  25, 26, 27: 
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 (2.24) 

Because ( ),T E eV  and ( ),T eV eV  appear as ratios in the numerator and 

denominator of this equation, their exponential dependences on V and z tend to cancel 
26. The first term in the numerator of (2.24) is simply the LDOS of the sample.  

• For V > 0: ( ) ( ), ,T E eV T eV eV≤ , and the maximum transmission occurs at 

,f TipE E= . Because all the terms in (2.24) are of the same order of magnitude, 

so a normalized is DOS measured in addition to a slowly varying background.  

• For V < 0: ( ) ( ), ,T E eV T eV eV> , the maximum transmission now occurs at 

,f SampleE E= . The background term and the term in the denominator are of the 

same order, but both are larger than at positive bias. Therefore, it is usually 
more difficult to probe the low−lying filled surface states of the substrate.  

By using the tunneling spectroscopic mode (STS), the LDOS is usually obtained 
by averaging hundred of I V− traces on a given location on the sample surface. The 
dI dV  can also be recorded on each point on a selected area. If the surface is 

well−ordered the extend of electronic states can then be mapped out 28. 

2.3.3. Inelastic electron tunneling spectroscopy 

Experimentally, the major part of the electrons pass across the tunnel barrier 
without energy loss, but a small amount can also release some of their energy due to 
scattering events. Measuring these events have given rise to inelastic electron 
tunneling spectroscopy (IETS) 29, 30, 31, 32, 33, 34. Considering the case of a molecule in a 
tunneling junction, electrons from the tip can be injected into this molecule and lose 
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part of their energy before tunneling to the sample electrode. This loss of energy can 
occur with the emission of photons or vibrations.  

Welmsley et al. 30 have reported very useful IETS spectra by measuring currents 
and voltages across a metal−insulator−adsorbate−metal (M−I−A−M) device in a 
special way that is able to extract vibrational and electronic spectroscopic information 
about the metals (magnons and photons), the insulator and the adsorbate 35. 
Additionally, relying on IETS developed by Jackvic and Lambe since 1960s 36, 
Binnig et al. 37 have reported the method for extracting the vibrational structure of 
single molecule.  

The advantages of IETS include 35: 

• Ultra−high sensitivity: less than 1013 molecules are required to provide a 
spectrum 29, 38, 39. 

• Overtone and combination bands are exceptionally weak 29, 33, 40, 41, 42, 43, 44, 45, 

46. 

• Optically, forbidden transitions may be observed as strong bands 47, 48, 41. 

• Oxide bands are generally less intense than adsorbate bands. It is possible to 
obtain adsorbate spectra in the “IR opaque” regions of oxide spectrum 29, 30, 31, 

32, 33, 34. 

Elastic tunneling 

In Ref. 33, Hips and Mazur have explained in detail the IETS by using an 
Al−Al2O3−anthracene−Pb diode (Figure 2.5). In their work, the free electron theory is 
used to model the metals (Al and Pd). The insulator (anthracene) is treated as a 
vacuum space. The electron states are filled up to the Fermi energy fE , the work 

function of the metal is given by Φ . Whenever a metal is brought in contact with an 
insulator, electrons flow via tunneling until the Fermi surfaces (from the two 
electrodes) are matched 33. As drawn in Figure 2.5, the HOMO (Highest Occupied 
Molecular Orbital) and the LUMO (Lowest Unoccupied Molecular Orbital) of 
anthracene are considered as well as a few schematically vibrational levels. 
Additionally, the interaction between the metallic electronde and the anthracene 
causes a shift in anthracene’s zero of energy but does not produce significant changes 
in its level spacing 33. 

Assuming that a small positive voltage, V , is applied to the Pb electrode ( )( )PbΣ  

in Figure 2.5(a). The molecule , X, being closer to the Pb than to the Al, its potential 
stays very close to that of Pb. At this point, electrons have sufficient energy to tunnel 
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into the empty states of ( )( )PbΣ  electrode 33. If the electrons do not lose energy, they 

tunnel elastically 33: 

 

Figure 2.5: Energy diagram for a mode Al−Al2O3−anthracene−Pb tunnel diode showing elastic and 
inelastic tunneling channels (a). The hatched regions present the filled states of the two electrodes. The 
area in the center shows the insulator and adsorbate. The HOMO and LUMO orbital energies and a 
few vibrational levels are indicated. Energy loss (equilibration) for tunneling electron occurs through 
a cascade process in the molecular layer electrode. The I V−  curve, conductance−curve, and the IETS 
spectrum resulted from an inelastic channel opening at V h eν=  are shown (b) 33.  

Inelastic tunneling 

 Besides elastic tunneling, there are also other tunneling mechanisms that could 
give contribution to the current. Through the tunneling process, the electronic charge 
interacts with time-varying molecular dipoles (electronic or vibrational) to induce 
excitation of the molecule in the barrier resulting to the loss of energy by the electron. 
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The inelastic channel just opens at the bias voltage of V h eν= , and results in 
additional final states with an associated increase in current due to this new channel 
33.  As depicted in Figure 2.5(b), there is a change in the slope of ( )I V  curve at 

V h eν= . Correspondingly, the dI dV curve shows a step at the same value of the 

voltage. Plotting the 2 2d I dV  versus V  produces a peak at V h eν= . The width of 
this peak depends on the sharpness of the onset of the inelastic process. The IETS line 
width depends on temperature and is about ~0.434T mV/K 49, T is the experimental 
temperature. Experimentally, an IET (Inelastic Electron Tunneling) spectrum is a plot 
of 2 2d I dV versus V 42, 50. 

2.3.4. Z−−−−V spectroscopy 

In this mode, the feedback loop is kept closed while the bias voltage V  varies. As 
a result, the regulator adjusts Z  in order to remain I  constant. The tip−sample 
distance variations Z  are stored as a function of V . 

This mode is often used to measure the height of the tunnel barrier, when eV  

becomes comparable to 
2

T Sφ φ

φ

+

= , the shape of the barrier progressively becomes 

triangular and when eV  becomes greater than φ , oscillations of the tip-sample 
distance are detected due to the occurrence of field emission resonances. The first 
experiments to show resonances caused by the localized states in the barrier was 
published by Binnig et al. 2. 

Despite that this mode is also able to detect the changes of the tip and sample 
density of state Tρ  and Sρ , it is not broadly used because of the lack of resolution . It 

is not allowed to do spectroscopy at both negative and positive biases in the same 
spectrum, because, when V  reaches to zero, the tip and the sample will enter into 
contact.  

2.3.5. I−−−−Z spectroscopy 

As described above, the tunneling current depends exponentially on the tip-
surface separation, i.e., 2 zI e κ−

∝ , and also on the effective work function φ . For large 

tip−sample distances, the effective work function must approach the surface local 
work function (but if the tip and the sample do not have the same work function, it 
will be an average work function) which is defined as the work needed to remove an 
electron from the solid’s Fermi level to a position far away from the surface, so that 
image force effects can be neglected. 

The work function of the substrate may exhibit some spatial variation, which can 
be easily determined because the work function of the tip is usually fixed. The most 
straightforward method to determine the effective work function φ  is to open the 
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feedback loop and quickly measure the current I  as a function of tip−sample 
separation z  51, 52, 53. Subsequently, ( )ln I  can be plotted versus the tip−sample 

distance: 

    ( ) 2

2
ln 2

2

m eV
I E z

φ 
≈ − − − 

 ℏ
  (2.25) 

If the sample bias is small, and the electronic structures of the sample and the tip are 
neglected, the effective work function, effΦ , can be extracted from the ( )ln I  curve 

versus tip−sample distance z : 
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d I
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Φ ≈  

 
    (2.26) 

2.4. The Omicron Low Temperature Scanning Tunneling Microscopy 

In this thesis, the main microscope I worked with is a Low-Temperature Scanning 
Tunneling Microscopy (LT-STM), a commercial product from Omicron 
Nanotechnology (Figure 2.6). It is able to perform experiments in Ultra-High Vacuum 
(UHV) (the pressure ~ 7.5×10-11) and also at low temperatures (77 K with liquid 
Nitrogen or 5 K with liquid Helium). All the UHV chambers are made of stainless 
steel and connected together via the gate valves.  

Additionally, during my secondment at Gerhard Meyer’s group in IBM Zurich 
Research Laboratory I worked with a home-built LT-STM combined with a photon 
detection system. 

The Omicron LT-STM consists of: 

2.4.1. The load-lock chamber 

It can be considered as the gate for loading the samples, the tips,… from the air 
into the UHV chambers. This chamber contains a sliding transfer rod with three 
places for positioning samples or tips. Samples are loaded through a viewport that can 
be opened. It has a viton gasket instead of a copper gasket. The disadvantages of 
using a viton gasket is the maximum bake-out temperature, 120 °C, that for some 
samples does not allow to desorb all contaminants. The vacuum level in the load-lock 
is limited, the highest vacuum is 1×10-9 Torr using a turbomolecular pump. 

2.4.2. The preparation chamber 

The vacuum in this UHV chamber usually reaches the value of ~7.5×10-11 Torr 
that is achieved with an ion getter pump and a Titanium Sublimation Pump (TSP). 
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When the load-lock and the preparation chambers are pumped down, the valve can be 
opened and the transfer rod of the load-lock can slide into the preparation chamber. 
The samples can be transferred into the preparation chamber by using the second 
sliding transfer rod located in the preparation chamber. Inside the preparation 
chamber, there is a storage place with 5 slots and a manipulator that allows storing 
and preparing the sample for the STM experiment. 

The manipulator can hold one sample and is able to move in three-dimensions and 
rotate around it axis. The manipulator has a resistive heater, a thermocouple and 
different electrical connections. As a result, the sample can be thermally prepared by 
resistivity heating or by an established current through it. Experimentally, the use of 
this manipulator is important because it allows the preparation of extremely clean 
samples and unpolluted tips. 

• In our experiments, the tip is made from a polycrystalline tungsten wire and 
prepared by electro-chemical etching process in NaOH solution. After that, it 
is introduced into the load-lock chamber and consequently to the UHV 
preparation chamber by the transfer rod. Whenever the tip is on the 
manipulator, the tungsten wire of the tip is connected to a finger at the ground 
potential and the manipulator is polarized, so that, the tip is heated by Joule 
effect. Regularly, the tip is baked out at high temperatures (about 1000 K, 
orange color) for several hours to get rid of the oxide by an established current 
running through the foil contacting the tip. Finally, some flashes are done to 
the yellow color to remove all the contaminants.  

• Resistive samples, like semiconductor, also need to be heated to remove their 
native oxide layer, to clean and also reconstruct the surface without defects. In 
this case, one end of the sample is polarized against the other and a current 
runs through the sample to be heated by Joule effect. 

• With metallic samples, the procedure is different as they are not resistive 
material. Usually, metal surfaces are cleaned by repeated cycles of ion 
sputtering and heating. The ion sputtering aims at desorbing the contaminants. 
Regularly, it is done with Argon gas and an ion gun facing the manipulator. 
Due to the fact that the surface is damaged by the sputtering process, the 
surface needs to be reconstructed by heating with the resistive heater of the 
manipulator. This sequence must be repeated several times for removing the 
contaminants of the surface.  

Below the manipulator, there is an evaporation stage. Once the selected material is 
put on this stage, it can be evaporated to adsorb on another sample hold on top in the 
manipulator. The presence of molecules in the atmosphere of the chamber is detected 
by a mass spectrometer. It is quite important to check out the desorption of materials 
when nanostructures are capped to be protected from air contaminants. Additionally, 
the preparation chamber also contains a gas inlet and a tungsten filament used for 
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special surface reconstructions like hydrogenation or nitridation. The gas (hydrogen 
or nitrogen) is cracked by the filament and heated to high temperature, then, the 
resulting ions are attracted by an electric field created by polarizing the sample. 

 

Figure 2.6: Outside view of the Omicron LT-STM and inside view (the inset image) of the STM 
chamber  

2.4.3. The STM chamber 

This chamber is maintained in UHV by an ion getter pump and a TSP. The base 
pressure at room temperature after bake−out is 7×10-11 T. There are six available 
positions in the carrousel for containing samples or tips and a wobblestick is used to 
transfer samples and tips into the STM. Two cryostats are connected to the STM to 
cool down the system. One of the two cryostats (the outer) acts as a shield and is filled 
with Nitrogen, whereas the second cryostat (the inner) can be filled up with Nitrogen 
or Helium corresponding to temperatures of 77 K and 5 K. 

While scanning, the tip is moved and the sample is fixed. The movements of the 
tips are classified as: 

• Coarse positioning is done through a “stick and slip” piezoelectric system. It 
makes possible to move the tip in the X, Y, Z coordinate system with 
displacements of 5 mm, 5 mm, and 10 mm, see Figure 2.7. 
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• Fine movements and images scans are made by a piezoelectric tube on top of 
which the tip is mounted. At room temperature, it can move over an area of 
10µm × 10µm and the tip is able to move in the Z  direction by some 
micrometers. As temperature decreases, the sensitivity of the piezo also 
decreases. As a result, for the same excitation, a smaller area is covered. For 
example: at 4K, the tube is only able to scan an area of 1.8µm × 1.8µm 
laterally and. The z−piezo extends over 0.2µm only. 

In order to be able to work with a high resolution, the system must be isolated 
from any vibration. As the STM is kept in high vacuum, there is no coupling with 
vibrations coming from the air, like acoustic wave, but the mechanical vibrations from 
the floor might affect the UHV chamber. So, the STM is mounted on an Eddy current 
damping system. While operating, the STM is in the suspended state at low 
temperatures. 

(feedback-controlled axis)

(fast scan axis)

(slow scan axis)

 

Figure 2.8: Simplified schematics of a STM. 

2.5. X−−−−Ray Photoelectrons Spectroscopy (XPS) 

Photoelectrons spectroscopy (or photoemission) had been developed since 1960s 
by K. Siegbahn et al. 54 based on the determination, at high resolution, of binding 
energy of electrons emitted from a material by the photoelectronic effect 55, 56. 
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Analysis of the binding energy allows to characterize precisely the chemical 
composition of the surface material, and to determine the chemical environment of 
different atomic species. 

2.5.1. Principle of XPS 

Figure 2.8 presents the photoemission energy diagram of a semiconductor. This 
energy diagram as is available for deducing the kinetic energy KinE  of electrons 

emitted from a semiconductor surface under illumination, the photon energy of an 
incident beam is hυ . The binding energy of electron LE and the workfunction of the 

material Sφ  are related to KinE  by: 

     Kin L SE h Eν φ= − −    (2.27) 

EKin

 

Figure 2.8: Energy diagram for the photoemission of a semiconductor material; KE is the kinetic 

energy; Sφ  is the workfunction of the material; LE  is the binding energy of electron; CE , FE , and 

VE  are the conduction band, Fermi and valence band levels respectively. 
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The presence of a continuum energy above the vacuum level allows the absorption 
of all photons with energy higher than the vacuum level: S LI Eφ= + , so there is no 

selection rule. The excess of energy is transferred to electrons in form of kinetic 
energy: KinE h Iν= − . 

There are two kinds of electrons that are collected in photoemission experiment:  

• Primary electrons: the electrons are emitted faster without collision before 
escaping from the material.  

• Secondary electrons: the electrons lose energy (inelastic diffusion) before 
they reach to the material surface.  

The spectra of collected electrons then are the combination of primary electrons 
and secondary electrons which have kinetic energy close to zero. Here, the emitted 
electrons are collected by a kinetic−energy analyzer which plays a role as a filter.  

During the measurement, the sample is electrically connected to the spectrometer 
(analyzer) via the sample holder, the electronic and the cable of the system is 
considered to have the Fermi level aligned with each other. The work function of the 
analyzer ( Aφ ) and the one from the sample ( Sφ ) are different due to the difference of 

the contact potential between the sample and the analyzer. Normally, Aφ  is smaller 

than Sφ , as consequence, there will be an acceleration of the emitted electrons when 

they reach the analyzer and their increase of energy will be: S Aφ φ− . Hence, the 

kinetic energy of the primary electron will be: 

   ( )Kin L S S A L AE h E h Eν φ φ φ ν φ= − − + − = − −  (2.28) 

All the spectra are displaced by the workfunction difference ( )S Aφ φ−  toward high 

energy (in case S Aφ φ> ). So, the electrons extracted from the sample can bombard the 

surface of the analyzer and also create secondary electrons. These electrons are not 
affected by the contact potential and contribute to secondary electrons of the sample 
in the final spectra. In order to distinguish two types of electrons in the spectra, it is 
better to use a potential difference between the sample and the analyzer: accE .  

By using accE , the kinetic energy of the primary electron becomes:   

    Kin L A accE h E Eν φ= − − +    (2.29) 

The equation in (2.29) shows that the kinetic energy of a primary electron 
measured by the analyzer does not depend on the workfunction of the material but on 
the workfunction of the analyzer.  
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For the expression (2.29), it is necessary to know the binding energy of the 
electrons emitted by the material but the workfunction of the analyzer generally is not 
continuous. So, to be able to solve this problem, the Fermi level of metal (Au, Ag, …) 
is preferred to be used experimentally for calibrating the scale of the kinetic energy by 
comparing it to the Fermi level FE  of the sample. 

2.5.2. XPS instrument 

The X−ray photoelectron spectroscopy requires to operate in a high vacuum 
environment (10−9 to 10−10 mbar). In fact, it is necessary to avoid the collision 
between electrons with molecules of residual gas before the electrons reach the 
analyzer. The illustration of the main elements of an XPS system is exhibited in 
Figure 2.10. It includes: 

• A source of monochromatic photon at an energy of 1487 eV in the wavelength 
range. 

• An analyzer that measures the kinetic energy of electrons.  

Additionally, there is also a system of vacuum pump used to maintain the ultra 
high vacuum inside the vacuum chamber where the measurements are carried out. 

 

Figure 2.9: Illustration of the main components of a XPS spectrometer 
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2.5.3. Analyzer and detector 

The analyzer that measures the kinetic energy of electrons is a device that allows 
to scatter the kinetic energy of electrons. Thus, it can be considered as a filter. Figure 
2.10 shows a Concentric Hemispherical Analyzer (or CHA) containing two 
non−oxidizing steel concentric hemispheres with radius 1R  and 2R  respectively for 

the inner and outer hemispheres.  

 

Figure 2.10: Schematic illustration of an electron−energy analyzer 

A negative potential is applied to both hemispheres as 1V  and 2V  ( 1 2V V< ) (Figure 

2.10). The entrance and exit slits have the width of 1W  and 2W  respectively and locate 

on the same plane with the centre of the two hemispheres. 0R  is the radius of the 

surface of homogenous potential sphere in the middle of the analyzer. 

The potential of this equipotential surface ( 0V ) is presented as: 

    1 1 2 2
0

02

V R V R
V

R

+

=     (2.30) 

This expression indicates that whenever the electrons reach the entrance slit with a 
kinetic energy of 0E eV= , they follow a path along the equipotential surface and then 

escape from the exit slit. The others electrons having an energy different from 0eV  

will follow others paths and will not exit the analyzer.  

0R , 1R  and 2R  are fixed, but 1V  and 2V  can vary. Therefore, it is possible to select 

the electrons (by their kinetic energy) to pass the analyzer and travel to the detector. 
However, it is necessary to keep the same absolute resolution E∆  (the FWHM of 
peaks) in all spectra. The relative resolution is defined as:  
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E

R
E

∆

=      (2.31) 

Considering an absolute resolution of 0.7 eV, it is necessary o have a relative 
resolution 0.07 for kinetic energy of E = 10 eV and another relative resolution of 
0.0007 for energy of 1000 eV. In fact, the resolution 0.0007 is not achievable unless 
the analyzer is as large as: 

   
0

E W
R

E R

∆

= =  with 1 2

2

W W
W

+

=     (2.32) 

In order to get the same absolute resolution on all spectra, the electrons are slowed 
by a system of electrostatic lens before going inside the analyzer. At the entrance of 
the analyzer, all the electrons have the same kinetic energy which is called the “pass 
energy”. Then, the Expression in (2.32) becomes: 

    
0 0

E W
R

E R

∆

= =      (2.33) 

0E  is fixed by the potentials imposed in the hemispheres of the analyzer. The 

electrons are slowed down with electrostatic lens until their energy reaches 0E . 

Thanks to these magnetic lenses, only the electrons with the kinetic energy of 0E  can 

be focused at the entrance slit of the analyzer.  

As the electron current arriving at the exit slit of the analyzer is in the order of 
some femto−Ampere ( 410 e s− ), the electrons are recorded as the pulse signal as a 
function of their kinetic energy. An electron multiplier is attached after the exit slit to 
ensure the efficiency of electron detection.   

2.6. Conclusion 

This chapter discussed the principles of the scanning tunneling microscope. 
Theoretical background of STM has been introduced based on quantum tunneling 
effect between two electrodes. The exponential dependence of the tunneling current 
on the tip-sample distance and its localization makes possible to image the surface 
with atomic resolution and even probes the density of states and electronic 
configuration of single nano-object through the STS technique. Various types of 
spectroscopy modes were presented as I V−  spectroscopy, Z V−  spectroscopy, 
I Z− spectroscopy. Those modes will be quite useful to study the electronic 
properties of nano−objects. Finally, in order to better understand the environment of 
the nano−objects, the analysis of photoelectrons can be performed with X−ray 
photoelectron spectroscopy. 
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Chapter 3 

Manipulating the charge state of a Si 

dangling bond 

3.1. Introduction 

The properties of semiconductor materials are strongly affected by impurities and 
point defects. These types of imperfections modify the chemical bonds, the crystalline 
structure, the lattice stability and also the atomic arrangement. Those defects also give 
rise to localized states that create electron trapping sites, which are empty or occupied 
depending on the electrochemical potential of the crystal. Understanding the change 
of charge state of a single point defect is crucial since it governs many important 
properties of materials, such as the conductivity 1, 2, color 3, chemical reactivity 4, 5, 
and the diffusion of atoms 6, 7. The transport through single dopants in gated 
nanowires had been investigated 8. With a STM tip, the charges which was induced on 
a small grain has been showed 9, also the charge switching on a single donor was 
reported 10. Via the tip−induced decharging of the Mn acceptors in InAs, the influence 
of the manipulated charge on scanning tunneling spectra and the screened potential of 
the charged acceptor were introduced by Felix Marczinowski et al. 11. The controlling 
of the charge state of individual gold atoms on insulator layers by adding or removing 
a single electron to or from the adatom with a STM tip has also been demonstrated 12.  

 A detail understanding of the charge state of single point defects is extremely 
important for improving the transport properties, optical properties of materials for 
the fabrication of electronic devices. However, knowing the Coulomb energy, U, is a 
challenge to overcome the problem of charge manipulation of a point defect. Due to 
the strong localization of the defect state and depending on the screening strength of 
the host materials, U can be in order of a few eVs 13. Several techniques like deep 
level transient spectroscopy, capacitance measurements and optical experiments also 
allows the determination of the coulomb energy, but all of them probe the 
macroscopic properties of a sample and can not simultaneously characterize the nature 
of the point defects and measure the Coulomb interaction. It is true for the case of the 
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Si dangling bond (DB), the major type of defects found in amorphous silicon and also 
at the Si/SiO2 interface 14, 15, 16, 17.  

 In this chapter, we present a new method to measure the Coulomb energy of a 
point defect with the STM spectroscopy  technique (STS) at low temperature (~ 5 K) 
in ultra high vacuum (~ 8×10-11 T). The thermal annealing of the highly B−doped 
Si(111) surface at high temperature results in a small residual concentration of defects 
holding an electronic state lying in the band gap of the semiconductor 18. Although, 
high current, larger than few nano−Ampere, can be driven through this state. Injecting 
two electrons into the same state requires o overcome their Coulomb interaction. We 
will describe how the Coulomb energy can be measured and compose it to theoretical 
tight−binding calculations. This comparison will highlight the screening induced by 
the metallic tip.  

3.2. The Si(111)−−−− 3 3 30R °

×  −−−−B surface 

3.2.1. Reconstruction of the Si(111)−−−−B surface 

 Si is known as the second most abundant chemical element on the earth's surface 
(after oxygen), but naturally Si is found in form of silicon dioxide SiO2. But for 
devices applications, it must be purified and crystallized in order to get pure Si 
monocrystals.  

 

Figure 3.1: Crystalline Diamond structure of Silicon, that is made of two face-centered cubic (fcc) 
lattices. 
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Crystalline silicon has a diamond structure, with a lattice parameter, a , of 543 pm, 
which is made of two intricated fcc lattices, one at the origin and the second shifted by 

, ,
4 4 4

a a a 
 
 

, as shown in Figure 3.1. Naturally, the cleaved ( )111  surface in Ultra High 

Vacuum (UHV) forms the 2 1×  reconstruction 19, 20. But this reconstruction is not 
stable at high temperature where it becomes the well-known 7 7×  reconstruction 
which was imaged early by Bignnig et al. 21. The 7 7×  is the most common 
reconstruction of the Si(111) surface. 

 

Figure 3.2: Atomic relaxation of Si adatom on 3 3 30R× °  reconstruction surface. (a) a B atom 
occupies the S5 position and the dangling bond state is empty, (b) S5 is filled up with a Si atom and the 
dangling bond is partial with an electron. 

However, when Boron impurities are incorporated at a high concentration the 

surface structure turns into a 3 3 30R °

×  reconstruction which was firstly observed 
by RHEED 22. When a B−doped silicon crystal is heated, the B impurities segregate 
and a majority of impurities stabilize in the subsurface layer at the substitutional 
position 5S  23. The surface has two main adsorption sites: a threefold hollow site 3H  

and a threefold occupied site 4T , which is on top of the 5S  position. If Si adatoms 

adsorb at the 4T  position, a charge transfer from the Si adatoms to the substitutional B 

atoms occurs, making the last adatom DB (Dangling Bond) state  passivated 16 (Figure 
3.2a). Inversely, if the substitutional position 5S  is occupied by a Si atom, the DB is 

partially filled with an electron making the unpassivated state 16. This is only true for 
the small clusters shown below. In fact, for the real surface, the electrons also leave 
the DB and recombine with a hole provided Boron impurities in the bulk. However, 
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the electronic structure of both types of DB differs from each other. In the second one, 
the ground state related to the dangling bond is positioned in the band gap and will be 
discussed later.  

3.2.2. Sample preparation 

 In our experiments, the sample is prepared by establishing a DC current through 
the sample for heating. The annealing process is automatically controlled by 
programming the temperature. This latter parameter is checked with a pyrometer as 
described below: 

1. The B-doped Si(111) surface is heated gradually to 950 °C with a pressure kept 
lower than 5x10-10 Torr. This step will help in degassing the sample and 
removing the native oxide layer. 

2. Since the Carbon atoms can make up to four covalent bonds, they are usually 
strongly bond to Si atom. Therefore, several flashes at around 1200 °C are 
done for 5 or 6 seconds to remove the Carbon contaminants. 

3. After flashing the sample, the temperature is reduced to 950o C and 
maintained there for several hours in order to allow the segregation of Boron 
dopants towards the surface. During this step, the number of substitutional 
Boron atoms at the S5 sites can be tuned by well controlling the duration of 
this process. 

4. Finally, the temperature is slowly decreased from 950 °C to 700 °C in about 2 
hours to keep a sufficient adatom mobility during the reconstruction of the 
surface. After this step, the temperature is lowered at a faster rate.   

 The sample then is loaded into the STM chamber kept at the liquid helium 
temperature (5 K). A sharp clean Tungsten tip is used to scan the sample surface and 
the surface topography is recorded at constant current mode. In order to study the 
electronic configurations of the Si DB, tunneling spectroscopic measurements were 
performed with a lock-in amplifier.   

3.2.3. Topographic image of the Si(111) −−−− 3 3 30R °

× −−−−B surface 

 The segregation of B atoms at the temperature higher than 900 °C results in the 
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replacement of Si atoms located just under the Si adatom position 16. But for a few 
atomic sites the substitution does not take place, leading to the occurrence of bright 
adatoms in the empty state STM image of the surface 18. Fig. 3.3(a) shows a large-

scale constant−−−−current image of the Si(111) −−−− 3 3 30R °

× −−−−B surface (Vbias = + 1.5 
V) where several types of defect are seen. Particularly, two isolated bright Si adatoms 
are visible and their contrasts extend up to region limited by the six first neighbors on 
the surface. Where as, a considerable number of dark atoms can be seen in Figure 
3.3(a), those are related to the subsurface B dopants located at least 4 atomic layers 
below the surface 18. 

 

Figure 3.3: STM image of the Si(111)− 3 3 30OR× -B surface at 5 K. (a) Large scale image where 
adatoms are clearly seen. Most of them have the same contrast and correspond to Si adatoms with a 
Boron atom underneath. In contrast, two Silicon adatoms appear much brighter and correspond to the 
configuration with a Si atom underneath (Vbias = +1.5 V and Iset = 1.8 nA). (b) higher magnified view 
of a bright Si adatom and (c) profile curve along the line denoted in (b). 

 The brighter adatom is seen more clearly in Fig. 3.2(b). Its contrast was explained 
to arise from the localized state of the DB that is positioned in the Si band gap 18. The 
height profile curve in Fig. 3.3(c) shows the difference in height between a Si adatom 
and one of the first six neighbors and a bare Si atom on Si(111)- 3 3 30R °

× −−−−B 
reconstruction. The average difference in height of approximate 1 Å and 0.6 Å are 
found between a DB and one of the first six neighbors with a passivated Si adatom far 
from the bright adatom respectively. Those values are consistent with the ones 
reported by I.-. Lyo et al. 16. 
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3.3. Coulomb energy determination of a single Si dangling bond   

3.3.1. Tunneling spectroscopic measurements of a Si adatom 

 In order to study the electronic configurations of the Si DB, tunneling 
spectroscopic measurements were carried out with a lock-in amplifier. As shown in 
Fig. 3.4(a), three types of tunneling differential conductance spectra have been 
acquired: 

  (i). On a bright adatom. 

  (ii). On one of the six first neighbors. 

  (iii). On a passivated Si adatom positioned a few nanometers away from a 
bright adatom. 

 It is easy to recognize dissimilarities between the three dI dV  curves, although all 
curves were performed at the same setpoint current of 0.6 nA and with the same 
parameters used for lock−in amplifier (Vmod = 6 mVp-p, fmod = 495 Hz). On a bare Si 
atom located a few nanometer away from a bright adatom [curve (iii)], the curve 
shows a large region without signal that extends up to +1.11 V. This onset corresponds 
to the the position of the conduction band edge CE . Indeed, the bulk is p−type doped 

with Fermi level lying 100 meV below the valence band edge 24. Above CE , a peak 

exists and has been attributed to the empty state of the DB due to the capture of 
electron by the subsurface B atoms. Therefore, the zero conductance zone in curve 
(iii) corresponds to the band gap of passivated Si atom. In curve (i), measured on a 
bright Si adatom, a prominent peak occurs and is followed by a negative peak at a 
higher voltage. Both peaks are positioned in the Si band gap revealing a negative 
differential resistance (NDR) behavior. The linewidth of the peaks is related to the 
strong excitation of the vibrational states 18, the first vibronic state being already 
observed in the dI dV  curve at the upward edge of the positive peak.  

Interestingly, the tunneling spectroscopic measurements performed on the six first 
adatom neighbors of a bright adatom [curve (ii)] show one peak positioned just below 
the conduction band edge. This peak, centred at +1.05 V, has a sharp linewidth, which 
was found to be limited by the amplitude of the modulation. The smallest linewith that 
was found to be 3 meV. It contrasts with the broad peak observed on a bright adatom. 
This difference could be seen more clearly by mapping out the electron density at the 
energies of the positive broad peak and the sharp peak. Fig. 3.4(c) and 3.4(d) shows 
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the dI dV conductivity maps measured at 0.5SV V= +  and 1.5V+ , respectively. The 

spatial extent of the square of the wave function related to both states is quite 
different. The electronic state corresponding to the broad peak is strongly localized on 
the bright adatom in agreement with the radius expected for a deep bound state 25, 
while the state related to the sharp peak radially extends over a few atomic sites 
around the bright adatom. 

 

Figure 3.4: (a) Tunneling differential conductance spectra measured on (i) a non passivated bright Si 
adatom with empty dangling bond, (ii) one of its six first neighbours and (iii) a passivated Si adatom, 
as indicated in (b). The spectra were measured at a setpoint current of 0.6 nA (Vmod = 6 mVp-p, ƒmod = 
495 Hz). The conduction band edge is labelled EC. (b-d) Spatially resolved tunneling spectroscopic 
measurements obtained on a bright adatom: (b) topographic image (sample voltage Vs = +1.60 V, 
tunneling current It = 3.0 nA, scale bar 1 nm), (c) and (d) dI/dV conductivity maps measured at Vs = 
+0.50 V and +1.05 V respectively.   

3.3.2. Electronic structure of a positively charge Si DB 

 The origins of the peaks observed in Figure 3.4 are explained as follows: due to 
the high concentration of Boron acceptors in the sample (resistivity of 1 mΩ.cm), the 
Fermi level is positioned at the top of the valence band. Therefore, the DB is 
positively charged (n=0) (here n implies the number of electron) until an electron is 
transferred from the tip, resulting in a neutral DB (n=1). The broad peak thus 
corresponds to the (+/0) transition level [Figure 3.5(a)]. As mention in the experiment 
of Fig. 3.4, the intensity of the current transferred through the DB is much smaller 
than the intensity required to saturate the current 18. Thus, the DB remains positively 
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charged on average. It induces a screened Coulomb potential that attracts a 
hydrogenic–like state below the conduction band edge. From the wave function 
mapping in Fig. 3.4(d), it shows clearly that the weight of the wave function for this 
state, related to the sharp peak, is zero at the position of the bright adatom. Hence, this 
wave function is orthogonal to the ground state of the neutral DB. For that reason, the 
sharp peak is identified as the level (+/0*) for the transition from the positive charge 
state to the first excited state of the neutral DB [Figure 3.5(a)]. 

 The sharp linewidth of the peak is consistent with a state that can not couple to the 
main vibrational mode of the Si adatom, because the wave function is zero at the 
position of the Si adatom. Additionally, its localization is consistent with the spatial 
extent of 3 to 5 nm of shallow levels measured by tunneling spectroscopy of 
subsurface donor and acceptor in other semiconductor surfaces with similar dielectric 
constants 26, 27. 

 

Figure 3.5: Available electronic states of a non passivated dangling bond as a function of the 
occupation probability f. (a) At large tip-sample distances, f is small and the dangling bond (DB) is 
empty and thus positively charged on average. When the tip Fermi level is close to the conduction band 
(CB) edge, the DB ground state and first excited state contribute to the tunneling current giving rise to 
the transitions (+/0) and (+/0*) respectively. (b) At small tip-sample distances, f is close to 1 and the 
DB ground state is continuously occupied. The degeneracy of the DB ground state is lifted and 
electrons are transferred when the tip Fermi level becomes resonant with the transition level (0/−). The 
tunneling rates through the different states are indicated by arrows and the rate through the DB ground 
state is labelled W. The valence and conduction bands, tip Fermi level, sample bias and effective intra-
atomic Coulomb repulsion energy are respectively labelled VB, CB, EF,Tip, V. 

3.3.3. Occupation probability  

 By increasing the setpoint current, the current intensity transferred through (+/0) 
increases and finally becomes saturated. Such behaviour is clearly seen in Fig. 3.6, 
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where, for the DB studied in this case, the saturation of the inelastic current through 
(+/0) is measured for a current setpoint of 35 nA. The current through (+/0) is 
expressed in permanent regime as 28: 

     
( )

( )/0 1I e f W
+

= − −     (3.1) 

where W  is the tunneling rate between the tip and the DB, and f  is the occupation 
probability of the DB state. The transport through a DB’s non resonant ground state is 
demonstrated to be a two−process that involves the tunneling of an electron from a tip 
state to the DB state and, then, non−radiative recombination of the electron with a 
hole from the valence band 18. Hence, as I  must be equal to the current generated 
from the capture of hole by the DB, we obtain from the intensity at saturation: 

     
( )/0 / Maxf I I
+

=     (3.2) 

with Max pI ec p= − , pc  is the hole capture coefficient of the DB and p  is the hole 

concentration, respectively 25.  

 Experimentally, MaxI is determined by searching for the value at saturation of the 

tunneling current measured at the energy of the transition level (+/0). From the set of 
tunneling current spectra shown in Figure 3.6 measured at sample bias of +1.6 V, the 
value of the intensity at saturation is around 23.7 nA. by measuring the intensity of the 
current transferred through the DB for each setpoint current allows plotting the 
variation of f , as displayed in the inset of Fig. 3.6. When the tip−sample distance is 

large, W  is small in comparison with pc p  and f  is close to zero, corresponding to a 

predominantly positively charged DB. Conversely, when W  is higher than pc p , f  is 

close to unity and the DB is continuously occupied with one electron. In this regime, 
the transfer of the second electron into the DB should give rise to a second peak (0/−) 
which is separated from (+/0) by the screened electron−electron interaction estimated 
in the range from 0.2 to 1.2 V, depending on the environment of the Si DB 29, 30. 
Nevertheless, no additional peak is visible at high setpoint currents between 0.8 and 
1.6 V in Fig. 3.6.  

 Interestingly we notice that the tunneling current decreases once the tip Fermi 
level is higher than the level (+/0), measured at Vs=0.79 V for a setpoint current of 35 
nA [Fig. 3.6]. Such effect occurs because the electrons resonantly tunnel at the energy 
of (+/0) and the probability of transmission is strongly peaked near the Fermi level of 
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the tip 31. Once the tip Fermi level becomes higher than the transition level (+/0), the 
probability transmission decreases resulting in a smaller current. This reduction of 
current explains the observed negative differential resistance (NDR). Consequently, 
the condition that the DB is continuously filled with one electron is never fulfilled 
when the tip Fermi level is higher than (+/0). In this respect, tunneling through (0/−) is 
unlikely to occur unless the current at saturation is maintained constant for energies 
above (+/0). 

 

Figure 3.6: Tunneling current spectra measured on a non passivated bright Si adatom for different 
setpoint currents at a sample voltage VS = +1.6 V. Inset: Measured variation of the occupation 
probability f with respect to the tunneling current setpoint.  

 However, the dependence of the transmission probability on energy for 
transferring an electron through a single energy level that is weakly coupled to the 
leads generally results in a reduction of the tunneling rate for energies above the DB 
ground state 32. Therefore, the occupation probability of the DB can not be kept 
constant when the sample voltage increases, preventing the defect from changing its 
charge state. 

3.3.4. Transition from the neutral DB to the negative charge state 

 To circumvent the mentioned limitation in the section 3.3.3, spectroscopic 
measurements have been performed with closed feedback loop. In this “mode”, the 
tunnelling current remains constant by changing the tip height to cancel any decrease 
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of W , while the tip Fermi level is shifted above (+/0) (see Figure 3.7(a)). As a result, 
the tip retracts as the voltage increases (as shown in Figure 3.7(b)). In these 
conditions, if the current set−point corresponds to the current required to saturate the 
empty DB, there is a continuous occupation of the DB with one electron preventing 
the injection of an electron through (+/0*) (first excited state of the neutral DB) when 
the tip Fermi level become aligned with this level. This behaviour can be clearly seen 
in the variation of the (+/0*) intensity with respect to the tunnelling current setpoint 
when measured on the first neighbours of the bright adatoms. 

 

Figure 3.7: Tunneling spectroscopy at constant current, also called the constant tunneling current (a) 
and the variation of tip−sample distance Z(V)  (b) versus the sample bias V measured on one of the first 
six neighbors of a bright adatom with closed feedback loop. 

Figure. 3.8 gives an example of such measurements performed on one of the six 
first neighbours of a bright adatom. The constant-current differential conductance is 
measured at a frequency higher than the cut-off frequency of the feedback loop (the 
frequency level above which the feedback loop operates ineffectively). Whatever the 
tunnelling setpoint current is, the current could be kept constant between 0.8 and 1.0 
V , due to the tunnelling of electrons into the tail of the DB ground state. At small 
tunnelling setpoint currents, a step and a sharp peak are clearly visible in the ( )Z V  

and dI dV  spectra, respectively, this peak corresponds to electron tunnelling into the 
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(+/0*) level. With the increase of tunnelling setpoint currents, the step in the ( )Z V  

curve quickly disappears and is replaced by a smoother step that is attributed to the 
edge of the conduction band (Figure 3.8). In the dI dV  spectra, the peak related to 
(+/0*) is still resolved, but its intensity decreases. Such decrease is consistent with an 
increase of the occupation probability of the DB, preventing the excited states from 
being further filled. For a setpoint current of 22 nA, a new downward step emerges 
below +1.4 V in the dI dV  curve. 

 

Figure 3.8: Spectroscopic measurements performed on the first neighbour of a non passivated bright Si 
adatom for different tunneling setpoint currents. The feedback loop was maintained close to keep the 
tunnel current constant and thereby filling continously the DB ground state even at larger voltages. 
Variation of (a) the tip sample distance and (b) the differential conductance  as a function of the sample 
voltage. The peaks labelled (+/0), (+/0*), (0/-) and Ec respectively correspond to the transition from the 
positive charge state to the ground state of the neutral DB, the transition from the positive charge state 
to the first excited state of the neutral DB, the transition from the neutral DB to the second electron 
excitation of the ground state and the bottom of the conduction band. The frequency of the lock-in 
amplifier was set at 2.0 kHz. The spectra were averaged, except for the data corresponding to It = 
10nA, where a single curve was acquired. Inset : Tunneling differential conductance spectrum 
measured on the non passivated bright Si adatom with the feedback switched off to measure the energy 
transition (+/0)  (VS = +1.6 V, It = 2 nA). 
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 For It = 28 nA, this step turns into a strong peak, while the signal becomes more 
noisy for the voltages below this peak. We attribute this peak to the transition (0/−) 
that is centred at the sample bias of 0.65 V. From the inset of Figure 3.7(b), showing 
the position of (+/0), measured with the feedback open, we deduce: 

      ( ) ( )0 0 0.75E eV∆ = − − + =   (3.3) 

3.3.5. Coulomb repulsion in the DB 

In case the DB is occupied by n  electrons, the total energy is written as in Ref. 30: 

   ( ) ( ) ( )

2
2

,
2 2o n

Un k
E n Q n F q Q q Qε= + − − + −  (3.4) 

where q  is the configuration coordinate for the displacement of the DB and Q  is the 

coordinate where the energy of the oscillator is the lowest, oε  is the bond energy of 

the tetrahedral hybrid without distortion, k  is the stiffness of the oscillator and nF  is 

the force induced by n  electrons on the DB state (by convention, 0 0F =  and 1F F= ). 

The level (0/−) being resonant in the CB, we assume that there is no supplementary 
force ( 2F F= ) when a second electron is injected in the DB state due to its short 

lifetime. Indeed, the full width at half maximum (110 meV) of the (−/0) resonance is 
large compared to the vibration energy of the DB (30 meV 18) and such linewidth 
suggests a strong coupling with the states of the conduction band. Following Huang−

Rhys theory in the strong electron−vibration coupling regime 33, the energy of the 
tunneling peak maximum related to the first transition level is given by (See Figure 
3.9): 

    ( ) ( ) ( )0 0/ 0 1, 0,E E Q E Q+ = −    (3.5) 

where Q  is the minimum of the oscillator when an electron resides in the 

dangling bond. From Equation (3.4), ( )01,E Q  and ( )00,E Q  can be written as:  

    ( ) ( ) ( )

2

0 0 00,
2n

k
E Q F q Q q Q= − − + −  (3.6a) 
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and 

   ( ) ( ) ( )

2

0 0 0 01,
2 2

U k
E Q F q Q q Qε= + − − + −   (3.6b) 

Combining (3.5), (3.6a) and (3.6b), we have: 

     ( ) 0/ 0
2

U
E ε+ = +      (3.7) 

The energy of the tunneling peak corresponding to the transition level from the 
neutral charge state to the negative charge state of the DB is given by: 

    ( ) ( ) ( )1 10 / 2, 1,E E Q E Q− = −   (3.8) 

Based on Equation (3.4), we have: 

   ( ) ( ) ( )

2

1 0 1 12, 2 2
2

k
E Q U F q Q q Qε= + − − + −  (3.9a) 

and 

   ( ) ( ) ( )

2

1 0 1 11,
2 2

U k
E Q F q Q q Qε= + − − + −   (3.9b) 

Substracting equation (3.9a) to equation (3.9b), we get: 

      ( ) 0

3
0 /

2

U
E ε− = +    (3.10) 

From (3.7) and (3.10), the energy difference between (+/0) transition and (0/−) 
transition is determined: 
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    ( ) ( )0 0E E E U∆ = − − + =   (3.11)   

 

Figure 3.9: (a) Energy diagrams sketching the two−step transport process: (1) the energy, eV, of the 
electron in the tip is tuned via the STM bias voltage, to become resonant with the dangling−bond state 
(DB) at a given vibrational state; (2) when sufficient energy has been transferred to the adatom, the 
probability of nonradiative transfer of a hole from the partially empty band of Boron impurities 
becomes high enough. The conduction and valence bands are, respectively, labeled by CB and VB, the 
tip and silicon Fermi levels by EF,Tip and EF,Si. (b) Total energy curves as a function of the vibrational 
coordinate, Q, of the dangling-bond. On the left graph (process 1), the adatom in its ground state (top 
parabola) changes its charge state and its total energy corresponds to the bottom parabola, centered at 
Q = Q0. On the second diagram, the adatom in the excited state (top parabola) may dissipate up to S 
quanta of vibration of energy ωℏ , corresponding to the Franck-Condon shift dFC (process 2). Finally, 
the electron is transferred into the degenerated band of Boron impurities, leaving the adatom in a 
vibrationally excited state about its initial position (process 3); E0 is the ionization energy 18. 

Using the simple electrostatic arguments, a Coulomb charging energy U = 1.2 eV 
has been estimated for a DB at a free Si surface 30. Our measured value (~0.75 eV) is 
smaller. This reduced value could be caused by the screening of the metallic tip. To 
check that hypothesis, we performed self-consistent tight binding calculations on 
spherical Si nanocrystals. In this method, one DB has been introduced at the 
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nominally hydrogen passivated surface and the variation of the DB energy upon 
addition of a charge was calculated. The tight binding method provides a very good 
description of the dielectric screening and allows studying non−periodic (to avoid 
long-range interactions) systems containing up to 1700 atoms (diameter of ~4 nm). 
The Hamiltonian is written as 0H H W= +  where 0H  is the bare Hamiltonian 
parameterized in Ref. 34 and W  is the potential induced by the variation of charges in 
the system. Since the potential is slowly variable, only the diagonal matrix elements of 
W  are considered: on an atom i , ijW  is given by ij

j

e V− ∑  where ijV  is the potential 

caused by the charge jq  on the atom j . For an isolated nanocrystal, ijV  is simply 

equal to j ijq R  with Rij is the distance between the two atoms ( iii qvV 0=  where 

0 10.6v =  V represents the intra-atomic interaction 35, 36). The Hamiltonian matrix is 

diagonalized and the net charge on each atom is deduced from the occupied states. 
The problem is solved iteratively until self−consistency, for two charge states of the 
DB (see Figure 3.9). 

The influence of the tip is simulated by a metallic plane perpendicular to the 
surface and lying at 1 nm from the DB. The metallic plane is described by the image 

charge method, i.e. '
1 1

ij j
ij ij

V q R R
 

= − 
 

 where '
ijR  is the distance from the atom i  

to the image of the atom j with respect to the metallic plane. In all the cases, we obtain 
that the charging energy varies like 0U b R+  where R  is the nanocrystal radius. The 

term b R comes from the uncomplete screening in the finite system 35 and 0U  is the 

charging energy in the limit R → ∞ . For an isolated nanocrystal, we obtain b=1.44 
eV.nm and U0=1.12±0.06 eV, confirming previous estimations 30. In presence of a tip, 
we get b=1.29 eV.nm and U=0.82±0.06 eV, in good agreement with the experimental 
value of 0.75 eV. 

3.4. Conclusion 

In summary, in this chapter the correlation effects in a single atomic orbital have 
been studied. By performing tunneling spectroscopic measurements where the voltage 
dependence of the transmission probability is cancelled, the transition from the shell-
tunneling regime to the shell-filling regime of a Si DB on a B-doped 
Si(111) 3 3 30R °

× surface has been analyzed. We emphasize that this method can be 
applied to a wide range of quantized system from single atoms and molecules to 
inorganic nanostructures. It is a prerequisite to ascertain that correlation effects occur 
when tunneling spectroscopic measurements are performed and it should be quite 
helpful to discriminate the electronic states probed by STM on individual 
semiconductor nanocrystals. 
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Chapter 4 

Bipolar transport in PbSe nanocrystals 

with partial CdSe shell 

4.1. Introduction 

The exceptional properties of semiconductor QDs or NCs, like: high efficiency, 
tunable electronic properties, narrow luminescence, blueshift of the optical band 
gap…, make them attractive for various applications, such as: biolabeling when used 
as LEDs (Light Emitting Diodes) 1 and single−electron tunneling devices 2. However, 
applications related to light emission have been limited partially due to the 
intermittent quenching of their photoluminescence which makes them turning on or 
off randomly 3 at no particular timescales 4. The fundamental mechanisms of this 
behaviour is assumed to be caused by extra charges in the nanocrystal that enhance 
greatly the non−radiative decay rates 5, 6. These charges arise from the separation of 
photoexcited electron−hole pairs, and are long−lived, as one charge carrier from the 
pair probably resides at the nanocrystal surface in deep−trap energy states 3, 7, 8.  

Similarly, measurements of the tunneling current acquired on top of a single 
semiconductor QDs placed in a double barrier tunneling junction also exhibited noise, 
which was attributed to the fluctuations of charge in the NCs environment 9. Great 
efforts have been done in order to reduce the trapping of charge carriers on the surface 
of the NCs and the growth of a shell layer around the NCs has been considered as an 
effective solution 10, 11. With the appearance of a shell as a protecting layer of NC core 
the continuous photoluminescence has been found 7, also the addition of the shell 
results in the formation of heterostructures, where the localization of charge carriers 
may be significantly modified with respect to the core only 12, 13, 14, 15. As a good 
control over the optical properties of heterostructured NCs is required, the knowledge 
of the carrier localization in the heterostructured NCs implies thorough studies of their 
electronic structure. 

A prototypical case concerns PbSe NCs that emit in the infrared range and suffer 
from a reduction of the quantum yield with time as a consequence of surface 
oxidation of the NC 16. By capping the core with a CdSe shell, it has been shown that 
the brightness stability of the core−shell NCs increases 17. But the origin of the optical 
transitions is not still well understood 18. In this chapter, we study the electronic 
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structure of PbSe/CdSe core/shell NCs by mean of scanning tunneling spectroscopy 
(STS) at low temperature. Tunneling spectroscopy on these systems is based on 
resonant tunneling across a double−barrier tunneling junction 19, 20. So far, most of the 
tunneling experiments have dealt with asymmetric junctions, where the tip−NC 
distance was larger than the NC−substrate distance, giving access to the 
quasi−particle band gap of the NCs and to the energy separation between the lowest 
quantized levels of the conduction band (CB) and valence band (VB) 21, 22, 23. 
However, in case of a core/shell structure, the potential drop across the tunneling 
junctions is strongly modified as the consequence of an additional shell, making the 
interpretation of the tunneling spectra delicate 24.  

In this study, we show that the potential drop across both tunneling junctions is 
rather symmetric when we study PbSe/CdSe core/shell NCs with an intended shell 
thickness of 0.4 Å. As a result, the peaks observed in the tunneling spectra at both 
negative and positive voltages are related to one type of charge carriers only, that 
corresponds to holes for most of the NCs. Such configuration is appropriate to 
investigate the shell−filling regime and measure the charging energy in such quantum 
dots. As the nature of the tunneling charge carriers varies from NCs to NCs, the shell 
structure has also been investigated by photoemission spectroscopy. It reveals the 
existence of a partial shell that accounts for the fluctuations of the potential drop 
measured across the tunneling junctions, depending on the orientations that the NCs 
have adopted on the substrate. 

4.2. Experiment details 

For our experiment, PbSe core particles were synthesized according to literature 
methods 25. The formation of the shell was achieved via the cationic exchange of Pb 
by Cd, where a mixture of Cd oleate was added to the PbSe NCs suspension in 
toluene heated at 100 °C 26. The reaction leaves unchanged the mean diameter of NCs 
at 7.9 nm and was halted when the replacement of the outermost Pb atoms by Cd 
cations yielded as a shell thickness of 0.4 nm. To create stable samples for tunneling 
spectroscopy measurement, Langmuir−Blodgett (LB) monolayers were formed by 
dropping the resulting NCs, suspended in CHCl3 on a Langmuir through, followed by 
a single−stroke compression of the Langmuir film. The transfer of PbSe/CdSe QDs to 
a flame−annealed Au(111) substrate was typically achieved with a surface pressure of 
25 mN/m, as shown in Figure 4.1.  

The sample was then quickly loaded in an ultra high vacuum (UHV) system 
containing an Omicron Low Temperature Scanning Tunneling Microscope 
(LT−STM). In order to remove residual organic contaminations, the sample was 
annealed at 120 oC for several hours in high vacuum. The spectroscopic experiments 
were performed on individual nanocrystals with different diameters by measuring the 
dynamic differential conductance using a lock−amplifier (normally, we used Vmod p−p 
= 11−15 mV and fmod = 0.5−1 kHz) at Helium temperature (4.8 K). 
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Figure 4.1: Langmuir–Blodgett technique for depositing NCs: (A) schematic illustration of 
compression of nanomaterials by barrier motion at the air/water interface and (B) transfer process of 
monolayer NCs onto the substrate 27. 
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For studying the core levels by X−ray Photoelectrons Spectroscopy (XPS), a 
monochromatic Al Kα X−ray source and an analyzer pass energy of 11.75 eV were 
used. Under these conditions, the overall resolution as measured from the FWHM 
(Full Width at Half Maximum) of the Ag 3d5/2 line is 0.55 eV. The binding energy 
scale is calibrated using the Au 4f7/2 line at 84.0 eV. The acceptance angle of the 
analyzer has been set to 14° and the angle between the incident X-rays and the 
analyzer is 90°. The detection angle of the photoelectrons is 45°. For the core level 
decomposition, we use Voigt functions and a least-square minimization procedure 
after standard Shrley background substraction. The different components are modeled 
with the same parameters, i.e. the Gaussian and Lorentzian broadenings are kept fixed 
for each component of a given core level. The spin orbit splitting for the Cd 4d, Se 3d 
and Pb 5d peaks was set at 0.67 ± 0.05 eV, 0.65 ± 0.05 eV and 2.61 ± 0.05 eV 
respectively. 

4.3. STM images of a monolayer PbSe/CdSe core/shell NCs 

STM was successfully used to image a monolayer of PbSe/CdSe NCs. For 
example, a constant current height image of a LB monolayer of PbSe/CdSe core/shell 
NCs transferred onto an Au(111) surface is shown in Figure 4.2(a). The layer of 
nanocrystals has a two dimensional close−packed arrangement with local hexagonal 
packing, as presented in Figure 4.2(b). All the images are acquired at the sample 
voltage Vs of +2 V and a tunnelling current Iset of 10 pA. From the large scale image 
in Figure 4.2 and the corresponding Fourier transform image (see Figure 4.2(c)), an 
average dot−to−dot distance (or center−to−center spacing) of 8.1±0.1 nm is found. 
This separation is slightly larger than the mean diameter 7.9 nm of the NCs. But it is 
still smaller than the separation usually observed between NCs that are deposited into 
and array the drop casting method 28, suggesting that the oleic acid ligands are more 
strongly compressed in LB monolayer. 

As the mean interdot separation is consistent with the mean NC diameter, it is 
possible to determine the size of the NCs directly from the high resolution STM 
images. For example in Figure 4.2(b), the smallest NC (indicated by the cross) has a 
diameter of around 7 nm, whereas, the biggest NC (ticked by the circle) has a 
diameter of ~10 nm.  

By locating the tip above a PbSe/CdSe dot, sweeping the tip−substrate voltage 
with the feedback loop open allows to measure the differential conductance spectrum 
across the double barrier tunneling junction of tip−NC−substrate system. Typical 
tunnelling spectra measured on a PbSe/CdSe NC with a diameter of 10.5 nm (i) and 
on a PbSe NC with a diameter of 8.7 nm (ii) are shown in Figure 4.3. The curve (i) 
reveals a zero−conductivity gap surrounded by sequences of peaks at positive and 
negative sample voltages. These conductance peaks are caused by the tunnelling of 
charge carriers through the quantized levels of the nanocrystal. Interestingly, the 
zero−conductivity gap and the energy level separation appear to be much larger than 
the ones measured for a slightly smaller PbSe NC with similar feedback loop settings. 
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Figure 4.2 : (a) Large scale STM image of PbSe/CdSe NCs transferred onto a Au(111) surface by the 
Langmuir-Blodgett technique. (b) High resolution STM image of the close-packed NC monolayer. The 
images were acquired at a sample voltage VS of + 2.0 V, a tunnelling current Iset of 10 pA. (c) Fourrier 
transform image from the one in (b).  

To be able to give an explanation for the observation mentioned above, we have to 
take into account the presence of the shell. In fact, as the shell thickness is 0.4 nm, the 
core size of PbSe/CdSe core/shell dot is bigger by a difference of 0.6 nm than the 
diameter of the PbSe NC. Thus, a reduction of the confinement should lead to a 
smaller apparent ban gap of the PbSe/CdSe NCs with respect to the PbSe NCs, but 
instead, an increase is observed. This behaviour is thus attributed to the change of 
potential distribution between both tunnelling junctions. In such a system, the 
potential distribution is usually characterized by the lever arm η, which corresponds 
to the ratio between the potential drop across the tip−NC junction and the voltage 
applied to the gold surface with respect to the tip held at virtual ground. In case of a 
PbSe core only, for low set−point currents the DBTJ is typically asymmetric, with the 
tip−NC separation being much larger than the NC−substrate distance. As a result, the 
lever arm is close to 1.  

In contrast, the NC−substrate distance increases as the consequence of an 
additional shell around the core. So, the transmission probability across DBTJ gets 
smaller and to be able to work with similar tunnelling current setpoints requires a 
decrease of the tip−NC distance. If the shell thickness is assumed to be homogeneous, 
then the width of both tunnelling junctions become comparable and a decrease of the 
lever arm would be expected. It should even reach 0.5. Such a lever arm leads to an 
increase of the zero−conductivity gap since the apparent band gap corresponds to the 
quasiparticle gap divided by the level arm 29. 
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Figure 4.3: Tunneling spectra measured on a PbSe/CdSe NC with a diameter of 10.5 nm and a PbSe 
NC with a diameter of 8.7 nm. The spectra are fitted with Gaussian functions and the resonances are 
labelled h1 to h3 for the valence levels and e1 to e4 for the conduction levels of the PbSe NC. Feedback 
conditions : (i) VS = +1.2 V, Iset = 0.5 nA; (ii) VS = 0.7 V, Iset = 0.4 nA. The inset presents the 
experimental schematics of tunnelling spectra measurements of performed with PbSe NC, curves (i). 
The question marks in curve (ii) are related to the quantized states that will be discriminated in this 
chapter. 

4.4. Interpretation of tunneling spectra 

4.4.1. Tunneling of electrons on positive side and holes on negative side of the 

zero−−−−conductivity gap 

While a more symmetric potential distribution across the DBTJ significantly 
affects the width of the zero−conductivity region, it is also makes the assignment of 
the resonance peaks more difficult 24, 29, 30. Indeed, depending on the position of the 
Fermi level in the band gap, the same type of carriers can contribute to the tunnelling 
current on both sides of the zero−conductivity gap before the occurrence of a 
combined electron−hole transport. In order to determine if the levels at the edge of the 
zero−conductivity region are related to the electron or hole ground state, a set of 
differential conductance spectra acquired with increasing set−point currents can be 
measured. If the separation between the peaks surrounding the zero−conductivity 
region increases with higher set−point currents, then the peaks arise from the 
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contribution of the hole and electron ground states at negative and positive sample 

voltages respectively 29. In what follows, we will label such peaks 
−

1hV  and 
1e

V + . 

Such a set of spectra are seen in Figure 4.4(a) for a PbSe/CdSe core/shell NC with 

a diameter of 8.5 nm. 
−

1hV  and 
1e

V +  are labelled to stand for tunnelling of holes and 

electrons through the hole and electron states on both sides of the gap respectively. A 

shift of the peaks 
−

1hV  and 
1e

V +  (see Figure 4.5(b)) induces a slight widening of the 

apparent band gap with increasing setpoint currents. Knowing the diameter and 
assuming that the electronic properties of the core are not strongly affected by the 
shell, a band gap EG of 0.55 eV and a polarization energy Σ  of 23 meV were 
respectively calculated 21, 31. From the measurement of the zero−conductance region, 
the level arm was deduced to decrease from 0.72 to 0.71 when the setpoint current 
changes from 0.5 nA to 3.0 nA. In such a case, the potential predominantly drops 
across the tip−NC junction, suggesting that this junction is larger than the 
NC−substrate junction. 

 

Figure 4.4: Set of differential conductance spectra measured on a PbSe/CdSe NC with a diameter of 
8.5 nm. The feedback parameters were VS = +1.2 V and Iset = 0.5 nA (i), 1.0 nA (ii), 1.5 nA (iii), 2.0 nA 
(iv), 2.5 nA (v), 3.0 nA (vi). The peaks labelled −

1hV , +

1eV  correspond to the tunneling of holes and 

electrons through the hole and electron ground states respectively. The oblique segments are used as 
eye guide to highlight the shift of the peak positions with increasing Iset.. 
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4.4.2. Holes tunneling on both sides of the zero−−−−conductivity gap 

However, most of the spectra recorded on other PbSe/CdSe NCs did not show the 
same behaviour. Instead, the majority of the NCs exhibited a set of differential 
conductance spectra similar as the one shown in Figure 4.5(a). Whatever the set−point 
current is, the peak structure of the spectra is similar, but the shift of the peaks on both 
sides of the zero−conductivity gap differ readily from the shift of the peaks in Figure 
4.4(a). Indeed, the increase of the set−point current causes a shift of the lowest peak 
measured at positive bias towards smaller value of sample voltages (see Figure 
4.5(b)). This shift is opposite to what is expected if electrons were tunnelling through 
the conduction band ground state for smaller lever arms 29. Thus, it is identified as the 
contribution of the hole ground state 1h  to the tunnelling current. The peak is labelled 

1hV +  in Figure 4.5(a), since this state is probed at positive bias.  

In order to confirm that the onsets of the differential conductance are caused by 
tunnelling through the hole ground state at negative and positive voltages, the 
evolution of the zero−conductivity region can be analyzed as a function of the lever 
arm, based on the electronic properties of the NC, as shown in Figure 4.5(c). Taking 
into account the position of 

1hV +  and the separation of 
1hV +  and 

1hV −  allows us to deduce 

the lever arm in case of holes tunnelling on both sides of the zero−conductivity 
region, as: 

     1

1 1

h

h h

V

V V
η

+

+ −

=

−

    (4.1) 

Experimentally, we find that the lever arm is proportional to the set−point current. 
At low set−point current, a lever arm of 0.53 is measured. Then, the level arm 
monotonously decreases as the set−current increases. Knowing the diameter of the 
NC from the topographic STM image and assuming that a very thin layer of CdSe 
around the core does not affect significantly the electronic structure of the core, we 
calculate a quasiparticle gap of 596 meV for a PbSe core with a diameter of 7.7 nm, 
the band gap GE  and the polarization energy Σ  being 550 meV and 23 meV 

respectively 31. As a result, the position of the hole ground state 1h  with respect to the 

Fermi level FE  is given by: 

   ( )( )
1 11 1F h hh E eV Vη η

− +

− = +∑ = − − −∑   (4.2) 

Considering FE  as the reference energy, we obtain 1h  = −169 meV, with a 

variation of ±1 meV for the range of set−point currents used in the experiments, as 
found in Figure 4.5(a) for example.  
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The theoretical knowledge of the band gap yields 1e  = 381 meV. Although the 

peaks 
1e

V + , 
1e

V − , that correspond to the tunnelling of electrons from the conduction 

band ground state at positive and negative voltages respectively, are not provided by 
the spectroscopic experiments, they can be deduced from the knowledge of e1:  
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Derived from the equations (4.2), (4.3) and (4.4), the position of the peaks 
1hV − , 

1e
V − , 

1e
V + , and 

1hV +  can be plotted as the functions of the lever arm, as shown in Figure 

4.5(c). The shaded area of Figure 4.5(c) corresponds to the range of lever arms 
deduced from Figure 4.5(a). 

1e
V +  and 

1e
V −  are clearly higher and lower than 

1hV +  and 
1hV −  

respectively, demonstrating that only holes are allowed to tunnel on both sides of the 
zero−conductivity region. 

We also note that the second peak observed at positive and negative voltages shift 
in the same way as the set−point current increases. This peak could arise from the 
contribution of the first hole excited state, labelled as 

2 2h hV V− +  depending on the bias. 

However, a lever arm close to 0.5 means that the probabilities to tunnel into or out of 
the NC are similar, implying that a hole can already reside in the NC when a new hole 
tunnels into the NC. In this case, the second peak would be caused by the charging 
energy required to keep two holes on the ground state and the corresponding peaks are 
marked as 

12hV −  and 
12hV +  for both signs of sample voltages. To clarify between the first 

excited state and the charging of hole ground state, we calculate the position of the 
first excited state and the charging energy versus the lever arm η 31. As shown in 
Figure 4.5(c), the spectral separation between 

2hV −  and 
1hV −  for a lever arm around 0.5 

is about 270 meV. Conversely, the spectral separation between 
12hV −  and 

1hV −  is 

smaller, around 100 meV. This value is consistent with the separations found between 
the first and the second peaks at the negative voltage in figure 4.5(a), that yields a 
charging energy of 50 meV. Therefore, the second peak at negative voltage in Figure 
4.5(a) is attributed to the tunnelling of a second hole into the hole ground state that 
already bears one hole. At positive voltage, the energy separation between the first 
and the second peaks is slightly higher by a difference of about 20 meV, because here 
the separation of energy is divided by ( )1 η−  instead of η , and this second peak is 
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identified as 
12hV + : corresponding to a second hole is transferred into the hole ground 

state at positive bias.  

 

Figure 4.5: (a) Set of differential conductance spectra measured on a PbSe/CdSe NC with a diameter 
of 8.5 nm. The feedback parameters were VS = +1.2 V and Iset = 0.5 nA (i), 1.0 nA (ii), 2.0 nA (iii), 2.5 
nA (iv), 3.0 nA (v). The peaks labelled −

1hV , −

12hV , +

1hV , +

12hV   correspond to tunneling through the hole 

ground state with zero and one hole at negative and positive bias. The oblique segments are used as 
eye guide to highlight the shift of the peak positions with increasing Iset. (b) Positions of 

1hV − , 
12hV − , 

1hV + , 

and 
12hV +  peaks form the set of tunnelling spectra in (a) measured as a function of set−point currents. (c) 

Variation of the peak position measured in tunneling spectroscopy as a function of the lever arm η . 
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The hole first excited and electron ground states measured at negative and positive voltages are 
respectively labelled −

2hV , +

2hV , −

1eV , +

1eV . The shaded region corresponds to the range of lever arms 

found in (a).  

Finally, the third peak observed at negative voltage, which mostly appears as a 

shoulder, is separated by the same amount of energy than ( )
1 12h he V V− −

− . This third 

peak is reasonably attributed to the tunnelling of a third hole into the hole ground state 
that contains already two holes. This suggestion is in agreement with the fact that an 
energy level can accommodate up to 8 holes due to its spin degeneracy.  

4.4.3. Electrons tunneling on both sides of the zero−−−−conductivity gap 

The opposite regime can also be found in much smaller cases, where only 
electrons tunnel on both sides of the zero−conductivity region. Figure 4.6(a) gives an 
example of a set of spectroscopic measurements performed with increasing set−point 
currents. The onset of the first peaks shifts toward higher sample voltages whatever 
the polarity is (as seen in Figure 4.6(b)). This behaviour allows us to attribute the 
peaks 

1e
V +  and 

1e
V −  to the contribution of the electron ground state at positive and 

negative voltages.  

In order to determine the origin of the second peak observed at positive voltage, it 
is possible to deduce the lever arm from the position of 

1e
V −  and the separation of  

1e
V +  

and 
1e

V − , then: 
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1 1

e

e e

V

V V
η

−

− +

=

−

     (4.5) 

At low set−point current, we can measure a lever arm of 0.43. Then the lever arm 
decreases to 0.4 as the set−point current increases. Based on the diameter of the NC, 
8.1 nm, that corresponds to a core size of 7.4 nm, the charging energy should be 50 
meV. Translating the charging energy into voltage yields a voltage separation 
between the first and the second peaks of 116 meV, as shown in Figure 4.6(c). Such 
separation, which is much smaller than the first electron intraband transition of 120 
meV divided by the lever arm, is close to the energy separation of 129 meV found at 
low set−point current.  

Therefore, we identify the second peak to the transfer of an electron into the 
electron ground state that already hosts one electron. Similarly, the energy separation 
between the second peak and the third peak is 136 meV suggesting that the second 
peak is related to the charging of the electron ground state which already hosts two 
electrons. Interestingly, at a lever arm just smaller than 0.4, a hole and an electron are 
likely to be transferred to the NC quantum levels simultaneously. As there are some 
uncertainties on the NC size and thus on the peak positions, such situation might 
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explain why the third peak disappears when the set−point current increases in Figure 
4.6(a). 

 

 

Figure 4.6: Set of differential conductance spectra measured on a PbSe/CdSe NC with a diameter of 
8.1 nm. The feedback parameters were VS = +1.2 V and Iset = 1 nA (i), 2.5 nA (ii) and 2.8 nA (iii). The 
peaks labelled −

1eV , +

1eV  correspond to the tunneling of electron from the electron ground state at 

negative and positive bias. The oblique segments are used as eye guide to highlight the shift of the peak 
positions with increasing Iset. (b) Positions of −

1hV , +

1hV , +

12eV , +

2eV peaks in Figure 4.6(a) measured as a 
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function of current set−point. (c) Variation of the peak position measured in tunneling spectroscopy as 
a function of the lever arm η. The peaks labelled −

1hV , +

1hV , +

12eV , +

2eV  correspond to tunneling through 

the hole ground state at negative and positive bias, the electron ground state that holds one electron, 
and the electron first excited at positive bias. The shaded region corresponds to the range of lever arms 
found in (a). 

4.5. Discussion 

In contrast to most of the tunnelling spectroscopic measurements performed on 
PbSe quantum dots 21, 31, the addition of a very thin shell of CdSe results in the 
accumulation of charge carriers in the NC, due to the similar transmission probability 
across both tunnelling junction (tip−NC junction and NC−junction). While the level 
arm is close to 0.5 for more than 80% of the NCs that were probed, the Fermi level is 
not positioned at the same energy in the band gap of the NC.  

Usually, it is closer to the valence band edge as holes tunnel on both sides of the 
zero−conducting region (see Figure 4.5(a)). But, for some NCs it lies in the upper part 
of the band gap, as the dot since some spectra show that electrons tunnel on both sides 
of the zero−conductivity region (see Figure 4.6(a)). Additionally, the latter example 
reveals that the level arm can be lower than 0.5, indicating that the potential drop 
predominantly occurs between the NC and the substrate. Such result suggests that the 
tip−NC distance becomes smaller than the NC−substrate distance. Therefore, the shell 
thickness would be inhomogeneous around the PbSe core. 

To clarify this point, X−ray photoemission spectroscopic (XRD) measurements 
have been performed on the same sample. For comparison, two others additional set 
of NCs were investigated: a sample consisting of PbSe NCs only and a sample with 
PbSe/CdSe core/shell NCs, where the thickness of the shell was 2 nm. Both samples 
are not annealed prior to the XPS experiments to avoid any phase transformation of 
the NCs 32. When the XPS spectra of all three samples are compared, see Figure 4.7, 
the successful cation exchange between Pb and Cd, at the surface of the NCs 
considered in STS study, is demonstrated through: 

• The presence of the Cd 4d peak, that is almost similar to the Cd 4d peak 
observed for the NCs with a thick CdSe shell. 

• The occurrence of a Se 3d peak that shows an intermediate lineshape between 
the lineshape obtained for the PbSe NCs and the PbSe NCs surrounded by a 
thick CdSe shell. 

For this later element, the lineshape rather resembles that of PbSe NCs, although 
fitting the peak required four components, two of them being related to Se species 
bound to Cd atoms, consistent with a thin layer of CdSe. 

As shown in Figure 4.7 for the Pb 5d core level, the comparison of the spectra 
reveals a significant variation of the linewidth between the PbSe/CdSe core/shell NCs 
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and the PbSe NCs. In the case of the PbSe/CdSe NCs with a thick shell, the Pb 5 25d  

(lower binding energy) and Pb 3 25d  (higher binding energy) peaks are decomposed 

with a single component that is mainly related to the Pb atoms bound to Se atoms in 
the core of the NCs. For the Pb 5 25d  peak, this component is centred at a binding 

energy of 19.27 eV and has a full width at half maximum (FWHM) of 0.84 eV.  

Conversely, the Pb 5 25d  peak of PbSe NCs requires the use of two components. 

From the comparison of the peak position with the one obtained for the PbSe/CdSe 
NCs with a thick shell, we attribute the component at the lowest binding energy, 
centred at 19.13 eV (FWHM 0.80 eV), to the bulk contribution. The second peak with 
the highest binding energy, centred at 19.74 eV (FWHM 1.05 eV), is thus related to 
the surface. Its position as well as its width would correspond to surface Pb atoms 
bound to oxygen, in agreement with results reported for the oxidation of PbSe.33 Such 
PbO species exist due to the passivation of the NC surface with ligands through the 
existence of PbO chemical bond, but also because the surface of the NCs oxidizes 
during the transfer of the NCs in air for surface site which are not passivated with 
ligands.  

 

Figure 4.7: Background-substracted Cd 4d, Se 3d and Pb 5d core level spectra and fits of PbSe/CdSe 
NCs with different CdSe thickness as indicated in the graph.  

Looking at the Pb peaks of the NCs considered in the STS experiments, the 
linewidth is smaller than the linewidth of the PbSe NCs. But the Pb 5d5/2 peak can not 
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be decomposed with a single component, that is centred at 19.16 eV. Instead, a broad 
shoulder exists at a higher binding energy (centred at 20.10 eV). As the exchange of 
Pb by Cd was very limited in time to obtain an equivalent shell thickness smaller than 
one monolayer for these NCs (the lattice parameter of zincblende CdSe being 6.05 Å), 
the observation of this shoulder means that a part of the NC surface exposed 
uncovered PbSe facets, where the Pb atoms are bound to O species. Such results 
suggests that most of the NCs have a partial CdSe shell, leaving one or several PbSe 
facets unprotected, in agreement with TEM images of similar NCs where the shell 
was even thicker. Such fluctuation in the shell thickness from one NC to another one 
may explain why three types of tunneling spectra have been found. It also accounts 
for the variations of the Fermi level position, as the pinning of this level certainly 
changes with the structural and chemical composition of the NC surface. Finally, 
depending on the location of the unprotected PbSe facets, either exposed to the STM 
tip or below the NCs against the substrate, the lever arm can greatly vary. In some 
particular case, it can  becomes smaller than 0.5 in contrast to the range of level arms 
that are usually measured on semiconductor NCs using STS 20, 31

.  

4.6. Conclusion 

In conclusion, we have investigated the electronic structure of PbSe/CdSe core-
shell NCs by means of scanning tunneling spectroscopy. The zero conductivity region 
around the Fermi level was found to be wider than the one usually measured for PbSe 
NCs with sizes identical to the core diameter. From the analysis of the peak position 
with respect to the change of the potential drop across the tunneling junctions, we 
have demonstrated that only one type of charge carriers contribute to the tunneling 
current on both sides of the zero conductivity gap for the majority of the NCs. Thus, 
the width of the zero conductivity region is not related to the quasi-particle band gap 
of the NCs. Instead, the determination of the peak position on both sides of the zero 
conductivity region yields the lever arm. For the majority of the NCs, a lever arm 
close to 0.5 was obtained, indicating that the probability for a carrier to tunnel into or 
out of the NCs is almost similar. Such configuration is known to favor the charging of 
the NCs. A charging energy of the order of 50 meV was measured for NCs with a 
mean diameter around 8 nm, consistent with the charging energy expected for PbSe 
NCs with similar sizes. Therefore, while the addition of a very thin CdSe shell does 
not seem to significantly modify the electronic structure of the PbSe core, it offers the 
possibility to study transport regimes that would not be accessible without the shell.  
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Chapter 5 

Tunneling spectroscopy of CdSe/CdS 

Dot−−−−in−−−−Rod nanocrystal 

5.1. Introduction 

Precise manipulation of the charge carrier localization in nanocrystals (NCs) is 
critical for implementing those structures in devices, such as: LEDs, lasers, and 
photovoltaic cells 1, 2, 3. The ability of tailoring the overall composition of NCs makes 
core/shell heterostructures promising for such a kind of applications. In principle, the 
band offset between the material components are the main parameter that determine 
their optical and electronic properties 4. By changing the shape and composition, it is 
possible to control the electronic structures of semiconductor nanorods (NRs). For this 
reason, heterostructured nanocrystals have attracted great attention in fundamental 
research and also provided news ways for light harvesting, carrier collection, and 
surface catalysis 5, 6, 7. Generally, in core/shell nanocrystal structures, the wave 
functions of electrons and holes can be confined together to the core or extend out to 
the shell. Hence, it is possible to engineer the band offsets by selecting appropriate 
semiconductor components. Depending on the overlapping of hole and electron wave 
functions, the core/shell nanocrystals can be classified as Type−I or Type−II 
heterostructures showing different behaviors. For example, Type−I core/shell 
structures exhibit bright and stable fluorescence which is useful for biological tagging 
and light emitting diode applications 1, 8. Conversely, multiexciton properties, which 
is important in optical gain applications, are found in Type−II band alignments due to 
the separation of the photoexcited charge carriers 9, 10. Therefore, the understanding of 
band−offsets in core/shell nanostructures is necessary for designing useful 
heterostructures. 

Among the wide range of existing semiconductor NCs, CdSe and CdS quantum 
dots and rods are materials of choice for optical and electronic applications due to 
their easy synthesis, high optical quality, and stable surface passivation. Furthermore, 
both band gaps of CdSe and CdS are in the visible range and also can be tuned by 
changing the nanocrystal size. Those properties open up the opportunities for optical 
applications, including solar cell and photoelectrochemical cells. Band offsets in these 
type of semiconductor heterostructures have been investigated by theoretical 
calculations on band offset, optical bowings, intraband spectroscopy previously 11, 12, 
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13, 14, 15, 16. The valence−band offset ( V∆ ) for the CdSe/CdS interface suggests a 

confinement of holes in the CdSe materials. In contrast, the conduction−band offset 
( C∆ ) of CdSe/CdS NCs varies considerably from −0.25 eV 15 (corresponding to 

Type−II band alignment) up to +0.27 eV 13, 14 (Type−I band alignment), see Figure 
5.1.  

 

Figure 5.1: Illustration of the band alignment for CdSe/CdS hetero−NCs. 

In case of Type−I core/shell structure, the smaller band gap of CdSe (Eg(CdSe) = 
1.84 eV at 4 K 17) lies completely inside the larger band gap of CdS (Eg(CdS) = 2.58 
eV at 4K 17). However, in many previous reports, the heterostructure had a 
symmetrical form, such as: spherical core/shell quantum dot or cylindrical core/shell 
nanowire,… Recently, the synthesis of asymmetrical nanoheterostructures has 
attracted much attention where a spherical CdSe core covered by a rod−shape CdS 
shell (as seen in Figure 5.2). 

 

Figure 5.2: CdSe/CdS core/shell nanorod. 

This asymmetrical heterostructure was firstly reported with linearly polarized 
photoemission by Talapin et al. 7. A better control growing process for synthesizing 
CdSe/CdS core/shell nanorods also has been developed 18, 19. Since the original work 
till now, many other seeded−growth heterostructure nanosystems have been 
synthesized 20, 21. Besides, metallic particles also can be grown on the surfaces of 
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core/shell nanorods in order to enhance the extracting carriers for different types of 
applications 22. However, all these studies have not yet been able to conclude whether 
holes and electrons localize in the CdSe core or in the CdS shell. The early works 
showed that the electrons might be outside the core 23, 24, whereas, later experiments 
indicated that both electrons and holes might reside in the CdSe core 4, 7. There is 
more than one factor that makes the determination of carrier localizations complex. 
Along with the band alignment, there are also the effects of quantum confinement, the 
dipole moment, and the electrical field caused by the piezoelectric effects 25. By using 
ab initio methods, Y. Luo et al. 26 have shown that the hole wave functions are 
localized inside the CdSe core and the electron wave functions are localized in the 
shell, but, it can be very close to the core, depending on the surface passivation. 
Additionally, the control of the degree of electron localization in the lowest 
conduction band level by changing the size of the core and the experimental 
measurement temperature has been reported recently 27. As there is no consensus on 
the charge carrier localization, we have investigated the electronic properties of 
CdSe/CdS dot−in−rod with tunneling spectroscopy. In light of the previous chapter 
where we have shown the tunneling of the same charge carrier on both sides of the 
band gap, we have decided to revise the carrier localization in this system. 

By moving the STM tip along the rod, conductance spectra measured at individual 
positions were recorded. Based on the difference of the onsets on both signs of the 
voltage it was possible to determine the position of the core in the CdS rod−shell. It is 
found that the interpretation of the peaks in the spectra may be more complex than the 
initial report 4. 

5.2. Experimental details 

The CdSe/CdS dot−in−rod nanocrystals were prepared in Gent based on the 
synthesis method described in previous reports 18. Then the nanorods were deposited 
on a Gold−Si substrate by using the LB methods (as presented in Chapter 4). To 
prepare the substrate, a gold filament was heated below a Si(√3×√3)R30°−B surface 
to evaporate a 10 nm−thick layer of gold (around 120 seconds). The sample was then 
annealed at 200 °C for 10 mn to ensure a rather smooth surface, see Figure 5.3. 

Additionally, SEM (Scanning Electron Microscopy) was combined to observe the 
morphology of the monolayer of core/shell nanorods on the Au−Si substrate. In our 
experiments, the CdSe core has a diameter of around 3.5 nm and the rod−like shell 
has a thickness of ~0.36 nm and the average length is around 20 nm, as deduced from 
UV−US spectroscopy and transmission electron microscopy (TEM). Immediately 
after the NC deposition (carried out a Nitrogen glow box), the sample was inserted 
into a vacuum vessel and transferred to Lille for STM measurements.  

We used electrochemically etched tungsten tips and the topography images were 
acquired in constant current mode, with typical imaging parameters being set−point 
current of 10 − 50 pA  at a bias voltage (applied to the sample) of 3 V . The electronic 
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density of states was obtained by positioning the STM tip above the center of the rods 
of interest and disconnecting the feedback loop. The tunnel current I  was measured 
as a function of the bias V  between the tip and the substrate. The conductance dI dV  
was measured simultaneously using a lock-in amplifier (rms modulation 6 mV at 500 
Hz) or by numerically differentiating the experimental I V− curves. Typically, a large 
number of spectra (~100) were acquired on a given point along the rod maintained 
stable in the monolayer. In general, the measured spectra were reproducible, although 
discrete shifts of the spectra along the bias axis were observed in some cases. Sets of 
reproducible I V− and dI dV  spectra were averaged to increase the signal to noise 
ratio which did not affect the width of the resonances in the spectra. 

40 nm
 

Figure 5.3: Large scale STM image of gold evaporated on Si(√3×√3)R30°−B surface, the contrast 
varies from 0 to 1.584 nm. 

5.3. Experimental results 

5.3.1. Observation of colloidal CdSe/CdS Dot−−−−in−−−−Rod nanostructures and 

absorption spectra 

 According to the work done by L. Carbone et al. 18, it is possible to synthesize a 
narrow size distribution of nanorod diameters and lengths. Typical SEM images are 
presented in Figure 5.4(a) and (b), both images show a narrow dispersion in rod 
diameters and lengths. Generally, a high−close packed monolayer is found, but in 
some places the rods appear to be brighter, such rods have been attributed to the 
formation of the double−layer architectures (see the inset in Figure 5.4(b)). The 
formation of such architecture could be explained as a result of the change in transfer 
ratio in the depositing process 28 or a different stacking mechanism 29 or even a 
random orientation of the rods. 
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Figure 5.4: Representative SEM images of CdSe/CdS Dot−in−Rod on the Au−Si substrate, the inset in 
(b) shows the formation of a double−layer architecture in some areas of the monolayer.  

In solution, the rods give rise to the absorption spectrum shown in Figure 5.5. It 
exhibits a small peak followed by an abrupt step. The step is seen at an energy of ~2.6 
eV and is attributed to the band gap of CdS. The peak appears at about 2.1 eV (seen 
more clearly in the inset) and it is ascribed to the CdSe core. These results are in good 
agreement with previous report, where absorption spectra were performed on a dilute 
ensemble of CdSe/CdS QDs/NRs dissolved in toluene 4. Such a peak measured at an 
onset higher than the CdSe bulk band gap is caused by a confinement effect. 

 

Figure 5.5:Absorption spectra of CdSe/CdS Dot−in−Rod nanostructures 
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From the absorption spectra alone it is not possible to directly determine either the 
band−offsets or the electron localization. Probing the electron localization was carried 
out indirectly by using optical measurements under electric field, where the lifetime 
measurements are compared with calculated electron−hole overlaps 30. Nevertheless, 
it is difficult to relate the exciton lifetime to the band−offsets. Conversely, direct 
information about the band−offsets and the degree of carrier localizations should be 
achieved with Scanning Tunneling Spectroscopy (STS) measurements. 

5.3.2. STM topography of CdSe/CdS nanorods 

A large scale STM image of CdSe/CdS core/shell nanorods on Au−Si substrate is 
shown in Figure 5.6. The layer shows a high−closed packing of nanorods. At some 
position in the image, we see a marked difference in contrast in good agreement with 
SEM image in Figure 5.4(b). 

The height difference between the bright positions and the gold substrate (the right 
lower part in Figure 5.6) was found to be around 8.1 nm. This value refers to a 
double−layer at the brighter position of the sample surface since the total diameter of 
the rods is ~4.2 nm and no tilted rods are observed in the layer in contact with the 
surface.  

80 nm

8.04 nm

0.00 nm  

Figure 5.6: Large scale topography image of CdSe/CdS nanorods, the height difference between the 
brightest point and the gold surface is around 8.1 nm in regards to the CdSe core diameter of ~3.5 nm 
and the shell thickness of ~0.35 nm. 
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5.3.3. Spectroscopic measurement of CdSe/CdS core/shell nanorods  

Typical spatially resolved differential conductance spectra and corresponding I−V 
spectra are shown in Figure 5.7(a) and (b). While a zero−conductivity gap is observed 
for all three spectra, the width of this gap is found to vary along the length of the rod. 
At one of the nanorod end, region (i), it extends over 2.27 eV. Then, for the two 
others positions, it is much larger. It reaches 3.16 eV in the middle of the rod, region 
(j), and 3.06 eV at the other end, region (k). Such a result is consistent with a previous 
STS study on similar rods 4, indicating that the rod is indeed made of two materials 
with well−contrasted band gaps, the CdSe core being located in the region where the 
zero−conductivity gap has the smallest value, spectrum (i), since the band gap in the 
CdSe region is expected to be much smaller.  

 

Figure 5.7: (a) Tunneling spectra acquired along the CdSe/CdS nanorod shown in the inset. Feedback 
conditions: Iset = 2 nA, Vs = +2 V, (b) corresponding I−V spectra that have been vertically shifted for 
clarity. 

As already mentioned in Chapter 4, tunneling spectroscopy on core−shell NCs is 
based on resonant tunneling across a double−barrier tunnel junction (DBJT). If we 
assume that the potential predominantly drops across the tip−nanorod junction (case 
where the tip is far from the rod in comparison with the nanorod−substrate distance), 
then the width of the zero−conductivity gap measured at position (i) is slightly larger 
than the small absorption onset of 2.1 eV, observed in Figure 5.5 and ascribed to the 
CdSe core. Therefore the zero−conductivity gap would almost correspond to the 
quasiparticle gap, with the electrons and holes states probed at positive and negative 
bias respectively. In such a configuration, the shift of the onset for the conduction and 
valence states along the nanorod would indicate a delocalization of the electron 
ground state in the whole rod, whereas the hole ground state would be confined in the 
core only. 

In positions (j) and (k), the measured zero−conductivity region is respectively 3.2 
eV and 3.3 eV. Therefore, they are larger than the expected absorption onset of the 
CdS shell (2.6 eV in Fig. 5.3). Although this effect could be attributed to a lack of 
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sensitivity in the measurements at lower and lower sample bias 31, preventing the 
precise observation of the valence band edge, we rather think that the larger 
zero−conductivity gap arises from the potential distribution across both tunnel 
junctions. From the conductance spectra, the lever arm η is found to be ~0.82 at 
position j and k. If the onsets in curve (i) are supposed to be the electron state and 
hole states in CB and VB of the CdSe core respectively, then, we get a lever arm, η, 
of 0.92. Such a higher lever arm is difficult to understand and supposes the tip to be 
far from the rod in comparison with points j and k. This is in contradiction with the 
presence of a shell that should decrease the transmission probability. Instead, if the 
onset in CB in curve (i) is attributed to the hole ground state, we get η of ~0.6 based 
on the equation (4.1) in chapter 4, which was suggested by Y. Niquet et al. 32. This 
value seems to be consistent to the study on PbSe/CdSe core/shell NC discussed in 
chapter 4. The width of both tunnel junctions becomes comparable, of the order of the 
shell thickness (~0.36 nm) and we should expect a situation with a nearly symmetric 
potential distribution in the DBJT. While a decrease of the lever arm causes an 
increase of the zero−conductivity gap with respect to the quasiparticle gap, it can also 
give rise to more complicated tunneling shemes, leading to bipolar transport for 
example (see the case of PbSe/CdSe NCs in Chapter 4). Therefore a 
zero−conductivity gap larger than the quasiparticle gap of CdS questions the 
assignement of the peaks to electron states at positive sample voltages, in particular in 
region (i). 

 

Figure 5.8: (a) Set of tunneling spectra measured along a CdSe/CdS dot-in-rod NC with a set-point 
current of 0.5 nA. Inset : STM image of the close-packed NC monolayer. (i) and (k) Set the differential 
conductance spectra acquired at positions i and k along the NC for increasing set-point currents, from 
0.5 to 2.8 nA. 
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Figure 5.8 shows another example of spatially resolved conductance spectra 
acquired at four different positions along a nanorod. Focussing on the onset of the 
curves at positive bias, we measure a shift of 0.39 eV between the lowest peak 
observed in region (i) and the onset of the first step in region (l). While such a result 
suggests that the core is again located in region (i), discriminating between the 
contributions of electron or hole states to the conductance spectrum requires to study 
the change of the onsets as a function of the tunneling current set point. As seen in 
Figure 5.8(i), an increase of the current set point leads to a shift of the two lowest 
peaks towards lower energies. This shift is opposite to the expected shift that should 
occur if electrons were injected through the conduction band ground state of the CdSe 
core for smaller and smaller lever arms 32. We thus identify the lowest peaks in 
spectrum (i) as the contribution of holes states to the tunneling current. Conversely, in 
the middle of the nanorod, the onset of the spectra (k) shifts towards higher energies 
as the current setpoint increases, indicating that away from region (i) the current is 
related to electron states at positive sample voltages. 

5.4. Discussion 

In order to understand the contribution of the different states, a band diagram can 
be drawn, as shown in Fig. 5.9. The CdSe core material has a smaller band gap (1.84 
eV at 5 K), that resides inside the larger CdS band gap (2.58 eV at 5 K). Numerous 
experimental results have shown that the CdSe/CdS interface is characterized by a 
large valence band offset, that confines the hole wave function to the core region of 
the nanorod. The electron wave function usually extends through the rod 11, 33, 34, 35.  

Assuming a Fermi level close to the valence band edge of the CdSe core, then a 
lever arm close to 0.5 (in this case, the voltage distributions are equal across both 
tunnelling junctions) would result in the contribution of the hole ground state at both 
negative and positive sample voltages, as shown in Fig. 5.9(a). Indeed, at positive 
bias, the tip Fermi level can not reach the electron state before the sample Fermi level 
becomes aligned with the hole state. This situation is reversed at negative bias, where 
the sample Fermi level is kept in the band gap while the tip Fermi level becomes 
resonant with the hole state. Therefore, holes tunnel first on both sides of the 
zero−conductivity region. If the Fermi level in the NC is far from the valence band 
edge and most of the potential drop occurs between the tip and the rod, then both 
electron and hole state are respectively probed at positive and negative bias. This 
situation is observed in Figure 5.9(b) in the case of the rod. As a result when a core is 
embedded in a shell material, the potential distribution across the DBJT is strongly 
affected. Therefore great cares have to be taken to first determine the origin of the 
electronic states to the conductance spectra. Then the band offset might be measured 
depending on states that are probed. This was not done in Ref. 4, where the authors 
assumed a level arm close to one, without measuring it. 
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Figure 5.9: Schematic illustration of carriers tunneling through the CdSe core (a) and through CdS 
shell (b).  

5.5. Conclusion 

In this Chapter, STM is used to observe the topography of colloidal CdSe/CdS 
dot−in−rod nanocrystals on Au−Si Substrate. Both SEM and STM images show high 
close−packed monolayer of rods on the substrate and at some location, a double−layer 
architecture can be found. The correct arrangement of the latter structure has still to 
be correctly understood.  

  With the STS technique, we are able to measure peaks. However, the assignment 
of the peaks is not straightforward, in particular above the position of the rod that 
shows the smallest zero−conductivity region. We attribute this position to the core in 
the rod. Due to the presence of the surrounding shell, measurements at different 
current set−points are required to correctly interpret the origin of the peaks in the rod. 
In the ensemble of rods we probe, we found that it is a general fact to measure the 
hole ground state of the core at positive bias, preventing the measurement of the 
conduction band offset in these systems. 
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Conclusion 

The goal of this thesis was to study the electronic structure of novel colloidal 
particle composed of two types of semiconductor compounds. In the hetero-
nanocrystals, the control of the band offset at the interface between both compounds 
is crucial to localize charge carriers with opposite signs in the same materials or to 
spatially separate both types of charge carriers.  

Due to its unique resolution, scanning tunneling microscopy is a technique of 
choice to locate hetero-nanocrystals on a metallic surface. Taking advantage of the 
spectroscopic capability of this technique further allows to probe the quantized levels 
of individual quantum dots, when the electronic levels of the dots are weakly coupled 
to the electrodes. However, the identification of the resonances observed in the 
tunneling spectra is not straightforward. Charging effects might occur and as a result, 
a preliminary study has been performed on a prototypical system : an isolated Si 
dangling bond at the surface of a B−doped Si(111)−(√3x√3)R30°. In order to change 
the charge state of the dangling bond, the occupation probability of the dangling bond 
has been tailored so that the Coulomb interaction between two electrons in the same 
atomic orbital was measured.    

Based on this experience, the electronic structure of PbSe/CdSe core-shell 
nanocrystals has been investigated by tunneling spectroscopy. A wider apparent band 
gap has been reproducibly measured in the spectra with respect to spectra obtained on 
PbSe nanocrystals without a shell. Such effect has been assigned to a symmetrical 
potential drop in both tunnel junctions and leads to a transport regime where only one 
type of charge carriers contribute to the current whatever the polarization of the 
system is. The presence of a shell thus favors the charging of the dot and we were able 
to measure the charging energy of the s-level for dots with a PbSe core diameter 
around 7 nm.  

A second type of hetero-nanocrystals has also been studied: CdSe/CdS dot−in−rod 
nanocrystal. Again, it has been found that transport through the core involves the 
same electronic state at both positive and negative biases. Thus, such situation makes 
the determination of the band offset difficult, since we have not been able to measure 
the electron ground state in the core and we lack of sensitivity to accurately probe the 
hole ground state in the CdS shell. However, the spatial localization of the core has 
been demonstrated and open new perspectives, in particular for nanorods with type II 
band-alignment. This new nanorods usually consists of two segments, where one of 
the segments can even be embedded in a thin shell.  Such nanorods are very attractive 
for solar cells applications, since the charge carriers can be efficiently separated and 
their escape towards electrodes under an electric field should be easier.  
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Abstract 
Semiconductor colloidal nanocrystals are quite attractive, because of their physical properties, such as 

discrete energy levels, which can be easily tailored from the variation of their size and chemical 
composition, and also because of their compatibility with the fabrication of low−cost electronic devices. 
However, devices prepared from semiconductor nanocrystals are still facing limitations due to a high 
environmental sensitivity of their organic shell. In order to increase their optical properties, core−shell 
nanocrystals have thus been synthesized, where a new degree of freedom is offered by the presence of a 
junction between two types of semiconductor material. Scanning tunneling microscopy is the appropriate 
tool to image and probe the electronic properties of individual nanostructures and, in particular, of 
heterostructure nanocrystals. This system can be compared to a double barrier tunnel junction, where the 
transport properties are governed by the transmission probability across both potential barriers (chapter 1). 
In principle, the synthesis of an homogenenous shell around the core should thus favor the charging 
phenomena.   

In order to investigate the Coulomb effect in those quantum objects by tunneling spectroscopy (this 
technique being described in chapter 2), the thesis has first focussed on a prototypical model: an isolated 
silicon dangling bond, where its charge state has been changed in a controlled manner (chapter 3). Then, 
PbSe/CdSe core-shell nanocrystals have been studied and a general method is described to correctly identify 
the electrical nature of the charge carriers in the tunneling spectra (chapter 4). In contrast to nanocrystals that 
are covered by a layer of ligands only, the transport through core-shell structures reveals, for a majority of 
nanocrystals, that the same type of charge carrier tunnel on both sides of the apparent gap. Charging peaks 
are also observed and allow the measurements of the charging energy in these systems. A similar transport 
regime is obtained for CdSe/CdS dot in rod nanocrystals (chapter 5), demonstrating the reproducibility of the 
characterized transport phenomena when the nanocrystals consist of a heterostructure. 

Résumé 
Les nanocristaux semi-conducteurs possèdent des tailles qui se situent entre celles des molécules et des 

matériaux cristallins. Leurs propriétés physiques sont donc dominées par des effets de confinement 
quantique, leur spectre d’énergie étant caractérisé par des états électroniques discrets. Une telle structure 
électronique leur confère d’être des sources de lumière de longueur d’onde accordable, très prisées pour 
l’imagerie biologique. Cependant, pour palier aux problèmes de photostabilité et accroître les applications 
potentielles de ces objets, des nanocristaux à hétérostructures, formés généralement d’un cœur et d’une 
coquille, de composition chimique différente du cœur, ont été synthétisées ces dernières années. Une étude 
approfondie de leur structure électronique et en particulier de la localisation des porteurs de charge s’avère 
nécessaire pour pouvoir à plus long terme faire de l’ingénierie de structure de bande de manière similaire à 
ce qui existe avec des hétérostructures semi-conductrices réalisées à partir de matériaux massifs. La 
microscopie à effet tunnel est l’outil idéal pour imager et sonder les propriétés électroniques de nanocristaux 
individuels déposés sur une surface. Le système peut être comparé à une jonction tunnel à doublé barrière 
tunnel, dont les propriétés de transport sont en partie déterminees par les probabilités de transmission au 
travers de chaque barrière de potentiel (chapitre 1). A priori, la présence d’une coquille homogène autour du 
cœur doit favoriser le blocage de Coulomb dans de tels nanocristaux.  

Pour caractériser les effets de Coulomb dans des objets quantiques par spectroscopie tunnel (technique 
détaillée au chapitre 2), mes travaux de recherche ont tout d’abord porté sur un système modèle : une liaison 
pendante silicium, dont l’état de charge a pu être modifié de manière contrôlée (chapitre 3). Des 
nanocristaux cœur−coquille (PbSe/CdSe) à symétrie sphérique ont ensuite été étudiés (chapitre 4). Pour 
lever toute ambiguïté sur la nature électrique des porteurs de charge, les mesures sont effectuées en variant 
l’épaisseur de la jonction tunnel entre la pointe et les nanocristaux. Contrairement aux nanocristaux sans 
coquille, les expériences révèlent que le transport est dominé par le même type de porteurs de charge à 
polarisation positive et négative de la jonction. Ces mesures donnent également accès à l’énergie de charge 
des nanocristaux. Un régime de transport similaire est obtenu pour des nanobâtonnets constitués d’un cœur 
sphérique CdSe enfermé dans un bâtonnet de CdS (chapitre 5), démontrant la reproductibilité des 
phénomènes observés lorsque les nanocristaux sont constitués d’hétérostructures cœur−coquille. 
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