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−Abstract

The rise of wireless communication systems and the big demand of high bit rate links

have entailed researches to move towards new diverse communications systems. With

this diversity of wireless systems, flexibility for operating between different standards

is strongly needed. Cognitive radio (CR) consists the future system that can offer

this flexibility. The requirements of CR systems induce several challenges for antenna

designers such as miniaturization, isolation and bandwidth enhancement. Especially

when the geometry of the antenna becomes more complex in order to fit the terminal

chassis. In this thesis we consider the use of metamaterials (MTM) to overcome phys-

ical limitations to address these challenges. The analysis of MTM in the presence of

radiating elements such as antennas proves to be a challenge. We propose a new ap-

proach to address these challenges. It is based on a modal concept using the theory of

characteristic modes (TCM). It is applied to analyse and design electrically small an-

tenna (ESA), metamaterial-inspired antennas and metamaterial-based antennas. The

same approach is used to evaluate the antenna performances when surrounded by

complex artificial materials by proposing closed-form formulas for the quality factor.

A novel approach for systematic design of metamaterial inspired antenna has been

introduced and validated on canonical antennas. Finally, it is applied to improve the

efficiency of an extremely-wide-band antenna for underlay CR (sensing antenna) in

the electrically small regime. The antenna has been fabricated and tested experimen-

tally.

Keywords: Artificial magnetism, theory of characteristic modes, antenna miniaturiza-

tion, metamaterials, cognitive radio, extremely-wide-band antenna, small antennas,

spectrum sensing antenna, TVWS, arbitrary-shaped antenna, Q factor.
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−Résumé

C’est dans la course au débit que de differentes systèmes de communications sans

fil sont proposés aujourd’hui. À ce jour il n’existe pas de technologie ou de stan-

dard unique pour remplacer toutes les autres technologies radio tout en satisfaisant

l’ensemble des besoins de services et d’usages. Les futurs systèmes de communica-

tions devront donc permettre l’interopérabilité entre les différents standards au niveau

européen et mondial. L’émergence des technologies de la radio intelligente constitue

aujourd’hui une solution originale et prometteuse pour répondre à ce defi. Cepen-

dant, le déploiement de ces systèmes soulève encore de nombreux défis techniques

notamment au niveau des antennes. Ces dernières doivent en particulier être capa-

bles de modifier leurs réponses en fréquences ou bien avoir une très large bande tout

en minimisant la déformation des formes d’ondes. Elles doivent répondre aux be-

soins de cohabitation multi-systèmes et de miniaturisation. Or la miniaturisation et

la largeur de bande sont limités par des contraintes physiques et les caractéristiques

des matériaux les constituant. Les métamatériaux, des composites électromagnétiques

artificiels, peuvent permettre la conception d’éléments rayonnants pour la radio intel-

ligente avec un plus grand degré de liberté et à moindre coût. Cependant l’analyse

de l’association des métamatériaux à des antennes ou éléments rayonnants n’est pas

aisé, surtout quand les antennes prennent une forme arbitraire. En effet, les techniques

classiques de conception d’antennes peuvent être très longue a mettre en oeuvre. Pour

cela, nous proposons dans ce travail une approche basée sur le concept modale se bas-

ant sur la théorie des modes caractéristiques. Cette approche présente un potentiel

remarquable dans la conception des antennes éléctriquement petites ainsi que les an-

tennes basées/inspirées des métamatériaux. En outre, l’évaluation des performances

d’antennes à formes arbitraires en fonction des paramètres géométriques à été démon-

tré sans considérer d’éxcitation. Ceci offre un énorme avantage pour les techniques

basées sur l’optimisation des formes d’antennes. Une technique de conception sys-

tématique d’antennes inspirées des métamatériaux est proposée et validée sur des

antennes canoniques. Finalement, elle est appliquée à une antenne très large bande

dediée au sondage du spectre. L’approche modale a été utilisée afin de garantir un di-

agramme du rayonnement stable sur toute la bande de fréquence ainsi qu’une bonne

efficacité dans le régime éléctriquement petit. Plusieurs validations expérimentales

sont également presentées.

Mots Clef: Radio intelligente, radio cognitive, antennes éléctriquement petites, méta-

matériaux, modes caractéristiques, magnétisme artificiel, facteur de qualité.
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Chapter 1

General Introduction

The rise of wireless communication systems and the big demand for high bit rate

links have entailed research to move towards new diverse communications systems.

With this diversity of wireless systems, flexibility for operating between different stan-

dards is strongly needed. Cognitive radio (CR) consists in the future system that can

offer this flexibility. This will have significant effects on antenna requirements for

applications ranging from mobile phones to satellite communications. Although the

concept of software control of radio transceivers has been around for many decades,

the current thrust in software defined radio (SDR) was first described by Mitola [13].

SDR is seen as an enabling technology for CR, which offers much promise to increase

spectrum usage efficiencies to users and a wide variety of applications.

Three major features define a cognitive radio. A CR must be able to sense, decide,

adapt, and learn from its environment. These are the characteristics that make CR

unique from other spectrum sharing and wireless communication techniques.

Since being introduced by Mitola [14], the operation of cognitive radios has been

frequently illustrated by the cognition cycle illustrated in Fig. 1.1. The cognition cycle

is a state machine that resides in the cognitive radio and defines how the radio learns

about and reacts to its operating environment.

It is expected that the concept of CR will lead to the deployment of cheaper RF mod-

ules. The emergence of CR will change the face of current commercial wireless prod-

ucts, such as cellular phones, PDAs, high speed internet, commercial radios, video

conferencing, GPS, transport communications, etc. The major areas where CR will be

most beneficial are: military applications, government and regulatory areas, public

safety and transport environments. Cognitive radio technology is an important inno-

vation for the future of communications and likely to be a part of the new wireless

1
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Figure 1.1: Classical cognitive radio cycle

standards, becoming almost a necessity for situations with large traffic and interoper-

ability concerns [15].

The aspect of the interoperability refers to the ability of different types of wireless

devices and applications to work together effectively, without prior communication,

in order to exchange information in a useful and meaningful manner. As an example,

a national emergency occurred in France when a high speed train (TGV) travelling

from Paris to Limoges left the tracks and crashed in Brétigny. To respond to the

disaster, all jurisdictions, civil and security services where communicating within the

same geographic zone. This has saturated the capacity of the systems within the same

frequency bands and prevented a seamlessly communication without interference.

CR will become a must-have technology for situations as these with its frequency

agility and/or flexibility, the ability to enhance interoperability between different radio

standards, and the capability to sense the presence of interferers [15].

The existence of many wireless communications applications, especially in the band

extending from 0.3 GHz to 3 GHz, has increased spectrum use, causing significant

spectrum congestion [16, 17]. This has driven regulatory agencies have found new

ways to use spectrum resources. There are a number of dynamic spectral access mod-

els possible, such as shared use by underlay methods, as in UWB systems, or overlay

spectrum commons, as used in industrial, scientific, and medical bands (ISM) [17].

Cognitive radio and Antennas: At the hardware level, the implications for future

antenna design are multiple. CR has two possible architectures: combined or parallel

spectrum sensing and communications; in both architectures two types of antennas

are needed [18]. One antenna is extremely wideband and omni-directional, feeding

a receiver capable of both coarse and fine spectrum sensing over a broad bandwidth.
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The second antenna is directional and feeds, or is fed, by a frequency agile front end

that can be tuned to the selected band.

Antenna research into this area has only just begun. Sensing antenna for example can

not be a simple energy detector: we need to be able to detect both radiation angles

and the availability of frequency bands.

For CR the goal is to incorporate, inexpensive RF components and cheaper process-

ing [14]. This relies mostly on the antenna technology used in the devices. This is

where antenna engineers can make an impact. How can we design truly reconfig-

urable antennas that can sense the entire spectrum of interest and minimize inter-

ference and multipath problems within several frequency bands? Do we design a

wideband antenna, or use a number of antennas that can be used to sense, receive and

transmit?

Moreover, as the antenna geometry gets more complicated, there is no closed formu-

lation to analyze it. In addition, an antenna must take arbitrary shapes in order to be

integrated in complex platforms such as a vehicle or a mobile phone chassis geometry.

This adds an extra difficulty to the analysis as well as to the estimation of the figure

of merit of an antenna, namely the quality factor Q. Modern design techniques rely

on the the use of the theory of characteristic modes (TCM) to bring the physical inter-

pretation to the designer in the industry [19]. TCM provides a systematic design tool

by taking multiple constraints into consideration such as resonance conditions as well

as current mode profiles. Furthermore, the physical insight provided by TCM makes

it suitable for the industry since the Physics is put back into the simulation and can

be easily exploited by engineers [20].

Terminals size miniaturization and the cohabitation of growing number of systems

require antennas with small sizes and good performances. This has opened large

interest in research and development of small antennas and antenna miniaturization

techniques. Fundamental limitations of small antennas are still an active research area.

Antenna size and performances are linked together; for instance the bandwidth is in-

versely proportional to the dimensions. An antenna does not radiate a wave whose

wavelength is much greater than its size; it does not resonate at that corresponding fre-

quency. However, to approach the physical limits while keeping acceptable radiation

performances, new sophisticated techniques such as the use of metamaterials[2, 5] can

be considered more and more. Metamaterials are artificial materials tailored to mold

the flow of electromagnetic waves.

Implementing metamaterials into common antenna design is challenging. Indeed, the

common classical approaches are insufficient to address this problem. In this context,
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our work will focus on the integration of these techniques into the antenna design

using the theory of characteristic modes.

Objectives of this work

To address the above-mentioned challenges, simple antenna design techniques might

be insufficient to take into consideration the different constraints as wideband oper-

ation, miniaturization and coupling limitation for multiple antenna operation. Thus,

novel antenna concepts need to follow new methodologies and to use new materials

such as artificial metamaterials. In this thesis, we will focus on the use of metamateri-

als (MTM) to address these challenges.

The use of MTM to enhance the performances of antennas or to overcome their fun-

damental limitations has been the subject of a big number of research works [5, 21]. It

was suggested that MTM can prove to be useful in miniaturization without deteriora-

tion of the radiation performances for both planar patch antennas [22] and electrically

small antennas (ESA) [23]. To ensure practical realizations, a novel approach was pro-

posed by Erentok et al. [6]. The authors propose to insert a single tailored metamate-

rial inclusion as a parasitic element in the extreme near-field of an ESA to enhance the

input impedance matching and radiation efficiency. The term metamaterial-inspired

antennas has been coined for this approach to differentiate it from metamaterial-based

antennas where bulk homogenous metamaterials are considered. Indeed, to use the

bulk homogeneous metamaterial approach, effective permittivity and permeability

(εeff and µeff) have first to be defined for plane wave interaction with all the associated

difficulties, when resonant MTM are considered [24]. When this MTM is then asso-

ciated to antennas as substrate or superstrate, physical insight in the interaction with

the radiating element is not easy to provide.

Our aim in this work to propose a novel approach for the analysis of MTM inclusions

which should help us to provide a deeper physical insight into the design of antennas

using MTM and even should be useful in isolation problems. This approach should

prove to be useful both for the metamaterial-based and metamaterial-inspired antenna

approaches. It will then be generalized to account for different antenna types. It is

based on the decomposition and analysis of the surface currents into real orthogonal

sets called current modes. We believe that this approach should lead to systematic

designs unlike the common trial & error approaches for antenna design.

To analyse the electromagnetic behaviour of metamaterial structures, we propose to

use the analysis of the electrical and magnetic energy storage (Welec and Wmag) over



Chapter 1. General Introduction 5

a frequency band and investigate the surface modal current densities. We highlight

in this work the importance of this method for planar structures since it is based on

the study of surface currents. This is done through the use of characteristic mode

(CM) concept in the definition of metrics related to the nature of the stored energy in

the structure together with the resonance conditions, and by decomposing the total

surface currents onto a set of real orthogonal currents.

Providing such tools to analyse antennas and MTM from a physical point of view will

be the key to meet CR antenna systems requirements in terms of cohabitation (i.e.

isolation), bandwidth enhancement and miniaturization.

Organisation of the dissertation

In chapter 2, a state of the art on antennas proposed for CR systems will be presented.

These designs are reconfigurable for interweave CR, or large-band for underlay CR.

Also, we will present antenna designs when the TCM was used with a brief description

of the TCM. In the literature, only a few antennas operating below 2 GHz with a small

electrical size have been proposed for CRs.

The physical limitations associated to antennas, and especially when they become

electrically small will be addressed. The use of metamaterials to overcome these lim-

itations is reported in this chapter. A description of MTM based and MTM inspired

antennas is provided. Furthermore, the use of the theory of characteristic modes for

antenna design and integration is reported.

Chapter 3 introduces the mathematical formulation of the theory of characteristic

modes. Computation assumptions considered in this work are detailed. Hence, we

introduce new metrics to analyse MTM inspired structures based on the TCM. Indeed,

to the best of our knowledge, no work on the use of the TCM with metamaterial struc-

tures has been done yet. An analysis of a particular MTM inclusion, the broad-side

coupled split-ring-resonator (BC-SRR) with the TCM will be presented in order to val-

idate the approach. Using the new metrics proposed, a reactive impedance substrate

based on metal-dielectric metamaterial excited by a parallel magnetic field is shown

to exhibit artificial magnetism. These metrics are shown to present good agreement

with other analytical and numerical methods.

Chapter 4 deals mainly with ESAs. The different expressions proposed to evaluate

the performances of an ESAs are reported and compared. A new expression based

on the TCM is proposed in this chapter. This expression is based on the study of

the eigenvalue variation of the dominant modes of the antenna. As an example of
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application, a detailed study of an electrically small patch antenna over classical and

metamaterial substrates will be presented. It is demonstrated qualitatively as well as

quantitatively how a non-classical substrate can miniaturise the antenna without the

deterioration of the other antenna parameters (i.e. bandwidth, efficiency). We will

show also an agreement between the proposed approach and other approaches from

the literature.

In Chapter 5, a design methodology to apply the concept of metamaterial-inspired

structure in order to improve the radiation efficiency will be presented. This method-

ology is based on the analysis of particular characteristic modes of the antenna and the

metamaterial inclusion. These particular characteristic modes are selected with respect

to their resonance conditions and their sensitivity to a particular external excitation.

Then we apply this methodology to the previously published metamaterial-inspired

antennas in order for validation.

In Chapter 6 the design of an extremely-wide-band (EWB) antenna for spectrum sens-

ing applications based on TCM will be presented. The theory of characteristic modes is

used to analyze and optimize the excitation and multimodal radiation of the monopole

antenna. The total efficiency of the antenna has been improved by using the method-

ology proposed in Chapter 5 for the analysis of metamaterial-inspired antennas. In

fact, an adequate metamaterial inclusion has been designed in order to improve the

radiation performance of the EWB in the electrically small regime. An experimental

validation of the EWB antenna performances will be presented.

Chapter 7 will summarise the findings of this thesis. Some limitations of the proposed

approach will be emphasised. Perspectives for further potential investigation of these

findings will be also be presented.



Chapter 2

Review of Cognitive Radio Antenna

Solutions and Associated Physical

Limitations

2.1 Introduction

Cognitive radio systems have not been standardised yet over all existing frequency

bands among countries. This has led to multiple CRs deployment scenarios and

business directions. To support these scenarios, two CR architectures are involved.

The first one combines spectrum sensing and communication within the same de-

vice, while the second one separates them. The main purpose of CRs is enabling the

exploitation of the unoccupied channels that are possibly spread over a wide band-

width. Before CRs are to perform, several challenges, researchers and operators are

faced with, have to be solved. In CR systems, signal processing is moved as far as

possible to the digital part. This makes from the physical interface one of the most

challenging parts of the architecture.

In this chapter, different CR architectures are described. Key components of the front-

end RF are identified with the antenna design challenges. Then, a state of the art

of the most recent antenna systems proposed for CR is presented. It will be shown

that strong constraints make antennas subject to several physical limitations which

are going to be described in Section 2.4. Metamaterials have proved to be helpful for

overcoming these limitations. Examples from the literature on metamaterial antennas

are then presented. Finally, we show the need for new analysis tools for antennas

when associated with such artificial materials, and that the theory of characteristic

modes can prove to be a powerful tool for a such systematic design.

7
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2.2 Antenna Challenges in CR Systems

The need for higher data rates has led to a shortage in the radio frequency (RF) spec-

trum. One of the most important reasons for this shortage is the static frequency

allocation which has caused a large portion of the spectrum to be underutilized. As a

result, many dynamic spectrum access techniques have been developed to utilize the

spectrum in a more efficient way. Three solutions have been suggested by the FCC to

improve spectrum utilization: spectrum reallocation, spectrum leasing and spectrum

sharing, as shown in Fig. 2.1 [25].

FCC

Spectrum
Reallocation Spectrum

Sharing

Spectrum
Leasing

Open
Sharing Hierarchical 

Access

Dynamic Spectrum
Allocation

Spectrum 
Interweave

Spectrum 
Underlay

Figure 2.1: Solutions proposed by FCC to the spectrum underutilization problem.

Spectrum reallocation is a long-term solution and resulted in the opening of the TV

band for CR operation. Spectrum leasing is an off- line solution. It allows frequency

licensees to sell their channels to third parties. The last solution is spectrum sharing,

has attracted the attention of many research activities. It is often known as dynamic

spectrum access (DSA), [1]. Fig. 2.2 illustrates the presence of whitespace in the spec-

trum, and where dynamic spectrum access can be used.

Unlike the current static spectrum access, DSA enables users to dynamically access

the spectrum with respect to the time and the frequency as shown in Fig. 2.2. The

open sharing model enables all users to simultaneously access the spectrum with cer-

tain constraints on the transmitted power according to the used protocol. WiFi and

Bluetooth are examples for this model. The dynamic spectrum allocation improves

the spectrum efficiency in a certain region for a specific time by assigning frequency
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Time

Power Frequency

WhiteSpace

Used Frequency

Dynamic Spectrum Acces

�

Figure 2.2: Schematic of whitespaces in the spectrum.

band dynamically to wireless services according to their spatial and temporal traffic

statistics. The hierarchical model, which is the main concern of this chapter −because

it remains to further antenna specifications− enables the secondary user to access the

spectrum bands that are not fully utilized by the primary user 1. The only constraint in

this model is that the quality of service (QoS) of the primary user most not be affected.

Two approaches are considered in this model: spectrum interweave and spectrum un-

derlay. In the spectrum interweave approach, the secondary user avoids the primary

user using spectrum sensing and adaptive allocation techniques, as shown in Fig. 2.3

(a). This approach known as interweave cognitive radio relies on the detection and ex-

ploitation of spectrum holes. While in the spectrum underlay approach, the secondary

user operates under the noise floor of the primary user, as shown in Fig. 2.3(b). An

example of this approach is the ultra-wide band (UWB) transmission, in which the

transmitted signal of the secondary user is spread over an ultra-wide frequency band.

This UWB transmission enables very short distance, high speed and low power com-

munication. This approach does not depend on the detection of the spectrum holes

and it is known as underlay cognitive radio.

From the antenna point of view, the spectrum interweave approach requires two an-

tennas: sensing and reconfigurable antennas, while the spectrum underlay approach

requires only one antenna for wideband operations. It should be mentioned that CR

has not been standardised yet, and hence, different frequency bands are targeted by

1Users sharing certain spectrum are divided into two categories, primary and secondary. Primary
user has a spectrum license for certain region (assigned by FCC on long-term). Secondary user does not
have a spectrum license, yet, he is allowed to temporally use the spectrum as long as QoS of the primary
user most not be affected.
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Figure 2.3: CR scenarios: (a) Spectrum Interweave, and (b) Spectrum Underlay, [1]

different research groups. In Section 2.3 we present examples of different techniques

used to implement these systems.

In reviewing the requirements for and the state of the art in antennas for SDR and CR,

it is evident that there are as yet no clear specifications. Hence, the focus of the ac-

tual work is narrowing around specific applications as potential systems emerge [26].

Applications of CR can be classified into different fields, namely Military, Regulatory

and Public safety. Many of these fields can be covered at the same time.

The frequency ranges needed will be much wider than those covered by antennas in

most current communication systems and this implies that extremely-wide-band and

frequency reconfigurable antennas will become increasingly important as will smart

and multiple antenna techniques both in the base station and in terminals.

CR networks can be categorised as those in which the decision making about spectrum

allocation is made locally by individual terminals or a group of terminals sharing data,

and those in which spectrum allocation is performed at a centre base station [27].

Interweave CR monitors continuously the spectrum usage in a process which runs in

parallel with the communication link as shown in Fig. 2.4. Proposed interweave CR

systems use two antennas [28]. One antenna is sideband and omni-directional, feeding

a receiver capable of both coarse and fine spectrum sensing over a broad bandwidth.

The second antenna feeds a frequency agile front end that can be tuned to the selected

band. This category also includes single antenna system [29], where a single sideband

antenna feeds both the spectrum sensing modules and the frequency agile front end.
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Coarse/fine
frequency sensing

Agile narrow

wideband
antenna

band agile comms
front end

frequency sensing
Coarse/fine

band agile comms
front end

wideband
antenna

wideband
antenna

Or

Figure 2.4: Interweave cognitive radio architecture with parallel sensing and com-
munications.

Underlay CR assigns a single channel for both spectrum sensing and communication

as shown in Fig. 2.5. The operations are separated by various time frames.

sensing
+

comms front end

Agile wideband/
narrowband
antenna

Figure 2.5: Underlay cognitive radio architecture with combined sensing and com-
munications.

Spectrum sensing and radio reconfiguration are performed when the communication

link quality fails below defined thresholds. In [30], two thresholds are defined. Link

quality falling below the first threshold triggers spectrum sensing, so that a better

system configuration can be identified in order to meet the link quality requirements.

When the quality degrades below a second lower threshold; the system is reconfig-

ured.

Whether both of these techniques are used will depend on the available space. In the

case of a base station both spatial and spectral sensing may be used, but in the case of

handheld terminals it is likely that only spectral sensing may be possible [27]. These

issues have been further discussed in [31].

The most (relevant) significant antenna challenges are listed as below:

1. In general, wideband antennas dimensions are larger than narrowband ones

which will be a significant problem. Miniaturization of wideband antennas is

a main challenge for CR systems. The fundamental limits of electrically small

antennas, in terms of bounds on Q factor and gain, also limit the instantaneous
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coverage that can be achieved [32]. Furthermore, the design of wideband arrays

gives great difficulties in element spacing in base stations.

2. Combining the two bounds of the gain and Q factor implies that an antenna with

an extremely-wide band will be very inefficient, if it is small compared to the

wavelength. Thus, the efficiency of the antenna in the electrically small regime

becomes a challenge.

3. The sensing and communication antennas should be enclosed within the same

space, thus cohabitation between both antennas requires good isolation.

Antenna designers are always faced to the after-mentioned challenges. They combine

multiple antennas within the same space and try to find a tradeoff between the band-

width, miniaturization and the isolation. In the next section, we present some of the

designs proposed in the context of CR.

2.3 Review of CR Antenna Solutions

2.3.1 Review of antennas for spectrum interweave CR

In the spectrum interweave CR, sensing and reconfigurable antennas are needed. The

sensing antenna is a very-large-band antenna and used to sense the spectrum to find

spectrum holes. Using these information, the reconfigurable antenna is tuned to trans-

mit at the frequencies of these holes. The designers have to face several difficulties at

the antenna level. First, minimising the area containing both antennas suffers from the

physical limitations. Second, the coupling between the two antennas has an important

impact on such a system, and therefore, isolation techniques should be considered

to enhance the isolation. Furthermore, both antennas should also present an omni-

directional radiation pattern.

Many works have been published in the frequency band from 2 to 10 GHz. In these

publications, a complete spectrum interweave CR system was implemented (both

sensing and reconfigurable antennas on the same substrate). However, no work has

been published in the DVB-H or UHF bands (i.e. for frequencies below 1 GHz) this

is due to a strong miniaturization challenge when the antenna becomes electrically

small. It is important to note that there is an extensive literature available on this

topic, meanwhile, we select the most relevant designs to this thesis.

In [33], both sensing and frequency reconfigurable antennas were presented on the

same substrate. The sensing antenna is a modified egg-shaped monopole antenna
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which covers the frequency band 2 GHz – 10 GHz. The frequency tunability is

achieved mechanically by rotating a circular substrate section holding five different

antenna patches using a stepper motor. Using these five patch antennas, five bands

could be achieved to cover the whole frequency range. Both sensing and reconfig-

urable antennas have an omnidirectional pattern with a planar structure of size 70× 50

mm2 which corresponds to (0.46× 0.33)λl
2 of electrical size.

In [34], an incorporated planar UWB/reconfigurable-slot antenna was proposed for

cognitive radio applications. Again, UWB antenna was implemented using the egg-

shaped monopole antenna to cover the frequency range from 2.5–12 GHz. A slot

resonator was precisely embedded in the disc monopole radiator to achieve an indi-

vidual narrowband antenna. A varactor diode was inserted across the slot, provid-

ing a reconfigurable frequency function in the range of 5–6 GHz. By controlling the

voltage across the varactor (0–5 V), the varactor capacitance achieved values between

7.643–0.469 pF. The slot was fed by an off-centered microstrip line that creates the de-

sired matching across the tunable frequency band. Both antennas had an omnidirec-

tional radiation pattern with a planar structure of size 40× 36 mm2 which corresponds

to a (0.5× 0.44)λl .

In [35], a unique combination of wide and narrow band antenna is proposed using

uniplanar nature of coplanar waveguide. The antenna prototype consists of a notched

Vivaldi printed antenna on a Rogers TMM6 laminate with relative dielectric permit-

tivity of εr = 6 and a printed dipole as a communication antenna which operates at

5.5 GHz. The antenna overall dimensions are 74× 59 mm2, thus its electrical size is

(0.64× 0.51)λl . The antenna provides a S11 ≤ −10 dB over a bandwidth from 2.6 to

11 GHz.

All of these antenna systems mostly present an omnidirectional power pattern to cover

all the space and thus all possible orientation configurations of the device. Thereby,

the stability of the power pattern remains a serious challenge for both CR categories.

2.3.2 Review of antennas for spectrum underlay CR

In the spectrum underlay CR, the secondary user is allowed to send signals with

very low power over a large frequency band. Hence, he can simultaneously use the

spectrum with the primary user. Only a wideband antenna is needed in this sys-

tem. The main challenge is to minimize the antenna size, so it can be installed in

portable devices. The miniaturization problem is not exclusive for mobile telecommu-

nication terminals. However, the same challenge is proven for other systems such as

2The wavelength at the least matched frequency
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for railways communication systems where frequencies are very low (e.g at 50 MHz

the wavelength is λ = 6 m).

The main challenge to design very large band antennas comes from the need of match-

ing the energy stored by the antenna over the entire bandwidth. However, the tradi-

tional tradeoffs such as size vs. efficiency and size vs. bandwidth (Chu-Harrington

limit) still influence the characteristics and performance of antennas. As reported in

Chapter 1, those limitations can be overcome by using MTM [23] and will be presented

in Sections 2.5 and 2.6. However, a non exhaustive review of techniques used to imple-

ment UWB antennas is presented here. These antennas can be used in the spectrum

underlay CR as well as in the spectrum interweave CR (as a sensing antenna).

It is obvious that monopole antennas are the most appealing planar wideband anten-

nas for nowadays designers, because they possess different features in their geome-

tries as described in [36]. Therefore, we see that the majority of recent planar designs,

which are dedicated to spectrum sensing antennas are based on monopole configura-

tions. In 2007, Ray and Ranga [37] have proposed an elliptical monopole antenna with

a detailed study on the impact of the feeding line position. The feeding line consists of

a 50 Ω matched microstrip line. Authors show that positioning the feed line along the

ellipse major axis could decrease the least matched frequency fl while exciting along

the minor axis increase this one against a wider overall matched bandwidth. The an-

tenna with total dimensions of (0.2× 0.18)λl achieve a bandwidth with S11 ≤-10 dB

from 1.1–13.61 GHz.

Liu and Esselle [38, 39] have proposed an interesting antenna design in two versions.

The first version is with a microstrip feeding system and the second one using a CPW.

Both antennas are composed of a trapezoid ground plane and an elliptical monopole,

which are etched on the top and the back surfaces of a 1.5 mm-thick Rogers 4350B

substrate with relative permittivity of εr = 3.48 and loss tangent tan(δ) = 0.002.

A tapered semi-ring feed has been used in order to increase the upper bound of

the matched frequency band. The measured VSWR bandwidth extends from 1.08–27

GHz. The antenna total dimensions are 124 × 120 mm2, thus, an electrical size of

(0.44× 0.43)λl . The power patterns of these antennas seem to be stable with many

dips in different directions.

This design can be a good candidate for spectrum underlay CR. In Chapter 6 we

propose a novel design, based on that proposed in [39] with many improvements in

terms of power pattern stability, miniaturization and efficiency using metamaterials

and the theory of characteristic modes.

The literature is rich in antennas dedicated for diverse applications and can be used

in the context of CRs. Indeed, Table 2.1 lists the presented antennas with others used
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for spectrum interweave CR and classify them in terms of the electrical size, coupling

level and reconfigurability type. Table 2.2 lists some candidate antennas for spectrum

underlay CR and emphasises on the efficiency and minimum gain.
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Table 2.1: Overview on proposed antenna systems for spectrum interweave CR in the past years

Ref.

capture
Year

Antenna

operating

frequency

in [GHz]

Antenna

Dimen-

sions in

[mm2]

εr Electrical size
Cou-

pling

Gain/

Effi-

ciency
Design configuration Reconfigurability

[33]

2009 3.3–11 65.5× 58 2.2 (0.72 × 0.64)λl
≤-20

dB
7 dB

Slotted monopole in

microstrip technology

with a two positions

triangular monopole

Mechanical : two

positions triangular

monopole.

[40]

2010 3.1–11 50× 50 2.2 (0.74× 0.74)λl
≤-10

dB

4.7

dB

Egg-shaped monopole

fed by a microstrip line

Electrical: Use of

lumped element.

[41]

2011 2–10 70× 50 2.2 (0.46× 0.33)λl
≤-10

dB
NA

Modified egg-shaped

monopole fed by a

tapered microstrip line

Mechanical: Five

rotating shapes.

[34]

2012 2.5–12 40× 36 3.48 (0.55× 0.44)λl
≤-20

dB

1.87

dB

Elliptical monopole

antenna

Electrical: Varactor

diode
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[35]

2012 2.6–11 74× 59 6 (0.64× 0.51)λl
≤-10

dB
80%

Coplanar Vivaldi

monopole

Electrical: Printed

dipole with lumped

elements

[42]

2013
0.615 –

0.836
80× 84 18 (0.16× 0.17)λl

≤
-14.4

dB

47.1

%

Perturbed

half-cylindrical

Dielectric resonator

antenna

Electrical: Switches

controlling the

electrical length of

the slots

[43]

2014 2.4–8.7 25× 25 4.4 (0.2× 0.2)λl NA NA

A coplanar waveguide

fed U-shaped

monopole patch with a

tapered ground

Optical:

Photoconductive

silicon switches.

[44]

2014 2–3.2 120× 100 2.2 (0.8× 0.66)λl NA
7.79

dB

E-shaped patch

antenna

Electro-mechanical:

RF MEMS switches

between the

E-shape arms.

[45]

2015 0.72–3.44 120× 65 4.4 (0.28× 0.15)λl

≤
-11.5

dB

40 %

Planar monopole with

two meander-line

reconfigurable

antennas

Electrical: slots in

the ground plane

controlled by

varactor diodes.

NA: Not available.
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Table 2.2: Overview on proposed antennas for spectrum underlay and wideband sensing operation in the past years

Ref.

capture
Year

Antenna

operating

frequency in

[GHz]

Antenna

Dimensions in

[mm2]

εr Electrical size Design configuration
Efficiency/

Min gain

[46]

2006 0.69–10 140× 140 3.48 (0.59× 0.59)λl

Monopole patch of an annular

shape with a trapizoform

ground

4.2 dB

[47]

2007
2.5–10.6 /

[5.15–5.825]
30× 35 4.4 (0.44× 0.52)λl

Planar modified rectangular

monopole with U shaped slot
6 dB

[37]

2007 1.1–13.61 26× 24 4.4 (0.09× 0.08)λl

Elliptical printed monopole

with modified excitation

position

7.3 dB

[48]

2007 0.44–10.6 140× 93 3.48 (0.2× 0.13)λl Hallowed microstrip monopole 6 dB
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[49]

2008 1–10 110× 30 1 (0.36× 0.1)λl

Circular disk monopole

mounted on a slant ground

plane for power pattern

stabilisation

NA

[38]

2011 1.08–27.4 124× 120 3.48 (0.44× 0.43)λl

Printed monopole with

trapezoid ground plane and

semi-ring feed

6.2 dB

[50]

2012 2.4–10.6 50× 50 4.3 (0.4× 0.4)λl
Circular printed monopole

(Switches OFF for UWB mode)
70 %

[51]

2014 3.1–10.6 40× 40 4.4 (0.41× 0.41)λl Circular ring patch antenna NA

NA: Not available.
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2.3.3 Summary

It can be deduced from both tables (2.1 and 2.2) that when the electrical size of the

antenna system decreases, a sacrifice in terms of bandwidth, gain or efficiency is im-

posed. In fact, when the least matched frequency decrease, the electrical size decrease

and this affects the other antenna parameters. This trade-off is due to the physical lim-

itations governing these antennas. This comparison will help to highlight two main

objectives of this thesis. The first one is to show what metamaterials can do for anten-

nas beyond physical limitations. Secondly, it shows how the theory of characteristic

modes can prove to be a powerful analysis tool for antenna design, instead of "trial

and error" approaches.

2.4 Physical limitations of Antennas

The electrical size of an antenna is defined with respect to the length of the wave it

radiates. For example Fig. 2.6 shows a half-wave dipole (L = λ/2).

L = λ/2

Z = 73 Ω
Figure 2.6: Half-wave dipole antenna.

Antenna physical limitations depend on the electrical size. Electrically small antennas

(ESA’s) occupy a volume of the sphere whose radius a is a small fraction of the free-

space wavelength of the radiated electromagnetic field (Fig. 2.7).

Ground plane

a

Antenna
Structure

Input

Figure 2.7: Illustration of the smallest sphere a containing an antenna.

The k × a product is commonly used to describe this relation, where k is the wave

vector defined as k = 2π/λ. An antenna is electrically small if:
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• k× a < 1 (without a ground-plane)

• k× a < 0.5 (with a ground-plane)

Fundamental limitations of small antennas are still an active research area [11, 32, 52–

54]. Physical bounds of ESAs can be estimated with the quality factor Q:

Q =
2.ω.W{elec,mag}

Prad
(2.1)

where ω is the angular frequency, W{elec,mag} is the time-average, non propagating

stored energy by the antenna and Prad is the radiated power. Q is inversely propor-

tional to a , i.e. antenna dimensions. The smaller the quality factor is, the higher

the radiated power by the antenna. For example the first compact expression for the

quality factor has been proposed by Chu [11].

Q =
1 + 2k2a2

k3a3[1 + k2a2]
(2.2)

Moreover, the bandwidth is inversely proportional to the quality factor. The general

form for this relation is given by [55].

∆ f =
f0

Q
(2.3)

For mono-band antennas the bandwidth at -3dB and -7dB is expressed as follows.

BW−3dB =
2√

2×Qlb
(2.4)

BW−7dB ≈
f

Q× RE
(2.5)

where Qlb is the lower bound quality factor corrected by Hansen [22]. Qlb = Q× RE

whereas RE is the radiation efficiency. The tradeoff between dimensions and other

antenna parameters can be shown for example in equation (2.5). When the dimensions

are diminished, the quality factor increases. Also, if a radiation efficiency RE close to

unity is needed, the bandwidth of the antenna will decrease automatically. A trade-

off between the RE and the Q factor is imposed: if we want to keep the bandwidth

(BW−7dB = constant), the radiation efficiency RE will decrease proportionally to the

dimensions.

For wide-band antennas (bandwidth > 500 MHz), it is reported in the literature that

a Q factor could not be defined. Instead, a formulation of the relative bandwidth at
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-10 dB is proposed [55]:

BW−10dB =
fmax − fmin

f0
. (2.6)

In order to push up the limits on the bandwidth, researchers like Veselago [56],

Pendry [57] and Smith [58] have paved the way to artificially fabricated materials such

as metamaterials. Since metamaterials can propose an equivalent medium with elec-

tric and magnetic characteristics beyond the properties of readily available materials,

their capacity to enhance the performances of antennas namely in term of miniatur-

ization, bandwidth, efficiency and directivity is sought for. As a matter of that, many

metamaterial antennas can be found in the literature for applications with radiation

efficiency and bandwidth enhancement [6, 21].

2.5 Metamaterial Based Antennas

The advent of metamaterials raised the hope that physical limitations presented in

the previous section might be overcome [59]. It has been demonstrated using the for-

ward dispersion relation for the extinction cross section that electrically small antennas

consisting of metamaterial media are of limited use to overcome radiation fundamen-

tal limitations [60, 61]. However, Ziolkowski et al. [23] show from both analytical

and numerical results that the presence of homogeneous and isotropic metamaterials

around an electrically small antenna such as an infinitesimal dipole presenting either

a negative refractive index [62] or a negative permittivity [2] can improve the radiation

efficiency beyond the limitation described in section 2.4. For example, he has consid-

ered an electric dipole enclosed in a metamaterial shell (Fig. 2.8(a)) of inner radius,

r1 = 10 mm of real permittivity, εr = −3 and realistic values of loss tangent. The

radiated power ratio, Prad (2.7) is calculated for this metamaterial shell dipole for an

input current of 1A and shown in Fig. 2.8(a).

Prad = 10log10

(
Pwith metamaterial

Pwithout metamaterial

)
in dB (2.7)

A peak value of Prad is obtained for an outer shell radius of 18.79 mm . The high values

of Prad even when a loss tangent is considered show the potential of metamaterials to

improve radiated power of small dipoles.

Hansen et al. [22] consider the potential of metamaterials for the miniaturization

of patch antennas with improved radiating performance. Let us consider a square

metallic patch antenna printed on a magneto-dielectric substrate with electromagnetic

characteristics (εr, µr). If the values of the permittivity εr or the permeability µr are

increased, the patch dimensions get smaller for identical operating frequencies. For
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Figure 2.8: (a) Electric dipole enclosed in a shell (r1 = 10 mm) made up of meta-
material of frequency independent negative permittivity (εr = −3), (b) Associated
radiated power ratio for different values of loss tangent of the permittivity of the

metamaterial shell [2].

instance, Hansen predicted from the zeroth-order transmission line model of a reso-

nant patch antenna that magneto-dielectric (µr > εr) substrates should present higher

performances in terms of bandwidth without affecting the radiation efficiency when

miniaturized. It has been proposed in [3] an antenna with a metamaterial substrate

made up of a stack of magnetic and dielectric materials as shown in Fig. 2.9 (a) and

(b). The metamaterial antenna was then studied by a numerical model based on finite-

difference-time-domain (FDTD) technique. The resulting reflection coefficient of the

metamaterial antenna is shown Fig. 2.9 (c). It is compared to a reference patch antenna

of identical size on a dielectric substrate of permittivity adjusted to yield the same res-

onance frequency. The bandwidth enhancement is shown to be relatively high. The

radiation pattern shown in Fig. 2.9 (d) confirms that no distortion is induced by the

metamaterial substrate.

Unfortunately, natural magnetic material are unusable for antennas in microwave fre-

quency range because they are very lossy. At higher frequencies when low-loss mag-

netic materials are not readily available, artificial magnetic metamaterial can be use-

ful. The effect of artificial magneto-dielectric substrates on the impedance bandwidth

properties of patch antennas has been evaluated [4, 63] both numerically and experi-

mentally. The effective permittivity and permeability of the metamaterial are shown in

Fig. 2.10 (a). The artificial magnetic metamaterial is described in Fig. 2.10 (b). The real

part of the permeability shows a resonance (2.3 GHz) as expected for a metamaterial

consisting of split-ring resonators. This metamaterial is then used as the substrate of a

patch antenna as depicted in the inset of figure Fig. 2.10 (a). The measured reflection

coefficient of the patch antenna with metamaterial substrate is shown in Fig. 2.10 (c).
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Figure 2.9: (a) Bulk periodic metamaterial, (b) Patch antenna with metamaterial
substrate, (c) Reflection coefficient of the metamaterial antenna and the reference
antenna with respect to frequency, (d) Radiation pattern of the metamaterial an-

tenna for the E and H planes [3].

Figure 2.10: (a) Permittivity and permeability of the metamaterial with respect
to frequency. The dashed lines represent the imaginary part and solid lines real
parts. The inset show a picture of the antenna with the metamaterial substrate
(b) Schematic of the metasolenoid metamaterial, (c) Reflection coefficient of the

metamaterial and reference antenna with respect to frequency [4].
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The bandwidth of the metamaterial is shown to be smaller than the reference dielectric

antenna. The authors demonstrate that this is due to the dispersive behavior of the per-

meability. These results demonstrate the limits of this approach to miniaturize patch

antennas. Frequency dispersion, high value of losses and fabrication issues make bulk

metamaterials less appealing for antenna miniaturization applications. Surfaces made

of metamaterials have been proposed for patch antenna miniaturization. For instance,

reactive impedance metamaterial substrates have been studied [5]. The metamaterial

is shown in Fig. 2.11 (a) and the corresponding surface impedance on Fig. 2.11 (b).

This metamaterial is termed reactive impedance metamaterial since the real part of

the effective impedance is zero such that the magnitude of the reflection coefficient

is equal to one and its phase is different from π as for metallic surfaces. Fig. 2.11

(c) depicts the metamaterial antenna designed and fabricated and its reflection coeffi-

cient is shown in Fig. 2.11 (d). Compared to a conventional antenna of same surface

Figure 2.11: (a) Metamaterial reactive impedance substrate, (b) Normalized surface
impedance with respect to frequency, (c) Patch antenna on a reactive impedance
substrate, (d) Reflection coefficient with respect to frequency for a conventional

patch antenna and the reactive impedance metamaterial antenna [5].

and resonating at the same frequency, the bandwidth is much higher. The antenna
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is miniature (almost λ/10). The measured bandwidth is 6.7% and the radiation effi-

ciency is 90%. These results are very promising for antennas based on metamaterial

surfaces. In this work, a modal study of this design is presented in Chapter 4. It will

be shown that this RIS presents artificial magnetic response such as metasolenoids, for

a particular excitation.

Furthermore, another class of metamaterial-based wideband antennas is overviewed

in [64]. These antennas are mainly frequency independent. They are based on spi-

ral configurations and use Band Gap material (a class of FSS) for the ground plane.

Unfortunately, this type of antennas is directive and not suitable for cognitive radio

systems since the latter require omnidirectional power patterns.

2.6 Metamaterial Inspired Antennas

Based on the studies of metamaterial based antennas, and to ensure practical realiza-

tions, a novel approach has been proposed by Erentok [6]. The authors propose to

insert a single tailored metamaterial inclusion as a parasitic element in the extreme

near-field of an ESA to enhance the input impedance matching and radiation effi-

ciency. The term "metamaterial-inspired antennas" has been coined for this approach

to differentiate it from "metamaterial-based antennas" where bulk homogenous meta-

materials are considered.

Metamaterial-inspired antennas are constructed as a driven element and a resonant

parasitic element in the very near field of the driven element. These ESAs are nearly

completely matched to a real source and have a very high overall efficiency [6]. These

properties are achieved through the parasitic element, which replaces the need for

an external matching network and which works with the driven element to enhance

the radiation process. Fig. 2.12 illustrates the coupling and radiation behavior of a

small-loaded antenna. In fact, electrically small antennas suffer from the high reactive

energy in their near field. This energy could be electric, then modelled by a capacitor

(Fig. 2.12) or magnetic and modelled by an inductor. However, each case needs a

specific parasitic element in the near field to act like and ENG and MNG medium,

respectively. This is the main idea of metamaterial-inspired antennas.

Authors of [6] present two categories of MTM inspired antennas: magnetic based and

electric based antennas. They are available in 3D and 2D configurations. In the next

sections, 3D magnetic based and 2D electric based antennas are studied. The other 2D

and 3D structures are not presented because they possess the same behaviour as the

presented designs.
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Primary
Source

MTM Inclusion

Near-Field
Matching

Far-Field
Radiation

Metamaterial-Inspired
Antenna System

Figure 2.12: Illustration of the coupling and radiation behavior of the near-field
metamaterial-inspired small antenna. The driven element (capacitor) represents a
monopole/dipole antenna which stores electric energy in his near-field. The para-

sitic element, replaces the need for an external matching network.

2.6.1 Magnetic-Based MTM Inspired Antenna

3D magnetic-based antenna design was implemented with an MNG metamaterial in-

spired structure which consists of an extruded 3D capacitively-loaded loop (CLL) ele-

ment. The CLL is driven by an electrically-small circular antenna which is coaxially-

fed through a finite PEC ground plane. The design configuration is shown in Fig. 2.13.

(a) (b)

Figure 2.13: 3D magnetic based antenna presented in [6]: (a) 3D view and (b) 2D
cross-sectional view. The driven element is an electrically small loop antenna and

the resonant parasitic element is the capacitively coupled loop [7].

The time varying magnetic flux generated by the loop antenna induces currents on

the extruded CLL structure and produces correspondingly large electric fields be-

tween two stub arms which stores electric energy. This energy is sufficiently large to

match both the magnetic energy stored by the current path formed by the extruded

CLL structure and the ground plane, and that of the electrically-small semi-circular

loop antenna. Thus, the self-resonant nature of the CLL is mutually transmitted to the

electrically-small semi-loop circular antenna via the near-field coupling and hence,

make a resonating (antenna + inclusion) system. The complex input impedance be-

havior for the considered 3D magnetic based antenna is shown in Fig. 2.14. The

antenna is matched at 300 MHz and presents a narrow bandwidth. This is due to the
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Figure 2.14: S11 (right) and complex input impedance (left) of the 3D magnetic-
based antenna presented in [6]. The input reactance behave like magnetic dipole
resonant antenna. The anti-resonance occurs when the reactance crosses zero from

positive to negative.

narrow bandwidth of the resonant CLL element alone. The anti-resonant nature of the

input impedance is apparent: the resistance and reactance curves exhibit characteris-

tics analogous to the anti-resonant behavior of an electrically-small circular loop (i.e.

a magnetic dipole) antenna [55].

2.6.2 Electric-based MTM Inspired Antenna

The proposed 3D electric based antenna in [6] was reduced to a planar design by

integrating an electrically small printed monopole antenna with a 2D meander-line

structure over a finite ground plane. The bottom of the 2D meander line is connected

directly to the finite ground plane. The design configuration of the proposed 2D

electric-based antenna achieved with a planar 2D meander line matching element is

illustrated in Fig. 2.15. The transmission line is naturally inductive. Hence, the mean-

(a) (b)

Figure 2.15: 2D Electric based antenna presented in [6]: (a) 3D view and (b) 2D
cross-sectional view. The driven element is an electrically small monopole antenna

and the resonant parasitic element is a meander line.

der line here could be considered as a series of inductors which store a large amount of

magnetic energy. This stored energy is enough to conjugate the electric energy stored

by the electrically small monopole antenna. Therefore, the self-resonant nature of the
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meander line is mutually transmitted to the electrically small monopole antenna via

the near-field coupling and hence, make a resonating (antenna + inclusion) system.

The complex input impedance behavior for the considered 2D electric based antenna

is shown in Fig. 2.16.

−600
−400

−200

0

200

400

600

Frequency in GHz

C
om

pl
ex

 In
pu

t I
m

pe
da

nc
e 

(O
hm

)

 

 

1.35 1.375 1.4 1.425 1.45 1.475 1.5

R
ef

le
xi

on
 C

oe
ffi

ci
en

t (
dB

)

−12

−10

−8

−6

−4

−2
0

Reactance
Resistance Simulated S11

Figure 2.16: S11 (right) and complex input impedance (left) of the 2D electric-based
antenna presented in [6]. The input reactance presents a monopole like resonance
behaviour. The resonance occurs when the reactance cross zero from negative to

positive.

The antenna is matched at 1.425 GHz and presents a wider bandwidth that the 3D

magnetic based because of the losses into the substrate. The resonant nature of the

input impedance is apparent: the resistance and reactance curves exhibit characteris-

tics of a typical resonant behavior of an electrically-small monopole (i.e. an electric

dipole) antenna [55].

The MTM inspired antenna is a very promising concept for narrow band antenna

design. However, the design of such antennas is still intuitive and not systematic,

since it is based on classical elementary antennas such as dipoles and loops. In this

work a systematic methodology serving as an antenna synthesis technique will be

proposed in chapters 5 and 6, through the use of the theory of characteristic modes.

2.7 Existing Antenna Solutions Using the Theory of Charac-

teristic Modes

The application of the theory of characteristic modes to antennas has been attracting

a lot of researchers since TCM has been revisited by Cabedo et al. [19] in 2007. The

main concerned designs in [19] were wire and patch antennas. The modal study

helps designers to identify the best type and placement of the excitation for a specific

structure (for example see Fig. 2.17).
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Figure 2.17: The first four eigencurrents and eigenvalues for a vehicle modelled
with FEKO in order to find the optimum antenna placement [8, 9].

Moreover, the TCM has been extended and used by many research groups to design

antennas. In [65], the bandwidth of a TM10 electrically small antenna has been en-

hanced and tuned using the characteristic input admittance analysis. Furthermore,

the modal concept has been used to formulate an expression for antenna Q factor

and then many groups developed their own algorithms to optimise the antenna size

in order to reduce the antenna Q [66–68]. More details about the TCM metrics used

in antenna application are provided in Chapter 3. Also, TCM has been applied to

antenna isolation in the context of MIMO systems [69–71] (for example see Fig. 2.18).

Figure 2.18: The first four eigencurrents and eigenfields for ring antenna used for
2× 2 MIMO system [10].

Meanwhile, to date, no work on the application of TCM to metamaterial is found

in the literature. This topic will be heavily discussed in next chapters. Next, the

mathematical formulation and characteristic modes computation are reported.
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2.8 Conclusion

In this chapter, a brief state of the art on CR configurations and required antennas are

presented. The design challenges and associated physical limitations were reported.

Antennas using metamaterials to overcome these limitations are also presented. They

exist into two versions: metamaterial-based and metamaterial-inspired antennas. Fur-

thermore, it has been emphasised that a systematic design tool, namely, the theory of

characteristic modes, has not been yet applied to metamaterial based/inspired anten-

nas, and will be involved in the present work to design MTM Inspired structures.



Chapter 3

Introducing TCM for Metamaterial

Inclusions

3.1 Introduction

The Theory of Characteristic Modes (TCM) had its humble beginnings in the early

1970’s. The beauty of TCM lies in its ability to fully characterise the radiation and

scattering properties of an object of arbitrary shape, and material properties. This

ability provides valuable insight into an antenna physical behavior without the need

of a feeding arrangement as well as providing information about how desirable radi-

ation modes can be excited. This feature has led to its use to antenna design in the

High Frequency (HF) band when integrated in land vehicles, ships and aircraft. In

particular, TCM provides a powerful tool to understand and exploit excitation in the

near field of an antenna (or inclusion), unlike conventional approaches which consider

only plane wave excitation. However, TCM remained narrowly used until it was re-

discovered a decade ago for aiding to the design of mobile handset antennas. Even so,

TCM had not been addressed yet to study antennas with metamaterials or metama-

terial inclusions. We believe that TCM features provide a very interesting tool for the

study of metamaterials.

In this chapter, the mathematical formulation of TCM is presented. A relationship

between the first eigenmode and an expression of the polarizability is proposed for a

split ring resonator. It thus allows us to describe a link between the artificial magnetic

response of a split ring resonator and modal characteristics. Using the new met-

rics proposed, a reactive impedance substrate based on metal-dielectric metamaterial

excited by a parallel magnetic field is shown to exhibit artificial magnetism. These

32
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metrics are shown to propose good agreement with other analytical and numerical

methods.

3.2 Formulations of The Theory of Characteristic modes and

Computation Assumptions

The theory of characteristic modes was first developed by Garbacz [72] and was later

refined by Harrington and Mautz [73] in the seventies. Initially it was given for per-

fectly conducting (PEC) objects [73], then expanded for penetrable objects [74]. It was

originally applied to antenna-shape synthesis [75], and to control the obstacle scatter-

ing by reactive loading [76]. However, this theory practically fell into disuse later, in

spite of the fact that it leads to modal solutions even for arbitrary shapes. This is partic-

ularly useful in problems involving analysis, synthesis, and optimization of antennas

and scatterers. Nowadays, this analysis is brought to action again [19, 65, 67, 70, 77, 78]

and therefore it became constructive to re-explain in this section what TCM is. For

more details about TCM formulations and applications, reader is invited to see the

book in [79] since it compiles and organises the advanced research achievements made

in the area of CM studies.

In 1971 Garbacz [72] approached the problem of scattering of conducting bodies by

diagonalizing the corresponding scattering matrix. On the other side, Harrington

approached the same problem by diagonalizing the operator relating the current to

the tangential electric field on the body. In this work, the Harrington approach is

adopted when the characteristic modes are computed.

Consider the problem of one or more conducting bodies, defined by the surface S.

Any applied electric field Ei will produce a surface current J over S as illustrated in

Fig. 3.1.

Figure 3.1: Arbitrary PEC object S in an impressed field E and the induced surface
current J.

From Maxwell equations and the boundary conditions derived therein, the total tan-

gential electric field must be zero on the surface of the conductor. Thus, these surface
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currents on the conductor must produce a scattered field that enforces this boundary

condition. The surface currents generated in this way are defined using the operator

L with impedance dimensions:

[L(J)− Ei]tan = 0 (3.1)

while

[L(J)]tan = Z(J) = R(J) + jX(J), (3.2)

where R and X are the real and imaginary part of the impedance operator Z which

is real and symmetric [73], also known as a Hermitian operator. Satisfying physical

interpretations can be made for these operators if we consider the complex power

associated with an arbitrary complex current density J as:

Pcomp =

〈
J∗, Z(J)

〉
=

〈
J∗, R(J)

〉
+ j
〈

J∗, X(J)
〉

, (3.3)

where
〈
∗, ∗
〉

is defined as the inner product for all square integrable functions in the

Hilbert space on the surface S, such that
〈

a, b
〉
=
‚

S a∗ · b dS. R and X are associated

to the real power and net stored energy (reactive power) of the current J, respectively,

since the relationships Prad =
〈

J∗, R(J)
〉

and Preac =
〈

J∗, X(J)
〉

hold true [73]. Since

real power must be greater than or equal to zero, it implies that the operator R must

be positive definite in addition to being Hermitian. By making a change of variables

in the most general form of the eigen-value problem involving the operator Z, we can

re-write the eigen-value problem in the alternative form Z(Jn) = (1+ jλn)R(Jn) which

can be further simplified, leading to the final generalized eigen-value problem:

X(Jn) = λnR(Jn). (3.4)

The operators R and X are both real symmetric, making the eigenvalues λn and eigen-

vectors Jn real and equiphase, respectively.

3.2.1 Characteristic fields Orthogonality

The electric fields En and the magnetic fields Hn produced by an eigencurrent Jn on

S are called the characteristic fields or eigen-fields associated to Jn. The orthogonality

relationships for the characteristic fields corresponding to the characteristic currents

are obtained by means of the complex Poynting theorem [73]. In fact, the orthogonal-

ity properties of the characteristic modes is inherited from the currents to the fields.
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Explicitly, the complex power balance for currents J on S is given by:

Pcomp =

‹
S′

E× H∗ dS + jω
˚

V′
(µH · H∗ − εE · E∗) dV ′ (3.5)

where S′ is any surface enclosing the object S and V ′ is the volume enclosed by S′.

When considering the modal currents, we derive a similar expression for the complex

power associated with the mth and nth characteristic mode as:

Pcomp,n =

〈
J∗m, R(Jn)

〉
+ j
〈

J∗m, X(Jn)

〉
= (1 + jλn)δmn, (3.6)

which further implies that ‹
S′

Em × H∗n dS = δmn (3.7)

and

ω

˚
V′
(µHm · H∗n − εEm · E∗n) dV ′ = λnδmn (3.8)

which can be interpreted as the orthogonality of active power and orthogonality of net

stored energy between characteristic modes [80].

In order to prove this orthogonality in the far field region, we consider the eigen

electric field of purely outward traveling waves, with the form:

En = η0Hn × n̂ =
−jωµ

4π

e−jkr

r
Fn(θ, φ), (3.9)

where η0 is the free-space intrinsic impedance, r the radial distance from the origin,

n̂ the unit normal to the sphere at infinity, and Fn(θ, φ) the characteristic pattern or

eigen-pattern associated with the eigen-current Jn.

By adding equation (3.6) to its conjugate, and interchanging m and n, we obtain the

orthogonality properties of the characteristic fields En and Hn

1
η0

‹
S′

Em · E∗n dS = δmn (3.10)

and

η0

‹
S′

Hm · H∗n dS = δmn (3.11)

Therefore, equations (3.11) and (3.10) show that the far fields associated with each

characteristic mode are mutually orthogonal, which is a very important condition for

the study of the modes. This issue will be further discussed in chapter 6.
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3.2.2 Surface Current Decomposition and Associated Metrics

The scattered field from an arbitrary PEC scatterer can be expressed in terms of the

characteristic modes of that structure [73]. In other words, the surface currents can be

written as a linear summation of the eigen-currents, and consequently the scattered

field can be written as a linear summation of the eigen-fields. Given some arbitrary

excitation, it is possible to determine which characteristic modes is excited. The exci-

tation can be in the form of a feeding mechanism (voltage gap, coaxial feed, aperture

coupling) or arbitrary incident electromagnetic waves. Any excitation will produce a

surface current over the conducting surface S. Since the modal currents are weighted

and orthogonal over the surface S, thus, any arbitrary current can be expanded as

follows:

J =
∞

∑
n=0

wc,n Jn with n = 0, 1, 2, 3, ... (3.12)

where wc,n are the modal weighting coefficients. These modal currents are the eigen-

modes of the structure and they are calculated by solving the eigenvalue problem in

equation (3.4). For each eigenvalue λn a reactive energy Preac,n and a radiated energy

Prad,n are associated:

λn =
Preac,n

Prad,n
=

〈
J∗n, X(Jn)

〉

〈
J∗n, R(Jn)

〉 =
2π f Wnet,n

Prad,n
, (3.13)

where Wnet,n is the net stored energy of a specific mode n and f is the frequency.

The physical sense behind the calculated quantities could be exploited using many

metrics derived from the eigenvalue λn. The characteristic angles φn are given by [19]:

φn = 180◦ − tan−1(λn). (3.14)

Indeed, modes having a φn close to 270◦ and 90◦ are considered storing electric and

magnetic energy, respectively. Radiating modes have characteristic angles near to 180◦.

The modal significance (MS) which reflects the mode radiation intensity is defined at

each frequency as:

MSn =

∣∣∣∣
1

1 + jλn

∣∣∣∣ . (3.15)

To take into consideration both the effects of an excitation and the mode resonance

condition, an expression for the modal weighting coefficient wc,n is defined by sub-

stituting equation (3.12) into equation (3.4) and taking the inner product of (3.4) with
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respect to Jm

∞

∑
n=0

ωc,n

〈
J∗m, Z(Jn)

〉
−
〈

J∗m, Einc
tan

〉
= 0 with m 6= n. (3.16)

Modal currents being orthogonal [73],

wc,n(1 + jλn) =
〈

Jn, Einc
tan

〉
. (3.17)

The expression of the modal weighting coefficient then becomes

wc,n =

∣∣∣∣∣∣

〈
Jn, Einc

tan

〉

1 + jλn

∣∣∣∣∣∣
, (3.18)

where

〈
Jn, Einc

tan

〉
=

‹
S

Jn · E
inc
tandS = Vi

n. (3.19)

Vi
n is the modal excitation coefficient and it shows how much an eigencurrent is af-

fected by the type and position of the excitation. The main advantage of such a metric,

is that it can be defined for an arbitrary excitation and for a plane wave. It could be, for

example, a voltage gap, an electric or magnetic dipole in the near field of the structure.

3.2.3 Active and Reactive Modal Powers

When all the modes in a structure are involved, the total active and reactive powers

can be calculated theoretically with TCM. The contribution to the overall net stored

energy of the arbitrary PEC surface can be expressed in terms of CMs as follows [80]:

Preac = ωWnet =

〈
J∗, X(J)

〉

=

〈 ∞

∑
n=0

w∗c,n J∗n, X
( ∞

∑
n=0

wc,n Jn

)〉

=
∞

∑
n=0

w∗c,nwc,n

〈
J∗n, X(Jn)

〉

=
∞

∑
n=0

∣∣∣wc,n

∣∣∣
2
λn.

(3.20)

Thus, the reactive power per mode could be expressed as:

Preac,n =
∣∣∣wc,n

∣∣∣
2
λn. (3.21)
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The sign of the eigenvalue λn decides wether the reactive power Preac,n is capacitive or

inductive.

In a similar manner we can also expand the radiated power as:

Prad =

〈
J∗, R(J)

〉

=

〈 ∞

∑
n=0

w∗c,n J∗n, R
( ∞

∑
n=0

wc,n Jn

)〉

=
∞

∑
n=0

w∗c,nwc,n

〈
J∗n, R(Jn)

〉

=
1
2

∞

∑
n=0

∣∣∣wc,n

∣∣∣
2

since
〈

J∗n, R(Jn)

〉
=

1
2

,

(3.22)

with the individual contribution of each mode expressed as:

Prad,n =
1
2

∣∣∣wc,n

∣∣∣
2
. (3.23)

In equation (3.22), the inner product
〈

J∗n, R(Jn)
〉

is equal to 0.5 in order to normalize

the radiated power per mode to a half Watt. This value is with respect to the consid-

ered normalization in the code used to calculate the eigencurrents in this work [8].

So far, it will be shown that in the electrically small regime, the first modes capture the

most of the power in the structure. In other words, electrically small antennas could

be considered single-mode antennas. Therefore, it can be said that the summation of

the powers of predominant modes is close to the total power injected.

3.2.4 Characteristic Modes Computations and Assumptions

When Harrington and Mautz introduced their approach to the theory of character-

istic modes [73], they immediately followed by a description of how to obtain the

characteristic modes numerically using a moment method formulation [81]. Rather

than diagonalizing the scattering matrix directly, Harrington and Mautz instead di-

agonalized the impedance operator. A straightforward algorithm to diagonalize the

impedance matrix [Z], and then, calculate the characteristic modes is detailed in [82].

They obtained a set of currents, and their respective far-field patterns, that were or-

thogonal and could be used in general as expansion functions for the currents and

scattered field. What sets this formulation apart from the previous attempt by Gar-

bacz is that it allowed a universal technique [the method of moments (MoM)] to obtain

the characteristic modes. The detailed knowledge of the impedance operator allowed
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a slew of properties to be derived that would have been otherwise difficult to obtain

using Garbacz’s original formulation [72].

CMs for PEC objects: Surface integral equation (SIE), together with the MoM, is

used for solving CMs time harmonic electromagnetic radiation and scattering prob-

lems from PEC objects. There are two basic SIEs for PEC structures: the electric

field integral equation (EFIE) and the magnetic field integral equation (MFIE). In the

EFIE, the boundary condition is enforced on the tangential electric field and is suit-

able for open objects, whereas in the MFIE, the boundary condition is enforced on

the tangential magnetic field [82] and is suitable for closed objects. Furthermore, a

new formulation based on EFIE and MFIE is suggested in [83] when PEC sheets are

considered. It proves to be more efficient while computing a complete solution for the

current densities.

CMs for composite (dielectric+metallic) objects: The formulation proposed by

Harringtone in [74] to calculate CMs in penetrable bodies, is suitable only for pure

dielectric (or magnetic) objects. When a metal is included, this method becomes in-

valid. Several approaches can be found in the literature for the simulation of combined

metallic and dielectric objects. For instance, an approach based on the MoM and the

PMCHWT [84–86] is used in [87] to simulate infinite PEC and dielectric sheets. Fur-

thermore, when periodic structures are considered (i.e. metamaterials), a modified

version of the PMCHWT formulation based on doubly periodic Green’s function is

proposed in [88] to solve the problem. Meanwhile, it is well acknowledged in the

computational electromagnetic community that the correctness of the CM formula-

tion derived from this PMCHWT integral equation has not been validated for obtain-

ing correct natural resonant frequencies and their corresponding modal fields yet [79].

To the best of our knowledge, the only work using the PMCHWT formulation to cal-

culate eigenmodes of a periodic metamaterial is found in [89].

Otherwise, volume integral equation (VIE) formulations are reliable but computation-

ally burdensome [90].

In this work, in order to calculate CMs in composite planar structures we refer to the

generalized eigenvalue equation developed from the mixed-potential integral equation

(MPIE) with the spatial domain Green’s functions of multi-layered medium as it is

described in [79, Chapter 4]. The Green’s function takes into account the multi-layered

medium environment of the metallic object. Therefore, the CM theory based on this

Green’s function can accurately characterize the resonant frequencies, modal currents,
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and modal far fields of both fundamental and high-order radiating modes. It also

avoids confusing non-radiating modes as computed from the conventional TCM [73].

Another approach based on layered medium Green’s function has been proposed re-

cently in [91] in order to simulate spherical nanoparticles. However, this approach is

not adopted here since it is not implemented in the code we are using. In fact, the

TCM has been implemented in the commercial integral equation solver FEKO [9], as

well as many in-house codes based on Makarov code [92], [19, 77, 78, 80].

In this work, we use FEKO to solve the eigenvalue problem and calculate the eigen-

currents which is a MoM solver using Rao-Wilton-Glisson (RWG) basis functions [93]

and has a multi-layered medium tool.

On the other hand, the structures that we need to calculate their characteristic modes

are mainly planar patch antennas, metamaterial inclusions and metamaterial inspired

antennas as described in [5, 6, 94], respectively. Hence, considering the types of the

studied structures we emphasise many assumptions in the simulations:

1. For MTM Inspired antennas the substrate is used as a mechanical support [6]

and it could be neglected when calculating characteristic modes. This will not

affect the physical behaviour analysis since modes on the metal in presence of

the dielectric material hold the same when εr = 1 [95]. A slight shifting of the

resonance proportional to
√

εr can be produced when εr > 1. However, this

will simplify the problem solving and prevent the calculation of the equivalent

surface currents on the dielectric faces. In doing so, the computation time will

be drastically reduced. Furthermore, when the substrate needs to be considered

in modal analysis (especially for high εr values used in Chapter 4), an infinite

substrate based on a Green’s functions of multi-layered medium is used [79].

2. It has been demonstrated using a Sub-Structure-Modes approach based on a

modified Green’s function that eigencurrents with an infinite ground plane ap-

proches those on a finite ground plane [96]. In this work, an infinite ground

plane is considered when performing characteristic mode analysis of planar an-

tennas with ground planes. This will prevent the calculation of non-physical

current modes on the ground plane −which do not affect the analysis− and re-

duces the computation complexity.

It should be noticed that when calculating scattering parameters (i.e. the reflec-

tion coefficient) of the antenna, a finite ground plane is considered.

Characteristic modes tracking: CMs are theoretically continuous with respect to

frequency. Numerically, the impedance operator Z is discretized by the MoM to an
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impedance matrix [Z]. This discretization is done with respect to the structure sub-

domaines. Thus, the surface currents and fields are also discretized into vectors [82].

Unfortunately, due to the numerical solution limitations (only a finite number of

modes is found at each frequency [19]), both eigencurrents and eigenvalues are dis-

ordered. This means that the resulting characteristic basis should be sorted (tracked)

throughout the spectrum [97, 98].

Finally, it must be noted that it is still possible for other time domain methods,

such as the Finite Difference Time Domain (FDTD) method, to compute characteristic

modes [99].

3.3 New metrics validation for metamaterial inclusions

In order to use the previously proposed metrics for the analysis of metamaterials, we

present a comparison with other existing approaches. For instance, the polarizability,

an intrinsic parameter of the inclusions, is investigated and linked to the proposed

metrics, namely the eigenvalues of the structure.

The inclusion chosen here is the broadside-coupled split-ring-resonator (BC-SRR, de-

scribed in Fig. 3.2) commonly used for artificial magnetism in bulk metamaterials [57].

It is selected for its independence from E-field polarisation for axial magnetic field and

absence of bi-anisotropic effects [94, 100]. Thus, the polarizability can be easily calcu-

lated.

D W

gxy

z

h

(a) 3D view

D/2

Yload
Yloop

W

(b) Top view

hr

(c) Side view

Figure 3.2: Schematic of the considered BC-SRR structure. The dimensions are:
D = 11.25 mm, W = 1 mm, g = 1.95 mm, the substrate height h = 1.08 mm with
relative permittivity εr = 2.2. The load admittance Yload represents the gap admit-

tance and Yloop is the loop input admittance.

The magnetic dipole moment m of this structure is defined as [101]

m = amm · H + ame · E, (3.24)

where amm and ame are the dyadic magnetic and electric polarizabilities, respectively.

For an axial magnetic field
−→
H = H.ẑ, the electric polarizability ame vanishes and the
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dyadic magnetic polarizability becomes a scalar

amm = amm =
m
Hz

. (3.25)

It is shown that m depends exclusively on the first current mode I0, where m = µ.A.I0

and A is the area of the loop [101]. The first current mode I0 is uniform while the

second mode I1 is not. This agrees with other proposed models [102]. The expression

of I0 is given by [101]

I0 = −2r
JBessel,1(kr)

A0

(
1 +

j
Yloop + Yload

1
πηA0

)
Hz (3.26)

where

A0 =
kr
π

[
log(

8r
W

)− 2
]
+

1
π

[
0.667(kr)3 − 0.267(kr)5

]

− j
[

0.167(kr)4 − 0.033(kr)6
]

. (3.27)

JBessel,1(kr) is the Bessel function of the first order, r = D/2 is the loop radius, η is

the free space wave intrinsic impedance, and k = ω
√

µε. The load in this case is the

gap (i.e. open circuit) thus Yload = 0. Yloop contains the information about the eigen-

values of the characteristic modes. These modes are equivalent to characteristic port

modes [75]. In the theory of characteristic modes, the impedance matrix elements are

calculated from the interaction of fictitious small dipoles between two consecutive Rao,

Wilton and Glisson basis functions triangles, and relate the surface current density to

the electric field [93]. On the other hand, the theory of characteristic port modes is

based on an identical principle relating the network impedance matrix elements to the

voltages and currents at each defined port. Using both formulations, an expression of

the modal input loop admittance Y(n)
loop, in is derived as follows [80]:

Y(n)
loop, in =

∣∣∣Jn,in · `edge

∣∣∣
2

1 + jλn
. (3.28)

Jn,in is the value of the surface current density of the nth mode at the edge where

the input admittance of the loop is determined (see Fig. 3.2(b)). `edge is the edge

length of the RWG mesh elements, it is considered to be equal to λfree/40 for an ultra

fine mesh, where λfree is the free space wavelength. Combining (3.26) and (3.28), and

substituting the first eigen current (I0) into the magnetic dipole moment expression,

lead to a relation between the polarizability and the first eigenmode λ0

amm = −2µ0πr3 JBessel,1(kr)
A0

(
1 +

j(1 + jλ0)∣∣∣J0,in

∣∣∣
2

1
πηA0

)
. (3.29)
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Fig. 3.3 shows the eigenvalues with respect to the frequency of the considered BC-

SRR. The first mode resonates at 2.4 GHz since its eigenvalue equals zero at this
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Figure 3.3: First four eigenvalues of the considered BCSRR printed over both sub-
strate faces.

frequency. To better explain the behaviour of the modes Fig. 3.4 shows the calculated

characteristic angles of the first three eigenmodes of the BC-SRR. In order to validate

the new proposed metrics, the normalized polarizability amm · 3/(4πε0r3) with respect

to the frequency is shown on Fig. 3.4(b). The normalization is done with respect to

the volume [103]. Furthermore, the transmission coefficient calculated from a plane

wave excitation of a BC-SRR unit-cell [24, 104] is also plotted.
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Normalized polarizability amm · 3/(4πε0r3) from equation (3.29) and the transmis-

sion coefficient from conventional unit-cell analysis.
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The polarizability reaches a maximal value at f0 =2.4 GHz which also corresponds to

the first resonance in the transmission coefficient (Fig. 3.4(b)). At f0, the characteristic

angle, φ0 is equal to 180◦ (eigenvalue, λ0 = 0), indicating a first resonant mode. The

inductive nature of the energy stored by the first mode J0 is demonstrated in Fig.

3.4(a). Indeed φ0 is equal to 90◦ (λ0 > 0) after the resonance indicating from equation

(3.13) that Preac,0 > 0 since Prad,0 is always positive.

The second mode J1 stores capacitive energy at 2.4 GHz with φ1 = 270◦ (Fig. 3.4(a)).

Modes 0 and 1 present the same eigenvalue behaviour except for the mode profile as

shown in Fig. 3.5.

Figure 3.5: First three eigencurrents profiles of the considered BC-SRR.

Indeed, modal surface currents on BC-SRR rings are in phase for J0 and out of phase

for J1. This explains why the second eigencurrent J1 resonates at a higher frequency

(5.6 GHz) then expected by the transmission coefficient unit-cell analysis. Only the

first eigenmode is responsible of the structure resonance at 2.4 GHz while the second

resonance at 5.1 GHz (Fig. 3.4(b)) is a contribution of both the first and second modes.

The third mode J2 is a purely capacitive one storing electrical energy over all the

frequency band. J2 presents an in-phase dipole-like current distribution on the BC-

SRR rings (Fig. 3.5).

The TCM modal weighting coefficients are calculated for two configurations: parallel

and perpendicular magnetic field
−→
H are shown in Fig. 3.6. Each mode presents a co-

efficient peak at the eigenmode resonance for both configurations, expect for the third

mode since it is a pure reactive mode between 1−6 GHz. This can be predicted from

equation (3.18). For two identical excitations, the coefficient values for a perpendicular

excitation are greater than those of the parallel one by a factor of 102. Therefore, for J0

the modal weighting coefficient wc,0 is greater when
−→
H is perpendicular, whereas for

J1, wc,1 is greater when
−→
H is parallel (i.e. when the electric field

−→
E is perpendicular).

Nevertheless, wc,1 >> wc,2 when
−→
H is perpendicular. This demonstrates that J0 is a

magnetic mode which presents the dominant magnetic response of the loop when the

magnetic field is perpendicular to the loop.
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Figure 3.6: Modal weighting coefficients (from equation 3.18) of the 1st, 2nd and 3rd

modes of the considered broadside-coupled split-ring-resonator in presence of a
perpendicular (left) and parallel (right) magnetic excitation. J0 and J1 have higher
weighting coefficients at their resonances, when the magnetic field is perpendicular
to the ring. The third mode J2 has a weighting coefficient close to zero for both
configurations since its is not a resonant mode. When the magnetic field is parallel
to the plane of the ring, J1 (electric) is more reactive than J0. Nonetheless, J0
(magnetic) is the most reactive when the magnetic field is perpendicular to the ring.

This analysis agrees with the polarizability interpretation presented in this work and

with other results obtained from analytical and numerical approaches [24, 101, 102].

3.3.1 Application of new metrics to demonstrate an equivalence between
magnetic artificial media

After validation of the approach for a broadside-coupled split-ring-resonator, an iden-

tical analysis was performed for the reactive impedance surface shown in the inset

of Fig. 3.7, together with the first five calculated characteristic angles. The reactive

impedance substrate consists of small patches distributed periodically into two direc-

tions and printed on a high permittivity grounded substrate.
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Figure 3.7: Characteristic angles of the first five modes of a 4×4 reactive impedance
substrate as depicted. The dimensions are a = 12 mm, ∆x = ∆y = 18 mm, h =

4 mm and εr = 25 (Ref.[5]).
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The first five modes resonate at very close frequencies. The first two modes J0 and

J1 resonate at 2.4 GHz which is exactly the operational frequency of the reactive

impedance substrate considered [5]. Fig. 3.7 shows that the eigenmodes can be con-

sidered magnetic after their resonances since they keep φn=0,1,2,3,4 < 180◦. All these

modes present the same behavior as the magnetic dominant mode of a broadside-

coupled split-ring-resonator: all modes store electric energy up to resonance, then

stored energy is transformed to a magnetic energy. In order to identify the modes

reaction to different excitation configurations we follow the same analysis performed

for the BC-SRR. The modal weighting coefficients are calculated for an excitation by

a magnetic field
−→
H of identical magnitude for two polarizations:

−→
H parallel and per-

pendicular.

Fig. 3.8 shows the modal weighting coefficients of the first two modes in both con-

figurations. The modes J2,3,4 are omitted since they behave exactly like the first two

modes. Values for a parallel excitation are greater than those for the perpendicular
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Figure 3.8: Modal weighting coefficients of the 1stand 2nd modes of the considered
4×4 reactive impedance substrate in presence of a perpendicular (left) and parallel
(right) magnetic excitation. Modes 1 and 2 are more reactive when the magnetic

field is parallel to the substrate.

one by a factor of 2×102. It is shown that the values of the coefficients of both modes

are close to each other in each configuration. This confirms that both modes have the

same nature which is magnetic dominant after the resonance.

3.3.1.1 Discussion

It is shown that the reactive impedance substrate current modes are very sensitive to

a parallel magnetic field (i.e. perpendicular electric field). This means that this meta-

material behaves as an artificial magnetic material for a magnetic field parallel to the

periodicity plane. The key difference between both cases is that artificial magnetism is

achieved with a reactive impedance substrate for a perpendicular electric field while
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for a broadside-coupled split-ring-resonator, it is achieved with a perpendicular mag-

netic field. It means, for instance, that patch antennas can be easily realised without

the use of bulk structures but through structures like RIS while achieving the same

performances as those predicted by Hansen and Burke [22].

This analysis is suitable to study the potential metamaterials with particular magnetic

response when associated to radiating objects such as antennas or cloaking applica-

tions. At much higher frequencies where the design of metamaterial can be chal-

lenging from the technological point of view, this analysis can be used to synthesise

the magnetic response in the convenient polarization without going through bulky

structures.

3.4 Conclusion

In this chapter, the formulation and computation of characteristic modes have been re-

ported. New metrics for artificial magnetism has been defined. We have demonstrated

the validity of these new metrics to analyze metamaterials and provide physical in-

sight into their synthesis applications by means of characteristic modes. An agreement

is shown between the analysis of the polarizability of a BC-SRR based on modal quan-

tities and other results obtained from analytical and numerical approaches. An anal-

ogy has been made between artificial magnetic medium based on broadside-coupled

split-ring-resonators used for bulk metamaterials and reactive impedance substrates

used as planar metamaterials when the magnetic field is parallel to the substrate

plane.



Chapter 4

Quality Factor Computation for

ESAs using the TCM: Application

to Metamaterial-Based and

Arbitrary-Shaped Antennas

4.1 Introduction

The need for miniaturized CR terminal and cohabitation of growing number of sys-

tems require antennas with small sizes and good performances. This has opened large

interest in research and development of small antennas and antenna miniaturization

techniques. Electrically small antennas occupy a volume of the sphere whose radius is

a small fraction of the free-space wavelength of the radiated electromagnetic field [11].

Fundamental limitations of small antennas are still an active research area. Antenna

size and performances are linked; for instance the bandwidth is inversely proportional

to the dimensions.

Among the general techniques used to design electrically small antennas, the opti-

mization of the antenna topology [105, 106] and the use of magneto-dielectric materi-

als [3, 107–109] are common.

However, to approach the physical limits while keeping an acceptable radiating

performance, new sophisticated techniques such as the use of artificial materials [2, 5]

are more and more considered. In addition, in mobile terminals, antennas must take

arbitrary shapes in order to fit the chassis geometry. This adds an extra difficulty to

48
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the analysis as well as to the estimation of the figure of merit of an antenna. For ESAs

the figure of merit often considered is the quality factor (Q).

Metamaterial and magneto-dielectric patch antennas are attractive solutions for

miniaturization [59] since it has been predicted from the zeroth-order transmission line

model of a resonant patch antenna that magneto-dielectric substrates should present

higher performances in terms of radiation efficiency and bandwidth when miniatur-

ized [22]. They demonstrated, for instance, that a high effective permeability substrate

is more interesting than one with a high permittivity. However at microwave frequen-

cies, magnetic materials tend to be lossy and metamaterials should be considered to

achieve a high effective permeability. Then, these metamaterial substrates have to be

analyzed numerically; homogenisation techniques are generally applied for effective

parameters retrieval to provide physical insight. However these techniques are invalid

if the metamaterial consisting of metallic inclusions embedded in a dielectric medium

is to be used in the near field of a source or close to resonance [24], as it is the case

with a patch antenna. A new approach based on a numerical technique allowing for

physical insight is essential.

In this context, characteristic modes (CMs) analysis can prove to be a powerful

approach particularly when planar or patch antennas are involved. It can indeed

address all the complexities such as metamaterial substrate, complex, arbitrary and

non-canonical shapes while providing physical insight to guide antenna design and

synthesis [110]. Moreover, it allows for antenna structure analysis independent from

the excitation; hence enabling better design optimisation.

In this chapter, we will use the theory of characteristic modes (TCM) to address

the challenge of the analysis of metamaterial-based antennas, and arbitrary-shaped

antennas. The potential of such an approach for evaluating small antennas when

surrounded by conventional and metamaterial substrates will be discussed. Since

CMs depend only on the geometry and surrounding materials, then, the Q factor is

defined as a function of the eigenvalues. This offers a huge advantage for antenna

shape optimisation without any a priori knowledge of the excitation [67]. Indeed,

TCM can be useful when appropriate metrics are defined [110] where homogenisation

techniques fails for the physical understanding of metamaterial substrate antennas

due to the near field analysis .

The present chapter has three main goals:

1. To present a new approach for analysing metamaterial based antennas using

modal concept, and to propose a new expression for the Q factor based exclu-

sively on eigenvalues.
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2. To validate the new proposed expression of the Q factor and to show the poten-

tial of TCM for the synthesis and evaluation of electrically small arbitrary-shaped

antennas.

3. To demonstrate from a modal point of view that a magnetic substrate enhances

the antenna bandwidth while a dielectric substrate reduces it. Furthermore, we

will show that a metamaterial reactive impedance substrate acts similarly to a

magneto-dielectric substrate in a specific frequency range, when associated to

a miniaturized patch antenna with greatest dimension of λ0/10. Indeed, this

has been predicted from the zeroth-order transmission line model of a resonant

patch antenna that magneto-dielectric (µr > εr) substrates should present higher

performances in terms of bandwidth without affecting the radiation efficiency

when miniaturized [22].

This is done by focusing on the first contributing modes in the small antenna regime.

4.2 State of the art on Electrically Small Antennas Quality Fac-

tor Calculation

An antenna doesn’t radiate a wave whose wavelength is much greater than its size;

therefore it doesn’t resonate at that corresponding frequency. This so-called Electri-

cally small antenna occupies a volume of the sphere whose radius a is a small fraction

of the freespace wavelength of the radiated electromagnetic field (Fig. 2.7). In fact,

it seems to be choking by the non-propagating reactive energy surrounding it, as it

has high input reactance and low input resistance. Several approaches to describe

the problem have been proposed in which Wheeler [111] and Chu [11] who were the

first to consider the physical limitations of small antennas and to evaluate their per-

formance concerning radiation efficiency, bandwidth and gain. Although Wheeler’s

work was important, Chu’s formulation is the most common in antenna communities.

The early studies (1947) on minimum Q bounds by Chu [11] were based on spherical

mode circuits. For example, Fig. 4.1 shows the equivalent circuit of a TMn spherical

wave. Chu has defined the quality factor Q as:

Q =
2.ω0.max{Welec, Wmag}

Prad
(4.1)

where ω0 is the angular frequency, W{elec,mag} is the time-average, non propagating

stored energy by the antenna and Prad is the radiated power. This expression repre-

sents the Q factor of a tuned antenna where the total input reactance equal to zero at
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Figure 4.1: Equivalent circuit of TMn spherical wave, proposed by Chu [11].

the resonance ω0. Q is inversely proportional to a, i.e. antenna dimensions (Fig. 2.7).

The smaller the quality factor is, the higher the radiated power by the antenna (see

Section 2.4). For example the first compact expression for the quality factor proposed

by Chu [11] was:

Q =
1 + 2k2a2

k3a3[1 + k2a2]
, (4.2)

where k is the wave vector defined as k = 2π/λ. Chu’s expression has been then

refined to take into account the polarization by Mc-Lean [32]:

Q =
1

k3a3 +
1
ka

, (4.3)

and the radiation efficiency by Hansen et al. [22]:

Qlb = RE×
(

1
k3a3 +

1
ka

)
, (4.4)

where RE is the radiation efficiency of the antenna.

In his formulation, Chu neglected all internal energy in the fictitious sphere which

resulted into a very low bound of Q. This problem has been solved later by Hansen

and Collin on the field level [112], and by Thal [113] on the circuit level, which led

to the new Chu bounds. However, equations based on Chu’s expression are not the

most suitable for planar structures (e.g. patch antenna), since the antenna does not

effectively use all the volume containing it. Yaghjian and Best [53] defined an efficient

and accurate quality factor of antennas through a relation between the stored/radiated

energies and the input impedance of the antenna; it is given by:

Qz =
ω

2Rin

∣∣∣∣
∂Zin

∂ω
+ 
|Xin|

ω

∣∣∣∣ , (4.5)

where Zin = Rin + jXin is the complex input impedance of the antenna. A huge
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advantage of Yaghjian-Best expression is its suitability for the modal concepts as

it will be shown later. However, it has been shown recently in [114] that the QZ

factor is limited to first order systems and can fail when multiple resonances occur in

high-order systems.

A different approach has been proposed by Gustafsson [115, 116]; it is based on

searching for the minimum bound of Q with respect to the static polarizabilities γ and

the antenna directivity D :

Qmin = η
D(ka)3

2π
γ, (4.6)

where η the absorption efficiency. The main advantage of this approach is that

limitations can be found for antennas with arbitrary shapes while studying the

impact of the polarization on the antenna performances. An arbitrary shape can be

enclosed into any circumscribing metal necessary have a higher polarizability, and

hence calculate the quality factor [117].

If the different features of the previous approaches are compared, one can deduce

that there is no perfect formula, and especially for planar structures, such as patch

antennas. Indeed, formulas based on Chu’s expression are not accurate for 2D prob-

lems. Gustafsson approach is interesting in case of antennas with metamaterials, since

it deals with non-canonical shapes. Furthermore, in their recent work [? ], the au-

thors include magnetic currents in their model to calculate the lower bounds of D/Q

through the computation of the stored energies. Yaghjian-Best formula depends on a

specific excitation.

Table 4.1 summarises the presented quality factor expressions emphasising on

their features for comparison purposes.
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Table 4.1: Summary of quality factor expressions proposed in literature.

Reference Expression Notes

Chu [11] Q = 1+2k2a2

k3a3[1+k2a2]

• Approximate expression.
• Available only in the electrically small regime.
• Limited to linear polarizations.

Mc-Lean [32] Q = 1
k3a3 +

1
ka

• Exact expression derived from Chu’s formula.
• Linear and circular polarizations.
• Inaccurate for planar structures.

Hansen [22] Qlb = RE× ( 1
k3a3 +

1
ka)

• Gives the lower bound of Q.
• Limited to linear polarizations.
• Inaccurate for planar structures.

Yaghjian [53] Qz =
ω

2Rin

∣∣∣ ∂Zin
∂ω +  |Xin|

ω

∣∣∣
• Proportional to the variation of the input impedance.
• Accurate for planar structures.
• Linear and circular polarizations.
• A specific excitation needs to be defined.

Gustafsson [115] Qmin = η D(ka)3

2π γ

• Gives the minimum Q.
• A prior knowledge of the the directivity D, the polarisability γ, the absorption
efficiency η and radiation efficiency are needed.
• Limited to linear polarizations.
• Accurate for planar structures.
• Can be calculated for canonical and non-necessarily spherical geometries.
• Don’t need a particular excitation.
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When comparing the different features of equations in Table 4.1, one can deduce

that there is no perfect formula, and especially for planar structures, including patch

antennas. Indeed, formulas based on Chu’s expression are not accurate for 2D prob-

lems, while Yaghjian-Best formula depends on a specific excitation which could not

be the case when only evaluating the performances of a given structure. The Gustafs-

son approach is interesting in case of antennas with metamaterials, since it deals with

arbitrary shapes. Nonetheless, to calculate the minimal bound of the quality factor,

this still require knowledge of further antenna parameters such as the directivity, po-

larisability and absorption efficiency. The advantage of using the theory of character-

istic modes (TCM) consists in the fact that characteristic modes can be calculated for

random shapes surrounded by complex media and independent of excitations since

CMs depends only on the geometry and surrounding materials. In fact, characteristic

modes can be computed from a modal decomposition of the impedance MoM ma-

trix [Z], which can be calculated for arbitrary shaped objects and separately from an

external excitation. Also, the recently implemented TCM in the commercial software

FEKO [8] providing access to several modal quantities has been used here. Defining

a quality factor only in terms of characteristic modes, will allow us to evaluate the

performances without the need to consider a specific excitation or further antenna

parameters..

4.3 State of the Art (Continued): Q Factor Based on TCM

The recent advances of characteristic modes (2006–2015), and the increasing number of

published papers on this topic, have made from the TCM a novel systematic tool for

antenna designers, especially since that TCM deals with arbitrary-shaped antennas.

Defining a quality factor based on CMs has been the subject of many recent works

[19, 66, 67, 118, 119] and conferences discussions1. It can be found in the literature

three categories of modal Q including expressions based on EM fields, those based on

the eigenvalues and those based on the modal input impedance of the antenna. This

paragraph will summarise these expressions.

The starting point for the definition of modal input impedance, is defining char-

acteristic modes for generalized ports network [75]. It has been referred to as equiv-

alent characteristic port modes [75]. In fact, in the theory of characteristic modes,

the impedance matrix elements are calculated from the interaction of fictitious small

dipoles between two consecutive Rao, Wilton and Glisson basis functions triangles,

and relate the surface current density to the electric field [93].
1Private communications with R. Martens (University of Kiel), and Y. Hao (Queen Mary University

of London)
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On the other hand, the theory of characteristic port modes is based on an identical

principle relating the network impedance matrix elements to the voltages and currents

at each defined port. Then, the input impedance at each port can be defined as [67]:

Zin,n =
Vin

n
In,in

, (4.7)

where

Vi
n =

〈
Jn, Einc

tan

〉
=

‹
S

Jn · E
inc
tan dS (4.8)

and

In,in =

ˆ

Cport contour

Jn(r̄) · n̂port dC. (4.9)

Vi
n is the modal excitation coefficient and it shows how much an eigencurrent is

affected by the type and position of the excitation. In,in is the modal current calculated

from the surface eigencurrent densities at the considered port. For instance, if a

feed-gap port is used (typical in MoM), the current is calculated using a simple

integration at the port contour as shown in Fig. 4.2.

V i
n

Jn(r̄)

Cport contour

Figure 4.2: Portion of an antenna in the vicinity of a feeding gap. The modal
impedance is calculated using the computed In,in and Vi

n.

For a particular excitation, the input modal complex impedance

Zin,n = Rin,n + Xin,n, where Rin,n is input modal resistance and Xin,n is the in-

put modal reactance of the n-th characteristic mode. The expression of the modal Q

factor depending on the input impedance has been proposed in [71]; given by Qz,n:

Qz,n =
ω

2Rin,n

∣∣∣∣
∂Zin,n

∂ω
+ 
|Xin,n|

ω

∣∣∣∣ . (4.10)
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Furthermore, a modal fractional bandwidth can be defined including the VSWR

of the antenna:

bnQz,n =
s− 1√

s
(4.11)

where bn is the fractional bandwidth and s =VSWR.

Eq. (4.10) has been successfully tested and compared in [71, 120]. Qz,n shows

good accuracy for a large bandwidth and not only at the resonance. However, the

total quality factor issued from Eq. (4.10) had to be derived when multiple modes

contribute at the considered frequency. To do so, modal admittances at the excitation

port are considered parallel, then, the total quality factor is derived as follows:

QZ,tot(ω) =
ω

2Re (Zin)
×

√√√√√
[

Re
(

∂Zin

∂ω

)]2

+


Im

(
∂Zin

∂ω

)
+

∣∣∣Im
(

1
Zin

)∣∣∣
ω




2

, (4.12)

where

1
Zin

=
N

∑
n=1

1
Zn(ω)

. (4.13)

The values obtained from Eq. (4.12) approach those of Eq. (4.5) when the number of

contributing modes is limited. When only one mode is predominant, Eq. (4.11) gives

the antenna overall fractional bandwidth. According to [53] this relation between the

Q factor and fractional bandwidth b remains a good approximation for Q > 4.

Furthermore, the original modal Q is believed to be a weighted summation of

modal Qs. Then, the relation between the input impedance and the modal weighting

coefficient has been used to derive a such expression. It depends on the modal Qn

based on the eigen value [e.g. Eq. (4.24)] and the modal weighting coefficients [(Eq.

3.18)]:

Qz,tot =
∑N

n=1 Qn|wc,n|2
∑N

n=1 |wc,n|2
(4.14)

Details about the derivation can be found in [121, p. 160].

Expressions based on EM fields to derive the modal quality factor have been

proposed in [66, 119, 120]. Authors in [66] derive the modal energies from current

charges and densities, while in [119] the Poynting theorem has been used.

For a total radiated power P0, they defined the radiation quality factor for the n-th



Chapter 4. Quality Factor of ESAs using the TCM 57

characteristic mode over some frequency range as [119]:

Qrad,n =
2ω max(

〈
Wmag,n

〉
, 〈Welec,n〉)

P0
= max

(
ω

4P0

〈
Js,n

∣∣∣∣
δX̂
δω

Js,n

〉

S0

± λn

2

)
, (4.15)

where,

2
〈
Wmag,n

〉
=

λnP0

2ω
+

1
4

〈
Js,n

∣∣∣∣
δX̂
δω

Js,n

〉

S0

(4.16)

is the time averaged magnetic stored energy and

2 〈Welec,n〉 = −
λnP0

2ω
+

1
4

〈
Js,n

∣∣∣∣
δX̂
δω

Js,n

〉

S0

(4.17)

is the time averaged electric stored energy.

The expression of Qrad,n in (4.15) was compared with Gustafsson’s analytical expres-

sion [116] for the modes TM10 and TE10. It shows an excellent agreement for ka < 0.65,

[119]. Note that practically all methods agree well if we are in electrically small regime,

since the antenna energy behaviour can sufficiently be modeled by first order models.

The total modal Q is believed to be a weighted summation of modal Qs [121, p.

160]. However authors in [66] claim that the total Q factor can only be calculated from

the modal stored energies and powers. In fact they show that a direct superposition

of modal Q factor is impossible since characteristic modes are orthogonal only with

respect to the far-field, not the near-field. A modal QN factor was proposed in[66];

it was based on stored modal energies including cross-energies between modes. For

example, consider the calculation of total Q for N characteristic modes:

QN = 2ω0

max
{

N
∑
n

N
∑
m

βn,mWn,m
elec ,

N
∑
n

N
∑
m

βn,mWn,m
mag

}

N
∑
n

N
∑
m

βn,mPn,m
r

, (4.18)

where for the n-th and m-th characteristic modes Wn,m
elec , Wn,m

mag and Pn,m
r are the electric

power density, the magnetic power density and the radiated power, respectively. βn,m

is the coupling matrix and expressed as follows:

βn,m =

〈
Jn, Ei〉 〈Jm, Ei〉 (1 + λnλm)

(1 + λ2
n)(1 + λ2

m)
. (4.19)

βn,m takes into account the feeding effect when an excitation is considered. More

details about the derivation of Eq. (4.18) and Eq. (4.19) can be found in [66]. Eq. (4.18)

has shown very good agreement with classical approaches over a large frequency

band, and not only in the electrically small regime [66].
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In [66, Table 2] a comparative study of modal approaches for the calculation of

Q is presented. It is shown that expressions based on the input impedance variation

and modal energies have the fastest performances. Meanwhile, expressions based

on modal energies provide more information. Table 4.2 summarises modal Q factor

expressions emphasising their features; all the formulas in Table 4.2 are accurate for

planar structures. However, to compute them, reactive energies must be computed or a

specific excitation needs to be defined. However, for equations (4.15), (4.18) and (4.19),

accessing to eigencurrent vectors and modal energies to calculate the quality factor is

not possible for every antenna designer and requires to possess an in-house code. This

limits the access to the calculation of these formulas only to the designers possessing

their own TCM solver. Hence, to offer the advantage of using characteristic modes by

a broader number of users, a simpler Q Factor expression based only on eigenvalues

need to be defined.
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Table 4.2: Summary of quality factor expressions based on characteristic modes.

Reference Expression providing the modal Qn Notes

Bouezzeddine [71] Qz,n = ω
2Rin,n

∣∣∣ ∂Zin,n
∂ω + 

|Xin,n|
ω

∣∣∣

• Modal form of Yaghjian-Best expression.
• Linear and circular polarizations.
• A specific excitation needs to be defined.
• Accurate for planar structures.
• The total Q is calculated from the superposi-
tion of parallel input admittances (Eq. 4.12).

Krewski [119] Qrad,n = max
(

ω
4P0

〈
Js,n

∣∣∣ δX̂
δω Js,n

〉
S0

± λn
2

)
• Require the manipulation of modal currents and
energies (open-source code unavailable∗).
• Highly accurate in the electrically small regime.
• Linear and circular polarizations.
• Don’t need a particular excitation
• Accurate for planar structures..

Reference Expression providing the total Q Notes

Strojny [121] Qz,tot =

N
∑

n=1
Qn|wc,n|2

N
∑
1
|wc,n|2

• Calculated from the superposition of parallel
input admittances (Eq. 4.12).
• Linear and circular polarizations.
• A specific excitation needs to be defined.
• Accurate for planar structures.
• Provides the total Q.

Capek [66] QN = 2ω0

max

{
N
∑
n

N
∑
m

βn,mWn,m
elec ,

N
∑
n

N
∑
m

βn,mWn,m
mag

}

N
∑
n

N
∑
m

βn,mPn,m
r

• Require the manipulation of modal currents and
energies (open-source code unavailable∗).
• Linear and circular polarizations.
• Accurate over a wide frequency band.
• Accurate for planar structures.
• The calculation of the coupling matrix βn,m requires
a particular feed.

∗ Actual commercial softwares using MoM such as FEKO [8] and EMCoS [122], provide only the impedance matrix [Z]. To obtain
eigencurrents and modal energies, a post processing need to be done. It should be noticed that FEKO has CMA feature. Meanwhile,
exporting eigencurrents still not supported yet.
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4.4 Beyond State of The art: New Q Factor expression based

-only- on Eigenvalues

We propose an expression based on the frequency derivative of the Rayleigh quotient

for the eigenvalue λn proposed earlier by Harrington [76]. His motivation was to

find the current with the lowest Q to obtain a broadband scatterer. In other words,

finding the currents which change slowly with frequency. Thus, contrarily to Chu’s Q

expression in (4.1), Harringtone defined the quality factor as:

Q = ω
[Ĩ∗]
[

δX
δω

]
[I]

[Ĩ∗][R][I]
(4.20)

where [I] is an eigencurrent and the ′ ∗ ′ denotes the complex conjugate operation.

From Rayleigh quotient of Eq. (4.20) the lowest Q currents for a given surface can be

found and the resulting eigenvalue equation becomes:

[ωX′][I] = Q[R][I], (4.21)

where Q is the eigenvalue. Thus, the first eigenvalue (smallest in absolute value) is

the minimum Q for all possible currents [I]. This makes Eq. (4.21) suitable for ESA

since in general, in the electrically small regime the first fundamental mode presents

the smallest eigenvalue.

Furthermore, if one assumes that the dominant frequency variation is due to the

reactance [X], and considering the Rayleigh quotient formula for λ, the Q factor in Eq.

(4.20) can be approximated as follows:

Q ≈ ω
δλ

δω
(4.22)

The main advantage of this expression is that Q depends only on the eigenvalues

and the frequency, and don’t need further calculation of energies. Nevertheless, (4.22)

cannot be used for every type of antennas since the condition on [X] is not always

guaranteed, especially when the derivative is calculated numerically. In fact, the fre-

quency step of the derivative can make a big difference between calculated Q factors.

Meanwhile, we can enforce the condition [X] >> [R] by controlling the derivation step

of λ. Then, a new expression to calculate the total Q factor from those calculated with

(4.22) by involving the modal significances (MS = | 1
1+jλn

|) is proposed. One should

ensure that the chosen derivation window provides a reactance matrix [X] which is

higher than the resistance matrix [R]. Fortunately, this is the typical case of an elec-

trically small antenna, which makes this approximation suitable and sufficient for the
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problem. A modal derivative is defined as follows:

∂λn

∂ fn
=

λ+
n − λ−n

f+n − f−n
, (4.23)

where λ−n and λ+
n are the eigenvalues for which the variation of λn between f+n and f−n

is linear. It represents the conversion rate of the stored electric energy to magnetic en-

ergy and vice versa, near the modal resonance. Analytically, the linearity condition is

trivial but it must be ensured numerically by controlling the frequency step. The idea

behind this condition is to find the shortest path for which, the eigenvalue crosses the

zero line (resonance), and then finding the best interval of the eigenvalues (∂λn) and

associated frequencies in which the largest difference between [X] and [R] is obtained,

as illustrated in Fig. 4.3.

λ>0 : Magnetic reactive energy

λ<0 : Electric reactive energy

Frequency in GHz
fres

λ+
n

λ−
n

f−
n f+

n

∂λ

∂ω
=

λ+
n − λ−

n

f+
n − f−

n

Figure 4.3: Illustration of an eigenvalue curve with respect to the frequency cross-
ing zero line. The modal derivative ∂λn

∂ fn
is defined at the mode resonance using

particular eigenvalues. The choice of these eigenvalues depends on the linearity
region near to the resonance in order to ensure that [X] >> [R] condition.

By multiplying the modal derivative by the resonance frequency fn,res of the n-th

mode (where λn = 0) we retrieve the modal quality factor:

Qn,fres = fn,fres ·
λ+

n − λ−n
f+n − f−n

. (4.24)

The total quality factor can be deduced from modal quality factors. However, a

linear superposition of modal quality factor is impossible, since characteristic modes

are orthogonal between each others. This explains why authors in [66] believe that the

total Q can be calculated only from the modal stored energies and powers. However,

it is shown using other Q factor definitions that when the antenna is electrically small,

the quality factor of the first fundamental mode becomes the total quality factor
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[67], [121, A].

To find the total Q factor in terms of Qn,fres , the interaction between characteristic

modes must be taken into account. Usually, such a relation can be found using the

mutual modal admittances when an excitation is defined [123], [121, A.30]. Since in

the present work a Q factor depending only on eigenvalues is required. The product

of the modal Q factor with the modal significance (Qn,fresMSn) is considered to identify

the contribution of each mode in the total Q factor at a specific frequency. In fact, this

product includes the mode intensity along with the quality factor. We assume that

at a specific frequency ( fn,res), the n-th mode is the active contributor and the rest

of the modes m (m ∈ [1 : N], m 6= n, where N is the number of considered modes)

are contributing to the reactive behaviour. Then, the (Qm,fresMSm) product must be

subtracted M times from (Qn,fresMSn) at each frequency. Thus, the Qtot factor is defined

as:

Qtot =
3

N2

N

∑
n=1

√√√√
∣∣∣∣∣MS2

nQ2
n,fres
−M

M

∑
m 6=n

MS2
mQ2

m,fres

∣∣∣∣∣ (4.25)

M is the number of modes contributing to the reactive behaviour. In general, for

ESAs M = N − 1. The purpose of calculating the weighted least square is the high

sensitivity of Qtot to the small modal significance values, and in doing so the Qtot

variation becomes smoother with respect to the number of considered modes. The

absolute value is used to prevent negative values when N modes are mainly reactive.

The 3/N2 parameter is a correction factor which has been obtained by performing

many iterations on a set of different classical small antennas (i.e. dipole and loop).

For instance, this factor depends on the number of considered modes N, and found

to be more suitable for planar electrically small antennas. Furthermore, numerical

investigations have shown that for these type of antennas N = 5 is sufficient to obtain

an accurate Qtot. If only one mode is considered (N = 1, M = 0) the total factor equals

the corresponding modal quality factor. However, the proposed Qtot is based on the

assumption that the antenna has only one active mode (mono-mode) at a particular

frequency.

4.5 Validation Of The Proposed Q Factor Expression For

Arbitrary-Shaped Antenna

One of the interesting features of TCM is that it deals with arbitrary-shaped structures.

Furthermore, we have demonstrated that we can evaluate the total quality factor of
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the antenna using characteristic modes (Section 4.4). In order to validate the new

proposed expression, we study the Q factor of a totally arbitrary-shaped antenna using

characteristic modes.

The candidate antenna chosen has the shape of the acronym of ’Institut français

des sciences et technologies des transports, de l’aménagement et des réseaux’

(IFSTTAR), where the symbol of a star replaces the word ’STTAR’. The antenna is

planar, printed over a grounded dielectric substrate. The configuration of the pro-

posed antenna is shown in Fig. 4.4.

(a) Top view

hr

(b) Side view

Figure 4.4: Schematic of the optimised arbitrary star-like shaped antenna. The an-
tenna is printed over an Arlon substrate with εr = 10.7 and the height h = 1.5 mm.

The targeted frequency band extends from 0.4 to 1.2 GHz, then, with respect to the

dimensions it is obvious that the antenna can operate in the electrically small regime.

The theory of characteristic modes is used here for two main purposes: 1) first, the

eigenvalue problem is solved with modal quality factors from Eq. (4.25). Then, the

total Qtot is calculated independently from the excitation. 2) Secondly, ones chooses

the adequate excitation point on the antenna to ensure matching, thus, calculating the

classical QZ factor from Eq. (4.5).

4.5.1 Modal Q Calculation for the IFSTTAR Antenna

The first five modal significances with respect to the frequency are shown in Fig. (4.5).

Mode 1 resonates at 0.7 GHz, with a corresponding MS1=0.42, while modes 2−5 res-

onate at 1.17 GHz, 1.42 GHz, 1.75 GHz and 1.96 GHz, respectively. The mode with the

higher radiation intensity is mode 4, since it presents the higher modal significance

(MS4=0.82 at 1.75 GHz). However, mode 1 is the only resonating mode in the electri-

cally small regime of the antenna, and we focus on this mode for calculating the Q
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Figure 4.5: Modal significance with respect to the frequency of the first five modes
on the arbitrary-shaped antenna.

factor since it is the dominant mode at 0.7 GHz. Fig. 4.6 shows the first eigenvalue

with respect to the frequency.
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Figure 4.6: Eigenvalue with respect to the frequency of mode 1 with indication of
the used values to calculate the first modal slope Slope1,fres . In this case γ = 10.

On Fig. 4.6, we added some indications for the calculation of the first modal slope

[using Eq. (4.23)]. Mode 1 is the dominant mode in the electrically small regime, thus

the total Q factor should approach Q1,fres . The behaviour of its eigenvalue is found

to be linear between -10 and 10. Thus, using Fig. 4.6, the Slope1,fres is calculated as

follows:

Slope 1, fres =

∣∣∣∣
λ1,γ+ − λ1,γ−

fγ+ − fγ−

∣∣∣∣ =
20

0.785− 0.679
= 188.67,

where γ = 10.

Then, the first modal quality factor becomes:

Q1,fres = f1,res × Slope 1, fres = 0.7× 188.67 = 132.07.
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In general, the first modal quality factor provides the lowest bound of Qtot of a mono-

band mono-mode antenna [67]. However, this quantity will be used in Eq. (4.25) to

calculate the Qtot and compare it to the classical one [53].

4.5.2 Excitation of the IFSTTAR Antenna

Generally, to match such an arbitrary-shaped antenna, an antenna engineer would use

a trial & error technique. Here, we show how modal configuration of eigencurrents

can help. The first two eigencurrents are shown in Fig. 4.7.

(a) Mode 1 (b) Scale (c) Mode 2

Figure 4.7: Profiles of the first two eigencurrents of the proposed IFSTTAR an-
tenna.

Modes 1 and 2 presents completely different current profiles. However, those

profiles inform us on the location of the maxima of each mode. A simple analysis

of the surface currents provides us a clear idea about how to feed the antenna in

the correct position. The eigencurrents in both arms of the shape "IF" are in-phase

for the first mode and out of phase for mode 2. Furthermore, the maxima of mode

1 are localised at the upper middle of both arms of the shape "IF". Thus, the best

configuration to feed mode 1 is shown in Fig. 4.8.

Figure 4.8: Position of the optimum feeding in order to excite mode 1 at 0.7 GHz.
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Feeding the structure following the configuration in Fig. 4.8 excites mainly the

first mode. A prototype has been fabricated in order to measure the reflection coeffi-

cient as shown in Fig. 4.9

(a) (b)

Figure 4.9: (a) Photo of the fabricated prototype of the arbitrary-shaped IFSTTAR
antenna. (b) Measurements setup of the reflexion coefficient using an HP8720D

vector network analyser.

The simulated and measured reflection coefficients are shown in Fig. 4.10 (a),

together with the complex input impedance in Fig. 4.10 (b). A very good matching is

achieved at 0.7 GHz.

A good agreement is observed between simulated and measured S11. The slight

shifting around 0.7 GHz is due to the coaxial cable impact. The bandwidth is nar-

row since the used substrate presents a high permittivity. Fig. 4.10 (b) presents the

complex input impedance of the antenna. The anti-resonant nature at 0.7 GHz justify

that only one mode (mode 1) is the main contributor into the behaviour of the input

impedance [124], while the resonance at 0.32 GHz is due the coaxial cable which has

not been included in the characteristic mode analysis.

The Q factor based on Yaghjian-Best and Gustafsson [115] formula are then calcu-

lated at 0.7 GHz and compared to the Qtot factor based on eigenmodes as summarised

in Table 4.3.

Table 4.3 demonstrates a good agreement between the calculated total Q factors.

However Qtot is lower than QZ since only five modes are considered. If a higher

number of modes (higher Q values) are considered the total Qtot can be increased and

then approach to QZ. On the other hand, QGustafsson is higher since the directivity of

the antenna is supposed to be D = 1.5 at 0.7 GHz. If the the directivity is calculated

from full wave simulation it approaches 1.4 which results in a more accurate Q factor.
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Figure 4.10: (a) Reflection coefficient of the arbitrary-shaped IFSTTAR antenna fed
by a coaxial cable as in Fig. 4.8. (b) Simulated complex input impedance used for

the calculation of the Yaghjian-Best original QZ.

Table 4.3: Comparison between modal based, and conventional input impedance
based total Q factor of the arbitrary-shaped antenna at 0.7 GHz.

Design name Used expression

Arbitrary-
shaped
IFSTTAR
antenna

ka Modal based Q∗tot
(4.25)

Classical QZ (4.5)
QGustafsson[115,

116]

0.48 162 158
167.4

∗Each modal quality factor Qn,fres is calculated at its own resonance, and multiplied by the modal significance MSn

value at the 0.7 GHz. The number of considered modes N = M = 5.



Chapter 4. Quality Factor of ESAs using the TCM 68

4.6 Characteristic Modes Analysis of Patch Antennas over

Metamaterial and Magneto-Dielectric Substrates

Patch antenna modal analysis has taken the attention of many researchers in the past

years [19, 125]. Existing works aim to study the resonance behaviour of lower and

higher modes, and to find good mode excitation, in order to obtain the desired po-

larization. To the best of our knowledge no work has yet (date of writing this thesis)

investigated the use of high permittivity dielectric, magneto-dielectric, or metamate-

rial substrates with patch antennas from a modal point of view, except the work in

[126] where the losses in the substrates are not included. In this section we aim to

apply the modal analysis in order to evaluate the Q factor of small patch antennas

over classical, magneto-dielectric and metamaterial substrates.

In this section we fix two main goals:

1. Evaluation of metamaterial-based patch antennas in terms of miniaturization

using the proposed metrics based on modal approach.

2. Application of metrics from Chapter 3 and Section 4.4 to compare metamaterial

substrate to a magneto-dielectric substrate.

4.6.1 Considered Patch Antennas

The typical design configuration is shown in Fig. 4.11, together with the profiles of the

first three eigencurrents. Fig. 4.11 illustrates how the first two eigencurrents maxima

are respectively separated by the length and the width of the patch. These maxima

coincide with the virtual apertures of the fundamental TE and TM modes described

in the cavity model [55]. These are two radiating modes, whereas the third one stores

energy. This can be seen from characteristic angles in Fig. 4.12. Mode 1 resonates at

1.85 GHz (φ1 = 180◦) and mode 2 at 2.12 GHz. Mode 3 stores magnetic energy since

φ3 is equal to 90◦ over the frequency band of interest.

We studied the miniaturized patch antenna as proposed in [5]. It resonates at

1.85 GHz with total dimensions of Length×Width = 20× 16 mm (≈ λ0/10), printed

over two layers as shown in Fig. 4.13 (a). The upper layer is a classical dielectric layer

of thickness of 2 mm with relative permittivity εr = 6. The lower layer is a 4 × 4

reactive impedance substrate as shown in Fig. 4.13 (b,c).

The reactive impedance substrate consists of small square metallic patches dis-

tributed periodically in two directions and printed on a high permittivity grounded
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(a) (b) Mode 1

(c) Mode 2 (d) Mode 3

Figure 4.11: (a) Schematic a patch antenna over a substrate representing classical,
magneto-dielectric or metamaterial substrate. (b, c, d) Profiles of the first three
calculated eigencurrents, respectively. Modes profiles are frequency independent.
The eigencurrents are calculated only on the metallic patch, since an infinite sub-
strate (multi-layered green function) is considered. The same current profiles have

been found in all considered cases.
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Figure 4.12: Characteristic angles with respect to the frequency of the first three
eigenmodes for a patch antenna resonating at 1.85 GHz.

dielectric substrate. It has been demonstrated in [5], that the miniaturized patch is

four times smaller than a patch over a substrate made of vacuum (µr = 1, εr = 1)

operating at the same frequency. This patch over vacuum will be considered as the

reference design. Both designs are analyzed and compared with other patches de-

signed over conventional dielectric, magnetic and magneto-dielectric substrates. Table

4.4 summarises the specifications of all considered cases described in Fig. 4.14.

Simulations have been done using a MoM solver. An infinite ground plane based

on Green’s function for multilayered medium is used in order to prevent the calcu-

lation of equivalent surface currents over the substrate faces, hence simplifying the
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(a) 3D view of a miniaturized patch over RIS

a∆x

∆y

x
y

(b) Top view of an Isolated RIS

hr

(c) Side view of an Isolated RIS

Figure 4.13: (a) Schematic of a miniaturized patch antenna over two substrates:
classical substrate (εr = 6) and RIS. (b,c) Schematic of a 4×4 reactive impedance
substrate. The dimensions are a = 12 mm, ∆x = ∆y = 18 mm, h = 4 mm and

εr = 25, [5].

Table 4.4: Specifications of the considered patch designs

Design name Size (mm) Substrate type∗
Theoretical fres
(MHz)

A Reference design 77× 67× 2 (µr = 1, εr = 1) 1850

B Electric 20× 16× 2 (µr = 1, εr = 21) 1850

C Magnetic 20× 16× 2 (µr = 21, εr = 1) 1850

D Magnetic +Electric 20× 16× 2 (µr = 4.55,
εr = 4.45)

1850

E RIS [5]
20× 16×
( 2︸︷︷︸

SUB

+ 4︸︷︷︸
RIS

) Metamaterial 1850

∗ Losses included: electric loss tangent tan δe = 0.001, and magnetic loss tangent tan δm = 0.1.
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µ
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(e) Design E

Figure 4.14: Configuration of studied designs over different substrates. Except for
design A, patch dimensions are 20× 16 mm. These dimensions are identical to the

considered patch antenna in [5].

problem. Furthermore, unlike the assumption done in [126], in this study, losses

are included, where electric loss tangent tan δe = 0.001, and magnetic loss tangent

tan δm = 0.1.

4.6.2 Modal Significances Evaluation and Comparaison

Fig. 4.15 shows the modal significance of mode 1. MS1 is close to unity in all cases at

the first resonance frequency which is ≈ 1.85 GHz, because mode 1 is purely radiative

at this frequency. Reference Design A (µr = 1, εr = 1) resonates at this frequency

because it is four times bigger than the other miniaturized patches.

The contrast with other cases is the width of the curve near to the resonance,
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Figure 4.15: Modal significance with respect to the frequency of the first mode for
the studied cases: the MS1 is close to unity at the resonance frequency (1.85 GHz)
for all cases because it is a radiating mode. The width of the curve varies between

cases because it is proportional to the mode bandwidth in each case.

which is proportional to the mode relative bandwidth [19]: the electric substrate

(µr = 1, εr = 21) presents the narrower bandwidth while the magnetic substrate

(µr = 21, εr = 1) possesses the larger. The modal significance MS1 of the magneto-

dielectric substrate

(µr = 4.55, εr = 4.45) is a combination of both substrate types. It is closer to that of

the magnetic substrate near to the resonance and decreases when getting far from the

resonance like the electric substrate. The patch over a the metamaterial (RIS) substrate

presents a similar behaviour to the magneto-dielectric substrate in term of MS1. This

similarity can be predicted since the considered metamaterial has shown to provide

artificial magnetic response when polarised by a patch antenna [110]. This also agrees

with the conclusion conducted by Hansen and Burke about how magneto-dielectric

substrates ensure antenna miniaturization without scarifying in bandwidth [22].

Fig. 4.16 shows the modal significance of mode 2 for the studied cases. The

second mode presents the same behaviour of mode 1 for all cases at 2.12 GHz because

it is resonating (radiating) at this frequency. Nonetheless, mode 2 presents a larger

curve with the RIS compared to the magneto-dielectric substrate.

The third mode over the patch is an energy storer regardless of the used substrate.

The corresponding MS3 is close to zero for all cases, hence, not shown in this chapter.

This could be also predicted from the third characteristic angle in Fig. 4.12.

Figures 4.15 and 4.16 show that the relative bandwidths of modes 1 and 2 are

qualitatively better for the Design C compared to Design B. This could also be due

to the losses in both substrates because losses broaden the bandwidth [55], since

tan δm >> tan δe. The RIS and the magneto-dielectric substrates correspond to the
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Figure 4.16: Modal significance with respect to the frequency of the second mode
for the studied cases: Similarly to the first active mode, MS2 is close to unity at
the resonance frequency (2.12 GHz) for all cases because it is a radiating mode.
The width of the curve varies from case to another because it is proportional to the

mode bandwidth in each case.

intermediate cases between the electric and magnetic one. In order to approve these

observations quantitatively, we refer to the modal Q factor introduced in Section 4.4.

4.6.3 Modal Q Factors Evaluation and Comparaison

Table 4.5 shows the modal slope and modal quality factor of the first mode (radiating

mode) for all considered cases.

Table 4.5: Summary of the eigen slopes and modal quality factor -at the resonance-
for mode 1 (γ = 0.1, tan δe = 0.001 and tan δm = 0.1)

Design name f1,res (MHz) Slope1,f1,res Q1,f1,res

Reference design (µr = 1, εr = 1) 1864.89 17.6 32.82

Electric (µr = 1, εr = 21) 1858.21 199.6 370.89

Magnetic (µr = 21, εr = 1) 1877.89 1.91 3.6

Magnetic+Electric (µr = 4.55, εr = 4.45) 1788.31 9.676 17.3

Metamaterial RIS (µr = 1, εr = 25) 1875.44 26.59 49.8

The modal slope in Design B (εr = 21) is greater than Design A (vacuum).

The magnetic substrate gives the smaller value. This fact is reflected on the modal

quality factor since it is proportional to the modal slope. Physically, this means

that the dielectric substrate enhances the phenomena of energy storing, while the

magnetic substrate promotes the radiation phenomena by decreasing the amount

of stored energy. This explains the relative bandwidths achieved in each case.

This interpretation agrees with other studies based on the spherical eigen modes

approach [107], equivalent transmission line model [4], and cavity model [127]. For
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the metamaterial-based RIS (Design E), the value of the modal slope is closer to the

magneto-dielectric substrate (Design D) near to the resonance. The energy storage

exists in the artificial substrate but it is minimal within the studied frequency range,

regarding the high value of the permittivity (εr = 25).

4.6.3.1 Impact of the losses on Q1,f1,res

In this paragraph we compare the first modal quality factor Q1,f1,res with and without

the presence of losses. Table 4.6 details the Q1,f1,res of the studied patch antenna over

all the considered substrates. Table 4.6 shows that for all cases (except the vacuum

Table 4.6: Impact of the losses on Q1,f1,res

Design name Without losses With losses (tan δe = 0.001 and tan δm = 0.1)

Reference design
(µr = 1, εr = 1)

32.82 32.82

Electric
(µr = 1, εr = 21)

378.1 370.89

Magnetic
(µr = 21, εr = 1)

19.3 3.6

Magnetic+Electric
(µr = 4.55, εr = 4.45)

32.5 17.3

Metamaterial RIS
(µr = 1, εr = 25)

54.3 49.8

substrate) the losses have decreased the modal quality factor. Furthermore, since

tan δm >> tan δe, we can see that the impact of the losses in the magnetic and the

magneto-dielectric substrates is bigger than the one of the pure dielectric substrate.

This conclusions are valid for the total Q factor and agree with another analytical

study based on cavity model of patch antennas [127].

It has been shown from the modal significance, that mode 2 presents the same

behaviour as mode 1 at a higher frequency (2.12 GHz). This is approved quantitatively

in Table 4.7 which shows the modal slope and modal quality factor of the second mode

for all considered cases.
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Table 4.7: Summary of the eigen slopes and modal quality factor -at the resonance-
for mode 2 (γ = 0.1, tan δe = 0.001 and tan δm = 0.1)

Design name f2,res (MHz) Slope2,f2,res Q2,f2,res

Reference design (µr = 1, εr = 1) 2133.358 11.3 24.26

Electric (µr = 1, εr = 21) 2241.35 103.51 232.01

Magnetic (µr = 21, εr = 1) 2260.36 0.812 1.83

Magnetic+Electric (µr = 4.55, εr = 4.45) 2091.75 7.03 14.7

Metamaterial RIS (µr = 1, εr = 25) 2124.44 19.24 40.86

Comparing Design A to other designs by calculating the modal quality factors,

gives the same conclusion as for the first mode: the impact of the substrate type is

similar for both modes. Furthermore, mode 2 presents a wider relative bandwidth

since the corresponding quality factor values are lower compared to mode 1. Indeed,

the difference between Q1,f1,res and Q2,f2,res increases between 2 and 9, for Designs C, E,

D, respectively. In contrast, the difference with the dielectric substrate is much higher

(≈ 138). This is because modes 1 and 2 are electric modes, and are more sensitive to

dielectric substrates. Nonetheless, Table 4.8 shows how the modal slope and quality

factor varies with respect to the permeability and permittivity of the two extreme

cases: the electric and the magnetic substrates. By varying εr from 21 to 31 the modal

Table 4.8: Summary of the eigen slopes and modal quality factor -at the resonance-
for mode 1 for different values of µr and εr, (γ = 0.1, tan δe = 0.001 and tan δm = 0.1)

Design name f1,res (MHz) Slope1,f1,res Q1,f1,res

Electric (µr = 1, εr = 21) 1858.21 199.6 370.89

Electric (µr = 1, εr = 26) 1627.42 340.22 553.68

Electric (µr = 1, εr = 31) 1465.62 502 735.74

Magnetic (µr = 21, εr = 1) 1877.89 1.91 3.6

Magnetic (µr = 26, εr = 1) 1634.93 1.7 2.76

Magnetic (µr = 31, εr = 1) 1509.24 1.62 2.44

slope increases from 199.6 to 502 (and Q1,f1,res from 370.89 to 735.74). The higher the

permittivity, the greater the modal slope (i.e. energy storage). On the other hand, the

modal slope is inversely proportional to the permeability. When µr changes from 21

to 31 the modal slope decreases from 1.91 to 1.62 (and Q2,f2,res from 3.6 to 2.44). This

demonstrates -again- how much the first active mode over the patch is sensitive to the

permittivity while it is not the case for the permeability. The same description applies

to mode 2 at 2.12 GHz, because it is also an active electric mode at this frequency.
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Mode 3 is a pure reactive mode within the studied frequency band and then, it

only contributes in the calculation of the total Qtot factor. However, in mono-modal an-

tennas, only the consideration of the first mode is sufficient when the patch is operat-

ing within the electrically small regime, since in this region the first mode is dominant

and its quality factor approaches the total quality factor.

Yet, we consider in our calculation for the first fives modes. Eq. (4.25) based on

eigenvalues is used to calculate the total quality factor. Table 4.9 shows an overview

over the classical Q factor calculated using the Yaghjian-Best formula (Eq. 4.5) com-

pared to the total Qtot factor based on modal quantities at the first resonance (patch

resonance 1850 MHz).

Table 4.9: Comparison Between The Classical Q Factor and The Proposed Q Factor
Based on Eigenvalues, at 1850 MHz

Design name Used Expression

Reference
design
patch
over
vacuum

ka Modal Based Qtot,fres (Eq. 4.25)
Classical Q∗Z

(Eq. 4.5)

1.97

MS1 MS2 MS3 MS4 MS5

49.2 55.62

0.98 0.17 3.28
×10−3

1.8
×10−3

5.9
×10−4

Patch over
magneto-
dielectric
substrate

0.49 0.99 0.09 3.35
×10−2

4.12
×10−2

3.42
×10−2

7.06 7.99

Patch over
metamaterial
substrate (RIS)

0.49 0.99 0.18 1.79
×10−2

10.8
×10−3

10.5
×10−3

32.4 35.62

∗ The defined excitation is a coaxial cable feeding the patch at (x0 = Length/3, y0 = Width/2). QZ is calculated at

the resonance frequency where the matching is greater that 10 dB.

The electrical size of the considered antenna is mentioned. This is to inform us

wether the antenna is in electrically small regime or not. Here, since we consider

an infinite ground plane, the electrical size of an electrically small antenna should be

ka ≤ 0.5 instead of 1. The patch over vacuum is not electrically small, but it is kept in

Table 4.9 as the reference case. The first five modal significances have been included

since they are involved by Eq. (4.25) to calculate Qtot. At 1850 MHz the calculated total

Qtot factor is in good agreement with QZ for the case of the magneto-dielectric and

metamaterial substrates, while a slight difference occurs with respect to the reference

case (vacuum). In fact, this agreement is guaranteed when the antenna is electrically

small (ka = 0.49), namely in the case of a patch over the metamaterial substrate and
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the magneto-dielectric substrate. When ka = 1.97, the number of considered modes

(N = 5) is not sufficient to collect the overall reactive energy, and this results into a

such inaccuracy (see Section 4.4).

When moving towards higher frequencies (ka increases), the disagreement in-

creases between the values from both expressions. Table 4.10 presents the same com-

paraison in Table 4.9 but at 2120 MHz.

Table 4.10: Comparison Between The Classical Q Factor and The Proposed Q Factor
Based on Eigenvalues, at 2120 MHz

Design name Used Expression

Reference
design
patch
over
vacuum

ka Modal Based Qtot (Eq. 4.25)
Classical Q∗Z

(Eq. 4.5)

2.26

MS1 MS2 MS3 MS4 MS5

45.5 56.26

0.35 0.99 5.82
×10−3

5.4
×10−3

1.5
×10−3

Patch over
magneto-
dielectric
substrate

0.57 0.19 0.98 6.45
×10−2

5.18
×10−2

3.4
×10−2

6.28 8.37

Patch over
metamaterial
substrate (RIS)

0.57 0.25 0.98 3.8
×10−2

2.1
×10−2

2
×10−2

30.1 25.8

∗ The defined excitation is a coaxial cable feeding the patch at (x0 = Length/3, y0 = Width/2). QZ is calculated at

the resonance frequency where the matching is greater that 10 dB.

Table 4.10 shows that when the patch becomes electrically larger, the error be-

tween Qtot and QZ increases. This error reaches 23.6% for the reference case, while

for the metamaterial substrate this error equals to 14.2% . This difference is smaller

compared to reference case because ka still equals to 0.57 compared to 2.26 for the

vacuum substrate. The main reason for this is that reactive energies of higher order

modes are not taken into account in (4.25). Thus, the expression becomes less accurate

with bigger electrical sizes.

Designs B and C are not shown in Tables 4.9 and 4.10 since it is difficult to calcu-

late an accurate QZ at -10 dB, because of poor matching. Indeed, with such ’theoret-

ical’ substrates, an external matching network is strongly needed and this is not the

concern of this study.
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4.7 Discussion

The modal study of patch antenna over different substrates achieved the goals an-

nounced at the beginning of this chapter. In fact, beside the qualitative analysis that

the theory of characteristic modes has provided, the quantification of a modal quality

factor has proven to provide very useful information about the performances with a

prior knowledge -only- on the geometry and materials surrounding the patch. Fur-

thermore, the expression of the total Q factor has been validated in Section 4.5 in order

to be used with other designs. Compared to a previous study [126], the present work

has included losses in the substrate. Table 4.8 demonstrates that the higher the perme-

ability, the lower the quality factor. For the permittivity, this relation is inverted. This

conclusion agrees with another analytical approach based on transmission line model

[128], or the cavity model of a patch antenna [127]. Nevertheless, this agreement ap-

plies for magneto-dielectric substrates which proved to present good performances in

terms of antenna bandwidth (i.e. low quality factor) as shown in Tables 4.9 and 4.10.

Theses conclusions have been found earlier by Hansen et al. [22].

Moreover, the reactive impedance substrate which is a composite metal dielectric

metamaterial, has proven to present performances closer to a magneto-dielectric sub-

strate than the classical dielectric substrate. In other words, this metamaterial substrate

acts like an artificial magnetic medium when it surrounds the patch. In fact, this re-

sponse is achieved in a particular configuration when the electric field is parallel to

the periodicity plane which is naturally the case of patch antenna. These findings are

further detailed in [110]. Nevertheless, it should be emphasized that the analysis made

for the patch with the RIS can be done for any other type of substrate containing meta-

materials with complex conductor patterns, when associated to antennas. This adds

more generality to the modal analysis of metamaterial when associated to antennas.

4.8 Conclusion

In this chapter, a modal approach has been used to evaluate the performance of patch

antennas over conventional and artificial metamaterial substrates in terms of minia-

turization. The good accordance between this approach and others from the litera-

ture proves its validity for the analysis of such problems. The main advantage of

this analysis is that eigencurrents are calculated numerically and thus could be com-

puted for arbitrary and non canonical shapes such as metamaterial inclusions. This

was demonstrated through the analysis of an arbitrary-shaped antenna based on the

shape of the acronym of ’Institut français des sciences et technologies des transports,
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de l’aménagement et des résaux’ (IFSTTAR). An experimental validation for a fabri-

cated prototype has been presented, and it demonstrates good agreements between Q

values from Yaghjian-Best expression and the proposed one.

This work has highlighted that a magneto-dielectric substrate presents a significant

bandwidth enlargement for the first active mode while an electric substrate shows

the opposite effect. Calculated modal quality factors demonstrate that a reactive

impedance substrate presents a similar response to a magneto-dielectric one when

associated to a patch antenna within a specific frequency band. Excellent agreement is

achieved between quality factors calculated using the proposed approach and the con-

ventional approach based on the variation of the input impedance. This accordance

is valid when the antenna is operating in the electrically small regime where the total

quality factor is close to the modal quality factor of the first radiating mode.

The usefulness of this approach is that quality factors can be calculated without

defining a specific excitation, therefore the performances of electrically small antennas

can be evaluated from the eigenvalue problem solutions. This offers a huge advantage

for the antenna shape optimisation techniques. In addition to this, it is possible to

perform the same analysis on different kinds of structures, with arbitrary shapes,

such as metamaterials with complex conductor patterns because the modal currents

can be purely computed using numerical methods.



Chapter 5

Metamaterial Inspired Antennas:

Systematic Design Based on

Characteristic Modes

5.1 Introduction

Nowadays, an antenna occupies more than 20% of the overall size of a mobile ter-

minal. Therefore, miniature antennas are in high demand, since the antenna size

often imposes a significant limitation on the overall size of a portable wireless system.

Metamaterial inspired concept is a very promising technique to miniaturise antennas

suffering from their small electrical sizes while keeping a good radiation efficiency. In

Section 2.6, the first proposed metamaterial inspired antennas proposed by Erentok et

al. [6] are presented. The technique proposed in [6] relies on classical antennas such

as monopoles and loops to which a metamaterial inclusion is coupled.

However, antenna systems become progressively electrically smaller and arbitrary

shaped when they are integrated into the chassis of the terminal. Hence, Erentok’s

technique cannot be used. More precisely, it is not easy to identify whether the inclu-

sion must be capacitive or inductive at a specific frequency. This problem is illustrated

in Fig. 5.1.

In this chapter, we introduce a new methodology to be used by antenna designers

to address this problem. It will be able to find the adequate inclusion in order to match

an arbitrary shaped antenna in its electrically small regime and keep high overall

efficiency. This will require the solving of the eigenvalue problem with further post-

processing of the quantities provided by TCM.

80
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Figure 5.1: Illustration of the problem of associating metamaterial inclusion to
non-classical arbitrary shaped antennas.

Section 5.2 details step by step the process of looking for the right inclusion to

be associated with the antenna. We will further apply the proposed methodology

to the previously published metamaterial inspired antennas [6] in order to validate

the methodology. A comparison between the quality factors issued from [6] and the

presented approach will be done and discussed.

5.2 Methodology Proposed for the Design and Analysis of

Metamaterial Inspired Antennas

The proposed methodology consists of analyzing the antenna (driven element) and

the inclusion separately using TCM. The aim is to define the type of the dominant

(scattered) power in their near field.

First, we compute the characteristic modes of the antenna using a CM solver.

Then, a mode selection must be done in order to keep only the efficient dominant

modes within the targeted frequency band ftarget. The total reactive power of the con-

sidered modes in then calculated. This informs us about the nature of the dominant

energy in the near field of the antenna at the same frequency.

The same analysis is then performed on a set of MTM inclusions in order to select

an inclusion which stores the opposite type of the energy stored by the driven element.

The selected inclusion is then associated to the driven element in order to conjugate it

(matching it) at the targeted frequency ftarget.

5.2.1 Modes Selection

Modes selection is based on two criteria. The first one consists in retaining modes with

the lowest eigenvalues (in absolute value) since these modes are capable to resonate
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(|λn| → 0), and can be used for antenna radiation. A threshold for the eigenvalues is

applied as shown in Fig. 5.2.
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Mode 2
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Mode 4Frequency0

ftarget

Threshold
+

∞
−

∞

Figure 5.2: Illustration of the threshold applied on the eigenvalues within a tar-
geted frequency band in order to identify the dominant modes.

Fig. 5.2 shows an illustration of eigenvalues of 4 modes with respect to the fre-

quency with a zoom on dominant modes. This window is limited horizontally by the

frequency band of interest and vertically by the thresholds fixed for the eigenvalues.

There are two thresholds positive and negative in order to consider both magnetic and

electric modes, respectively. The choice of the threshold value depends on the studied

cases. It can be 10 as it can be 100 or other values. This is controlled by the studied

frequency. Moreover, another type of thresholding can be used [121]. Authors in [121]

calculate the eigenvalue of the n-th mode in dB scale:

λn,dB = 20 log(λn). (5.1)

Only modes with λn,dB ≤ 30 dB are considered in order to reduce the eigenvalue

spectrum. In this work, a threshold on eigenvalues in linear scale is considered.

The second criterion for dominant modes selection considers the effect of the ex-

ternal excitation. We use the modal weighting coefficients from Eq. (3.18) to compare

the influence of the specific external excitation on each mode. This coefficient takes

into accounts the resonance condition of the mode. Modes with the highest modal

weighting coefficients are kept. Typically, in electrically small antennas, one or two

modes have high values for these coefficients, and thus, arex considered dominant.

5.2.2 Near Field Dominant Energy Identification

Once dominant modes are identified, their total reactive power is calculated:

Preac,tot =
N

∑
n
|wc,n|2 λn. (5.2)
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The sign of Preac,tot informs us about the type of the dominant energy in the near field

of the antenna. It tells us whether the antenna stores electric or magnetic energy in its

near field.

5.2.3 Inclusion Analysis and Selection

An analysis similar to the one performed on the antenna is done on the metamaterial

inclusions. The difference is that inclusions are not excited by an external feeding, but

they couple to the antennas.

After calculating the CMs of an inclusion, resonant modes are identified (λn = 0).

In general, at the resonance frequency the inclusion is single moded. This mode

specifies the response of the inclusion. The sign of the eigenvalue after the resonance

must then be investigated. In fact, in this region the inclusion presents the strongest

response, and its behaviour is determined with respect to the sign of the eigenvalue

after the resonance:

• If the eigenvalue is positive, the inclusion is considered storing magnetic energy,

and then can be associated to an antenna storing electric energy in its near field.

• If the eigenvalue is negative, the inclusion is considered storing electric energy,

and then can be associated to an antenna storing magnetic energy in its near

field.

Several metamaterial inclusions are analysed and a database is built. This look

up table (LUT) is useful to the antenna designers to check for an adequate inclusion

to associate with a given antenna.

To sum up all the mentioned steps, Fig. 5.3 shows a workflow chart that sum-

marises the methodology to enhance the efficiency of ESA using TCM. Fig. 5.3 also

shows how to build the LUT of metamaterial inclusions. It should be mentioned

that sometimes only interpreting the eigenvalues is not sufficient since they depend

exclusively on the geometry of the inclusion. Hence, further steps can be added to

include the polarization of the inclusion itself. Some cases require an extra study for

the modal weighting coefficient in order to know the influence of the fields generated

by the antenna on the inclusion. These steps are not included in Fig. 5.3 since they are

not needed systematically.

For instance, one can place in the near field of the inclusion an external field

source issued form the driven element in order to know how much each of the domi-

nant modes reacts to these fields.
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Another solution consists of studying all possible polarizations and calculate in

each case the weighting coefficients. This permits to identify the dominant modes in

the case of a particular polarization.
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Figure 5.3: Design workflow for enhancing the efficiency of antennas using metamaterial inclusion based on the theory of characteristic
modes.
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5.3 Modal Study of Metamaterial Inspired Antennas

In this section, the proposed methodology will be followed in order to analyse the

metamaterial inspired ESAs proposed in [6]. This analysis will help to validate the

workflow suggested in Fig. 5.3.

A metamaterial inspired antenna is a system composed of two parts: the radia-

tor and the inclusion. We split the system into these two parts and study the modal

currents on each of the radiator, the inclusion and then the overall system. This will

provide the physical insight for the interaction between the radiator and the metama-

terial inclusion.

Since EZ antennas are electrically small antennas [6], considering the first current

modes should be sufficient. In this study we consider only the first three current

modes.

5.3.1 Modal Study of 2D Electric Based Antennas

The basic idea of the 2D electric-based antenna is that a 2D meander line is positioned

in very close proximity to the monopole antenna, approximately λ0/275. It provides a

large inductance, which again allows the combined system to form an RLC resonator.

Another valid explanation for the properties of the inductance can be made if one

visualises each electrically-small copper strip as a transmission line terminated in a

short circuit.

5.3.1.1 Isolated Monopole

The monopole alone does not radiate because it suffers from stored reactive energy

(electrical length ≈ λ0/30). Therefore, any of the eigencurrents on the monopole will

not be resonating. To show that, eigenvalues in Eq. (3.13) are calculated and shown

in Fig. 5.4 (a). Regardless of their signs, the first three eigenvalues are very high. This

explains why the used thresholds are so high (order of 106). For the sake of clarity,

the characteristic angles (eigenangles) are calculated using Eq. (3.14). They are shown

in Fig. 5.4 (b). The first and third modes store electric energy over all the frequencies,

since their characteristic angles φ1 and φ3 are equal to 270◦. The second mode has a

magnetic behaviour and stores magnetic energy within the targeted frequency band

since φ2 is equal to 90◦.

The profiles of the first three eigencurrents of the monopole are shown in Fig. 5.5.

Indeed, a dipole-like profile can be seen for modes storing electrical energy (modes 1



Chapter 5. Metamaterial Inspired Antennas: Systematic Design Based on Characteristic
Modes 87

Frequency in GHz

 

 

Ei
ge

n-
va

lu
e

1.35 1.375 1.4 1.425 1.45 1.475 1.5
−10

−5

0

5
6x10 (a)

Frequency in GHz

C
ha

ra
ct

er
is

tic
 a

ng
le

 

 

1.35 1.375 1.4 1.425 1.45 1.475 1.5

90

135

180

225

270

(b)

λ n
φ
n

Mode 1
Mode 2
Mode 3

Figure 5.4: Calculated eigenvalues (a), and eigenangles (b), of an isolated
monopole. Any of the eigenvalues approaches zero since the modes are non-
resonant in the studied frequency band. For the same reason, any characteristic

angles cross the 180◦ line.

(a)
Mode 1
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Mode 3

Figure 5.5: Profiles of the first three eigencurrents of an isolated monopole (2D
view). The monopole is perpendicular to an infinite ground plane. The same scale

is used for all modes.

and 3), and a loop-like profile for the second mode which is storing magnetic energy.

Note that the monopole is excited with an edge voltage source via an infinite ground
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plane as depicted in Fig. 5.6. In order to know which mode is the most influenced by

such an excitation, we calculate the modal excitation coefficient in Eq. (3.18). Fig. 5.6

shows the first three modal excitation coefficients.
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Figure 5.6: Modal excitation coefficient Vi
n of the first three modes of an isolated

monopole: the considered excitation here is an edge voltage source as depicted.
The first mode is the most influenced by this excitation because of the mode con-
figuration. Indeed the excitation is placed at the maximum surface current of this

mode.

The first mode is the most reactive to the considered excitation while the two

others have Vi
2,3 close to zero. This means that the later modes are not excited by the

voltage source for a such configuration. In practice, the first mode will be the dom-

inant mode on the monopole when the antenna system is fed by such an excitation.

This explains why the meander line helps the monopole to radiate. In fact, the elec-

tric energy stored by the dominant first mode of the monopole is conjugated by the

meander line which behaves like an εr negative medium. In order to prove that, we

investigate the current modes of an isolated meander line.

5.3.1.2 Isolated Meander Line

The meander line is considered as a resonant metamaterial inclusion at the operating

frequency. Unlike the monopole, the eigenvalues of the structure are small and cross

zero at the resonance. The eigenvalues of the first three eigencurrents on the meander

line are shown in Fig. 5.7. The threshold used here is 5.105.

The first current mode of the meander line resonates at 1.481 GHz since its eigen-

value is equal to zero at this frequency (eigenangle equals 180◦). Whereas, the second

mode stores magnetic energy and the third one stores electric energy over the whole

frequency band. The profiles of the first three eigencurrents flowing on the meander

line are shown in Fig. 5.8.
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Figure 5.7: Calculated eigenvalues (a), and eigenangles (b), of an isolated meander
line. The first eigenvalue cross zero at the first resonance while the second mode
has a high positive eigen value and the third mode has a high negative eigenvalue.
For the same reason, the first characteristic angle cross the 180◦ line at 1.481 GHz

which is the resonance of the first mode.

The first eigencurrent flows from one end to the other of the meander as if fol-

lowing the path. The second eigencurrent seems to be flowing on both edges of each

meander line with opposite flowing direction. The third mode present the same be-

haviour as the second one but both modes are out of phase.

5.3.1.3 Monopole and Meander Line

An advantage of computing characteristic modes using the MoM method is that the

coupling between two separate objects can be included into the impedance matrix [Z].

Then, this generates a new eigenvalue problem which derives a new set of modified

eigen-vectors taking into account the coupling between both objects. The characteristic

modes have been computed for the whole antenna system (monopole and meander

line). The eigenvalues of the first three eigencurrents are shown in Fig. 5.9.
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(a) Mode 1 (b) Mode 2

(c) Mode 3

Figure 5.8: Profiles of the first three eigencurrents of an isolated meander line. The
first eigencurrent go straight following the meander line, similarly to a current in
a coil. The second eigencurrent follow a path with two way direction, which will
push the resonance toward higher frequencies. The third mode presents the same

profile as the second one but they are out of phase.

Fig. 5.9 shows that the eigenvalues behaviour of the antenna system is almost

identical to that of the isolated meander line. It is believed that the antenna will

follow the resonance of the first mode since it is the only mode contributing to the

radiation (see eigenangles in Fig. 5.9). However, in order to demonstrate this, we

calculate the modal weighting coefficient wc,n from Eq. (3.18). The coefficient of the

antenna system (monopole+meander line) are normalized and shown in Fig. 5.10. The

normalization consists in adjusting the amplitude of the source such that the highest

coefficient equals to 1.
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Figure 5.9: Calculated eigenvalues (a), and eigenangles (b), of the system com-
posed of the monopole and the meander line. The first eigenvalue crosses zero at
the first resonance 1.442 GHz. This could also be seen from the first characteristic
angle which crosses the 180◦ line at the same frequency. The second and third
modes have high positive and negative eigenvalues, respectively. Both are bad

radiators.

Frequency in GHzM
od

al
 w

ei
gh

tin
g 

co
ef

fic
ie

nt

 

1.35 1.375 1.4 1.425 1.45 1.475 1.5

0.25

0.5

0.75

1

0

Mode 1
Mode 2
Mode 3

Figure 5.10: Normalized modal weighting coefficients [from Eq. (3.18)] for the first
three eigencurrents of the meander line and monopole together: the first mode has
the higher coefficient because it meets the resonance condition and has high modal

excitation coefficient (Fig. 5.6).

Fig. 5.10 proves that the only resonating/radiating mode on the antenna system

is mode 1. Moreover, it will be next demonstrated that this dominant mode carries

the majority of the power injected into the structure.
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To show the impact of the meander line on the first eigenmode of the monopole,

we make a zoom close to the resonance on the eigenvalues for both cases as shown in

Fig. 5.11.
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Figure 5.11: Comparison of the first eigenvalue of the antenna system and the
meander line alone. The isolated meander has a higher resonance than the system

of monopole and meander. The difference is slight and is estimated to be 1%.

The first resonance (mode 1) of the system (monopole + meander line) occurs

at 1.442 GHz while that of the isolated meander is at 1.481 GHz. The frequency

downshift is about 1%.

It is clear that the resonance behaviour of the monopole with the meander line

follows that of an isolated meander since it is the resonating element in the system.

The slight shift is due to the coupling between the monopole and the meander line.

Note that as in the reference paper [6], the antenna resonance is about 1.373 GHz while

the resonance frequency found with the modal analysis is 1.442 GHz. This difference

can be due to the fact that the substrate having a relative permittivity εr = 2.2 used in

[6] for mechanical support purposes was neglected here.

The profile of the first eigencurrent on the monopole and the meander line to-

gether is shown in Fig. 5.12.

The first eigencurrent on the meander presents the same profile as the one found

for an isolated meander line: it flows from one to the other end of the meander as if

following the path. This is not the case of the monopole where the current tries to

emulate that of the meander. It is this new current configuration on the monopole

which induces radiation due to the current maxima in the vicinity of the meander line

giving rise to resonance in the monopole. Furthermore, the frequency downshift of

the mode resonance could be explained by the extended length of the current path on

the monopole instead of a straight line, as in the case of Fig. 5.5(a).
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Figure 5.12: First eigencurrent profile of a monopole associated to a meander line:
the profile on the meander remains unchanged from when it is isolated. The cur-
rent profile on the monopole is modified compared to an isolated one, and seems

to follow the paths of the meander line.

5.3.1.4 Power and Quality Factor Calculations for the 2D Antenna

The analysis presented above and the proposed methodology in Section 5.2 are based

on the fact that only the dominant modes in the structure should be considered, and

that metamaterial inspired antenna presented yet is a single-mode antenna. To vali-

date this, a comparison between the modal analysis and classical full wave simulation

of the total current using ANSYS HFSS commercial software [129] is presented. First,

we compare the amount of power carried per mode to the power injected in the struc-

ture. Fig. 5.13 shows the total power transmitted to the structure.
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Figure 5.13: Full wave simulation: transmitted power to the structure. This
power represents the power generated by the voltage source and transmitted to

the monopole + meander line antenna system. The peak value is 6 mW.

The curve in Fig. 5.13 represents the power transmitted from the voltage source

to the antenna system (monopole + meander line). The maximum absorbed power

is 6 mW. The importance of this value is to compare it to the modal powers calcu-

lated with equations (3.22) and (3.20) and to show how the power is distributed over
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the modes. Fig. 5.14 shows the modal active and reactive power for the first three

eigencurrents of the monopole when associated to the meander line.
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Figure 5.14: Modal active and reactive powers from Eq. (3.22) and (3.20), respec-
tively, of the first three characteristic modes of the monopole associated to the

meander line.

Because of the large difference between modal power values, 3 scales were used.

It is shown from Fig. 5.14 that radiated power for mode 1 rises to a maximum value of

5.8 mW at the resonance while the reactive power crosses zero from negative (electric

power) to positive (magnetic power). This is the typical behaviour of a resonance, as

described in [6]. Mode 2 presents nearly zero radiated power and a positive reactive

power is of the order of 10−4 mW over all the frequencies. Mode 3 also has zero radi-

ated power and presents the opposite behaviour since it has negative reactive power

within the whole frequency band which is of the order of 10−5 . When comparing

Fig. 5.14 and Fig. 5.13, it can be deduced that more than 98 % of the transmitted

power has been carried and radiated by the first mode at its resonance frequency. This

approves the fact that mode 1 is the predominant mode contributing to the radiation

of the antenna and then it is the mode that drives the overall behaviour of the system.

Also, the investigation of the antenna (monopole + meander line) quality factor

is presented. Authors in [6] have used a quality factor ratio Qratio to compare the

performances of the antennas and to take into consideration the matching and the

radiation efficiency. Dividing by Chu’s expression normalises the calculated quality

factor with respect to the lower bound.

In this chapter, we adopt the same Qratio expression using the modal quality fac-

tors proposed in Section 4.4 and that from Eq. (4.10) as follows:

Qratio =
Qω0

QChu
, (5.3)

where
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QChu =

(
1
ka

+
1

(ka)3

)
× RE (5.4)

and

Qω0 =





2
FBW−3dB

From the reflexion coefficient issued

from full wave simulation [53, Eq. 91].

Qtot
Modal quality factors using Eq. (4.25)

based on the eigenvalues.

QZ,tot

Sum of quality factors in Eq. (4.10)

based on the modal form of the input

impedance expression [53].

(5.5)

RE is the radiation efficiency, f0 = ω0/2π is the resonance frequency, and FBW−3dB

is the half-power matched VSWR fractional bandwidth [53]. Qω0 is calculated from

equations (4.24), (4.25) and (4.10) when characteristic modes are involved, and depend

on a specific number of modes N. The radiation efficiency of the mode can be cal-

culated from the eigenvalues of the considered modes [67, Eq. 44]. However, RE is

assumed to be 1 since at the resonance the eigenvalue is equal to zero.

Table 5.1 shows a comparison of calculated quality factors using Qratio expressions.

Table 5.1: Comparison between calculated quality factors of a 2D Electric Based
Antenna (Monopole+Meander Line), based on modal and classical expressions.

Used equation N ka FBW (%) Qchu Qratio

Full wave simulation [6] − 0.497 4.079 10.16 5.35

Eq. (4.24) 1 0.522 2.3 8.95 5.08

Eq. (4.24) and (4.25)∗ 1,2,3 0.502 1.85 9.9 5.38

Eq. (4.10) 1 0.522 2.66 8.95 5.11

Eq. (4.10) and (4.12)∗ 1,2,3 0.502 3.6 9.9 5.45

∗ When N modes are considered, the antenna resonance frequency is used as center frequency for the calculation of

ka.

Obviously, the values of Qratio issued from different equations are very close to

5.35 which is the reference value in [6]. In table 5.1 the FBW (%) of modes has been cal-

culated from the modal quality factors using Eq. (4.11). The differences of computed

FBWs can be due to the design sensitivity to the ka product and to the mismatch. In

fact, when only the first mode is considered, the obtained values with Eq. (4.24) and

(4.10) are 5.08 and 5.11 respectively. These values approach the total quality factor,

which shows that the modal quality factor of mode 1 is close to the total quality factor
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since the studied structure is electrically small [67, 126]. Furthermore, the accuracy

increases when considering modes 2 and 3 using Eq. (4.25).

5.3.2 Modal Study of 3D Magnetic Based Antennas

The main idea in the 3D magnetic-based antenna is that the magnetic energy stored by

the semi-loop antenna is conjugated using a capacitively-loaded loop (CLL). The CLL

can be seen as a capacitor with a very small spacing between the two plates (0.03 mm).

This small distance is at the origin of the narrow bandwidth of the antenna [6].

5.3.2.1 Isolated Semi-Loop

The semi-loop antenna does not radiate alone because its electrical size is too small

(≈ λ/520). None of the eigencurrents on the loop will resonate as shown by the char-

acteristic angles in Fig. 5.15.
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Figure 5.15: Calculated eigenangles of an isolated semi-loop. Any of the charac-
teristic angles cross the 180◦ line, since the modes are non-resonant in the studied

frequency band.

The first and third modes store magnetic energy over all the frequencies, since

their characteristic angles φ1 and φ3 are equal to 90◦. The second mode has an electric

behaviour within the operating frequency band since φ2 is equal to 270◦.

The profiles of the first two eigencurrents flowing on the semi-loop are shown in

Fig. 5.16. The typical configuration of magnetic and electric currents on a loop are

represented by modes 1 and 2, respectively. The third mode is not shown on Fig. 5.16

since it presents the same profile as mode 1 with an opposite phase.

The semi-loop is excited with a wire voltage source via an infinite ground plane, as

depicted in Fig. 5.17. As done for the 2D antenna, we calculate the modal excitation
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(a) Mode 1 (b) Mode 2

Figure 5.16: Profiles of the first two eigencurrent of an isolated semi-loop (2D
view). The loop is mounted on an infinite ground plane.

coefficient in Eq. (3.18) in order to know which mode is predominant with such an

excitation. Fig. 5.17 shows the first three modal excitation coefficients.
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Figure 5.17: Modal excitation coefficient Vi
n of the first three modes of an isolated

semi-loop: the considered excitation here is a wire port as depicted. The first
mode is the most excited with a such excitation because of the mode configuration.
Indeed the excitation is not placed at the maximum of the mode, then Vi

1 is not the
maximum at 300 MHz.

Unlike the studied 2D monopole, the first modal excitation coefficient of the semi-

loop antenna decreases faster with respect to the frequency. This mode is the most

sensitive to the considered excitation. Mode 2 has a lower coefficient value, while Vi
3

is nearly zero. The first mode will be the dominant mode on the semi-loop when

the antenna system is fed by such an excitation. Combining this information with

the resonance condition, the modal weighting coefficient of this mode comfirms this

observation (Fig. 5.22). Furthermore, this explains why the CLL makes the semi-loop

radiates. In fact, the magnetic energy stored by the dominant first mode of the semi-

loop is conjugated by CLL which behaves like an µr negative medium. In order to

prove that, we investigate the current modes of an isolated CLL.
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5.3.2.2 Isolated Capacitively-Loaded Loop

The CLL is considered a resonant metamaterial inclusion. Thus, unlike the semi-loop,

the first eigenvalues of the structure are small and cross zero at the resonance. The

eigenvalues of the first two eigencurrents on the CLL are shown in Fig. 5.18 with a

threshold of 104.
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Figure 5.18: Calculated eigenvalues (a), and eigenangles (b), of an isolated CLL.
The first eigenvalue crosses zero at the first resonance while the second mode has
a high negative eigenvalue and the third mode has a high positive eigenvalue.
For the same reason, the first characteristic angle crosses the 180◦ line at 301 MHz

which is the resonance of the first mode.

The first current mode of the CLL resonates at 301.35 MHz since its eigenvalue

cross zero at this frequency (φ1 = 180◦). It passes from electric to magnetic energy stor-

age: this is the required behaviour to make the semi-loop antenna resonate. Whereas,

the second mode stores electric energy and the third one stores magnetic energy over

the whole frequency band. The profiles of the first two eigencurrents flowing on the

CLL are shown in Fig. 5.19.
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(a) Mode 1

(b) Mode 2

Figure 5.19: Profiles of the first two eigencurrent of a CLL (3D view). The CLL is
mounted on an infinite ground plane.

The first eigencurrent flows from one end of the CLL to the other as following the

path. This configuration creates two opposite surface currents at the gap of the CLL.

In fact this mode makes a current loop with the ground plane. This mode is believed

to match the semi-loop antenna at 301.35 MHz. The second mode is symmetrical with

respect to the vertical axis. The current flows from both CLL ends resulting in two

surface currents at the gap flowing in the same direction.

5.3.2.3 Semi-Loop with a Capacitively-Loaded Loop

The characteristic modes have been computed for the entire antenna system (Semi-

Loop and Capacitively-Loaded Loop). The profiles of modes 1 and 2 are shown in

Fig. 5.20.
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(a) Mode 1

(b) Mode 2

Figure 5.20: Profiles of the first two eigencurrent of a CLL+ semi-loop antenna
(3D view). The system is mounted on an infinite ground plane (not shown on the

figure).

The profile of mode 1 over the 3D antenna system combines both first modes of

the isolated semi-loop and CLL. The second mode is a combination of the third mode

and second mode of the semi-loop and the CLL, respectively. However, since the CLL

is the only resonant element, then, the system will follow it. This can be further seen

from the first eigenvalue of the system, with a zoom close to the resonance in Fig. 5.21.

It is obvious that both the antenna system and the isolated CLL present the same

behaviour for the first eigenvalue. The resonant frequencies are almost identical. The

first resonance of the antenna occurs at 299.69 MHz while that of the isolated CLL is

at 301.35 MHz.

Contrarily to the 2D case, there is no frequency shift between the antenna reflection

coefficient in Fig. 2.14 and the first eigenvalue in Fig. 5.21. This is because there is no

substrate to be neglected here and the only assumption is the infinite ground plane.

The agreement between Fig. 2.14 and Fig. 5.21 justifies this assumption.
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Figure 5.21: Comparison of the first eigenvalue of the antenna system and an
isolated CLL inclusion. The CLL alone has a slightly higher resonance than the

system. The difference is very small and is estimated to be 0.55%.

The second eigenvalue of the antenna system is not shown in Fig. 5.21 since it

presents the same non resonant behaviour as in Fig. 5.18. Nevertheless, the second

mode had a remarkable reaction for the considered excitation (Fig. 5.17), but does not

contribute to the total antenna response. This can be demonstrated by calculating the

modal weighting coefficients of the antenna.

The coefficients of the first three modes flowing on the 3D antenna are shown in

Fig. 5.22.
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Figure 5.22: Normalized modal weighting coefficients (from Eq. (3.18)) for the first
three eigencurrents of the semi-loop and the CLL together: the first mode has the
higher coefficient because it meets the resonance condition and has considerable
high modal excitation coefficient (Fig. 5.17). The two higher modes have wc,1 and 2

close to zero since they only store energy.

Fig. 5.22 proves that the only resonating/radiating mode on the antenna system

is mode 1. Furthermore, as done for the 2D design, we demonstrate using modal

powers that this dominant mode carries the majority of the power injected into the

structure.
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5.3.2.4 Power and Quality Factor Calculations for the 3D Antenna

Our aim in this paragraph is to demonstrate how the power absorbed by the antenna is

distributed over the characteristic modes. The total power transmitted to the structure

is shown on Fig. 5.23.
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Figure 5.23: Full wave simulation: transmitted power to the structure. This power
represents the power generated by the voltage source and transmitted to the semi-

loop + CLL antenna system. The peak value is 6 mW.

The power in Fig. 5.23 represents the transmitted power from the voltage source

to the antenna system (semi-loop + CLL). The maximum absorbed power is 6 mW.

Fig. 5.24 shows the modal active and reactive power for the first three modes of the

semi-loop associated to the CLL.
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Figure 5.24: Modal active and reactive power from Eq. (3.22) and (3.20), respec-
tively, of the first three characteristic modes of the semi-loop associated to the

capacitively-loaded loop.

The power carried by the first mode has the order of 10−3 Watts, while for modes

2 and 3 the power is of the order of 10−7. Watts. Among the three scales, one can

deduce that powers carried by modes 2 and 3 can be neglected with respect to mode

1.

Moreover, it is shown from Fig. 5.24 that radiated power for mode 1 rises to a

maximum (5 mW) at 300 MHz (mode resonance 299.69 MHz). The reactive power
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crosses zero from positive (magnetic power) to negative (electric power) and then is

positive again.

Mode 2 presents nearly zero radiated power and a negative reactive power. Mode

3 has also zero radiated power and presents the opposite behaviour because it has

positive reactive power within the whole frequency band since it is a magnetic mode.

When comparing Fig. 5.24 and 5.23, it can be deduced that more than 91.5 % of

the transmitted power has been carried and radiated by the first mode at its resonance

frequency. This is in agreement with the fact that only mode 1 is the mode contributing

to the radiation of the antenna and it is the predominant mode of the overall system.

It should be noticed that in the studied 3D antenna, 100 % of the transmitted

power has not been collected by the first three modes. This is due to the imperfec-

tions in the orthogonality of the modes. Indeed, theoretical characteristic modes are

orthogonal, but when they are computed from the impedance matrix, the later should

be symmetrical to obtain orthogonal modes. The used solver (FEKO) enforces the

symmetricy condition of the matrix and results in such inaccuracies. This limitation

is further detailed in Section 5.4. Moreover, to compare the results with other conven-

tional methods we investigate the antenna Q factor.

Table 5.2 compares the calculated quality factors using Qratio expressions. Same

expressions as Section 5.3.1.4 were used.

Table 5.2: Comparison between calculated quality factors of a 3D Magnetic Based
Antenna (Semi-Loop+CLL), based on modal and classical expressions.

Used equation N ka FBW (%) Qchu Qratio

Full wave simulation [6] − 0.1110 0.04 738.26 6.68

Eq. (4.24) 1 0.1117 0.046 726 5.91

Eq. (4.24) and (4.25)∗ 1,2,3 0.0744 0.2 244 4.05

Eq. (4.10) 1 0.1117 0.045 726 6.1

Eq. (4.10) and (4.12)∗ 1,2,3 0.0744 0.15 244 5.45

∗ When N modes are considered, the antenna resonance frequency is used as center frequency for the calculation of

ka.

A good agreement between different Qratio is obtained. For instance, when con-

sidering only mode 1, the difference between the reference Q (6.68) and the modal one

is about 0.77 when using Eq. (4.24), and 0.58 when using Eq. (4.10). Unlike the case of

2D electric based antenna, this difference increases when considering 3 modes instead

of mode 1.

Theoretically, the higher the number of considered modes, the greater the accuracy
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of the solution. Nevertheless, this is not the case and could be predicted from modal

powers calculated in previous paragraph. In fact, this is mainly due to numerical

problem induced by the non-orthogonality of the modes. However, the accuracy of

the calculated quality factor values using the proposed modal approach prove to be ac-

ceptable and satisfying. Furthermore, this could be also due to the narrow bandwidth

of the design, and the high sensitivity to the ka product.

5.4 Discussion

The modal study of the 2D electric based antenna and 3D magnetic based antenna

proved to provide very useful information by solving only the eigenvalue problem.

The separated study of the driven element and the parasitic inclusion allowed us to

define the modes responsible for the overall system behaviour. Furthermore, we were

able to define the antenna quality factor without a prior knowledge on the feeding.

This is an appealing feature of the modal approach because it presents a huge ad-

vantage over other expressions in terms of simplicity and ability to calculate Q for an

arbitrary shape without the need to define a particular excitation. However, in the

proposed study a good agreement between the modal based quality factor and the

conventional Q was achieved for the 2D electric based antenna.

In the case of the 3D magnetic based antenna, there was a larger gap between

quality factors based on characteristic modes and reference value [6]. This results

from a numerical issue. In fact, unlike the 2D antenna, in the 3D antenna we have

used two different types of mesh: the loop is modelled as wire segments while the

CLL is modelled using RWG triangular surface meshes [93]. This results in a non-

symmetrical impedance matrix [Z]. Meanwhile, it has been demonstrated in [81] that

the impedance matrix must be totally symmetric in order to obtain totally orthogonal

modes. Then, modes 1, 2 and 3 in the 3D magnetic based antenna are not totally

orthogonal, thus, both active and reactive powers have not been distributed correctly

over the modes. However, to increase the accuracy of the Q calculations, the same type

of meshes should be used. For instance, instead of using wire segments, the semi-

loop can be modelled as small cylinders with triangular meshes. This can increase the

symmetry of the impedance matrix, while resulting in harder mode tracking [97].

The analysis of the EZ antennas using the metrics proposed by the methodology

workflow in Fig. 5.3 provides a new dimension for the analysis of metamaterial in-

spired antennas. In fact, this has approved two main points. Dominant modes have

been identified using the thresholds on the eigenvalues and the maximum modal
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weighting coefficients. We demonstrated that the total injected power has been col-

lected by the dominant characteristic mode(s) selected with respect to these criteria.

The Q factor values calculated using the modal based approach and the conventional

classical approach have demonstrated a good agreement.

It has also been demonstrated that matching the driven element requires a MTM inclu-

sion with opposite type of stored energy in the near field. This in order to conjugate

the reactive power of the driven element. This was the case of the CLL with the

semi-loop antenna and the meander line with the monopole antenna. However, other

inclusions presenting the same behaviour could also be considered.

5.5 Conclusion

We presented in this chapter a new methodology for the synthesis of metamaterial in-

spired antennas. This methodology is based on the analysis of particular characteristic

modes of the antenna and the metamaterial inclusion. These particular characteristic

modes are selected with respect to their resonance conditions and their sensitivity

to a particular external excitation. We further applied this methodology on existing

metamaterial inspired designs known as EZ antennas [6]. The Qratio has been used to

compare results from the presented approach and the common one. Good agreement

between the modal based Q factor and the conventional one was achieved for the 2D

electric based and 3D magnetic based antennas.



Chapter 6

Design of a Spectrum Sensing

Antenna Using TCM

6.1 Introduction

In this chapter, we present a novel extremely-wide-band antenna dedicated for un-

derlay CR used for spectrum sensing operations. The antenna presented is based on

designs proposed for UWB systems. These include various printed antennas with

different shapes and enhanced bandwidths. The shapes of the printed antennas can

be rectangular [130, 131], triangular-ring [132, 133], circular [134], annular-ring [135],

fractal [136], and elliptical [38, 39, 137]. The monopole antenna chosen is an ellipti-

cal one, because it offers more resonating modes at lower frequencies and hence the

variation of its elliptical ratio provides an additional degree of freedom for impedance

matching.

We will use TCM to optimize the antenna in order to meet spectrum sensing

requirements taking into account both constraints: bandwidth and radiation pattern

stability. The design workflow consists of three parts: the first part is related to the

feeding system and ground plane, while the second one deals with the radiator using

TCM. Finally, the efficiency of the antenna is improved at low frequencies using the

methodology proposed in the Chapter 5. For this purpose a MTM inclusion is selected

and associated to the antenna in order to enhance its radiation characteristics in its

electrically small regime.

106
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6.2 Bandwidth Enhancement of a Spectrum Sensing Antenna

Using TCM

In general, bandwidth enhancement is obtained by exciting higher-order modes on

the monopole, which results in a radiation pattern instability over the whole fre-

quency range. However, when miniaturising the disk of the monopole, higher-order

modes are naturally excited at higher frequencies. Whereas to excite these higher-

order modes at low frequencies, further manipulation of the disk feeding is required.

Authors in [132] and [134], explain how a parametric study allows the determination

of the optimal values for an elliptical disc feeding system in terms of lowest matched

frequency and total bandwidth. Fig. 6.1 shows the schematic of an optimized minia-

turized design.

}
Radiator
(Elliptical disk)}
Feeding system

Figure 6.1: Miniaturized antenna configuration: optimized feeding system based
on a CPW transmission line with a triangular ground plane.

The proposed design is composed of two main parts: the radiator and the feeding

system. Optimal parameters for both geometries are given in Table 6.1.

The main parameters to reduce the antenna size are the disk dimensions. This

could be seen obviously in Table 6.1. The variation of the radiator size changes the

input impedance. This impedance results from the contribution of different intrinsic

impedances of the weighted current modes. The weighting coefficients [Eq. 3.18)]
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Table 6.1: Dimensions of the miniaturized antenna [mm]

Hsub Lsub a b L1 L2

68 33 15 13 35 3.5
b1 b2 W wb wt g
15 2 3.15 1.7 0.35 3.28

depend on the excitation. In the targeted frequency band, the first six modes will be

considered as efficient radiators.

These modes present capacitive impedance [10] as can be seen from the sign of

the first six eigenvalues shown in Fig. 6.2.
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Figure 6.2: First six eigenvalues of the considered EWB antenna over the band
0−4 GHz.

Except for the third mode, all characteristic modes over the disk present a capac-

itive behaviour since their eigenvalues are negative. As shown in Fig 6.1, a tapered

transmission line is used in order to match the disk total input impedance. This match-

ing occurs thanks to the compensation of the electric energy stored by the disk with the

magnetic nature of the tapered transmission line. The line access have a wb = 1.7 mm

and W = 3 mm to guarantee an input impedance of 50 Ω. Another advantage of using

a CPW line are to keep the design on a single layer, and to reduce dispersion at higher

frequencies. At the end of the CPW line, a trident feed is used to excite the radiator in

3 equidistant points in order to increase the number of excited modes and to decrease

the cut-off frequency of the first modes. To show this, Fig. 6.3 compares the impact of

the trident feed on the eigenvalues of the first two characteristic modes.
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Figure 6.3: Impact of the trident feed on the first two eigenvalues of the monopole.

The presence of the trident structure at the circumference of the disk has shifted

down the resonance frequency of the modes having current density flowing in its

vicinity. The semi-ring structure impacts mainly the first two modes of which the

eigenvalues are shown in Fig. 6.3. This is due to the path taken by the surface currents,

as shown in Fig. 6.4.

(a) Eigenmode 1 with-
out trident feed

(b) Common scale (c) Eigenmode 1 with
trident feed

(d) Eigenmode 2 with-
out trident feed

R2
R1

|R2-R1|=0.35 mm

g

(e) Trident feed config-
uration

(f) Eigenmode 2 with
trident feed

Figure 6.4: Trident feed configuration and the surface current densities of the first
two eigencurrents at 1 GHz. The first two current modes present higher current
peripheral at their maxima (the circumference of the disk) when the trident feed is

used, thus modes become better radiators at the corresponding frequency.

The maxima of the first two current modes (horizontal and vertical modes) are

concentrated at the peripheral of the disk. Then, the current path of these modes are

longer when they pass through the semi-ring. This results in a matching at lower
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frequencies especially when the antenna becomes electrically small; Thus enhancing

the radiation phenomena of these modes.

The radii and width of the ring also impact the impedance matching. The dis-

tance g between the tapered line and the monopole has a critical role in the matching.

Numerical optimization of these parameters needs to be done in parallel because they

are strongly related. The optimal values of g is 3.28 mm and of the ring width |R2−R1|
is 0.35 mm.

The triangular shaped ground plane was selected to reduce the coupling with the

radiator.

This feeding system results in a good matching from 0.65 GHz to 12 GHz as

shown in Fig. 6.5. Simulated1 VSWR ≤ 2 extends from 650 MHz to 12 GHz.
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Figure 6.5: Simulated VSWR proposed EWB antenna before modifying the
radiator.

Despite the good matching, the radiation pattern is not stable over all the fre-

quency band. Figure 6.6 shows the power pattern in the YZ plane of the described

antenna (without slot).

Since the antenna is dedicated to a spectrum sensing application, a stable and

omnidirectional power pattern is required. This instability does not occur for the

power pattern in the XZ plane (not shown).

Investigated surface currents at these higher frequencies have shown that the dis-

tortion in the YZ plane occurs at 5.6 GHz and 7.5 GHz. This is due to the higher modes

1Simulations have been done using CST Microwave Studio [138] and FEKO [8].
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Figure 6.6: Power pattern (YZ plane) for the described antenna without the V-
shaped slot at different frequencies within the matched frequency band.

of the disk, that become active at the mentioned frequencies (small eigenvalues). The

TCM is used here to investigate these higher order modes and control their radiation

behaviour, and forces them to keep a monopole like radiation pattern.

6.3 Power pattern stability enhancement of a spectrum

sensing antenna using TCM

The disk is small for miniaturization purposes. This causes the excitation of higher

order modes on the radiator. It is found that the dip at 7.5 GHz is caused by the

radiation of the sixth mode, as shown in Fig. 6.7(b), which is resonant at this frequency

(corresponding eigenvalue λ6 = 0.125).

Since this active mode presents two nulls in the surface current, a dip in the main

radiation pattern axis is produced. The solution is to trap the current between these

two nulls at the corresponding frequency, and to create a maximum in the center of

the disk. This trap is achieved with a V-shaped slot resonating at 7.5 GHz, as shown

in Figures 6.7(a) and 6.8. The most important feature of this type of slots is that it does

not affect the radiation behaviour of the first five modes. The total radiation pattern

in the YZ plane at 7.5 GHz and at the other frequencies are shown in Fig. 6.9.

Introducing the λ/2 V-shaped slot in the middle of the radiator results in an

obvious impact on the power patterns. When comparing Figures 6.9 and 6.6 one can

see how the dips have been remarkably reduced. Another advantage of using the

V-shape slot is that it doesn’t affect the matching of the antenna. Fig. 6.10 shows a

comparison for the VSWR with and without slot.
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Figure 6.7: V-shaped slot impact on the 6th current mode at 7.5 GHz: the dip in the
main radiation axis is due to the low surface current density in the center of the
disk. The V-shaped slot creates a new current maximum in the center instead of

the two nulls. This results in a maximum in the main radiation axis.

Figure 6.8: Miniaturized antenna configuration: optimized feeding system based
on a CPW transmission line with a triangular ground plane, and an optimized

slotted radiator for power pattern stabilisation.

Indeed, the matching of the antenna is quasi stable after modifying the shape of

the radiator.
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Figure 6.9: Power pattern (YZ plane) for the described antenna with the V-shaped
slot at different frequencies within the matched frequency band.
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Figure 6.10: Simulated VSWR comparison for the proposed EWB antenna with
and without V-Slot.

6.3.1 Experimental Results and Discussion: Part 1

To validate the numerical results, a prototype of the proposed antenna is printed on

an 0.787 mm thick Teflon substrate (ε = 3.2, tan(δ) = 0.0002), as shown in the inset of

Fig. 6.11.

Fig. 6.11 shows a comparison between the simulated and measured S11 parame-

ters of the fabricated antenna (with V-shaped slot). The return loss value is less than

-10 dB from 0.67 GHz to 12 GHz. This confirms the numerical results shown before

and proves that the slot does not affect the matching of the antenna. Therefore, the to-

tal radiation pattern in the YZ plane is very stable over the whole frequency range, as

shown in Fig. 6.9. This is further confirmed by measured radiation patterns in Fig. 6.12

for both YZ and XZ planes. A very good stability is observed over the matched fre-

quency bands. These measurement results are in agreement with simulated radiation

patterns shown in Fig. 6.9 (YZ plane). Small dips in the measured patterns are due

to imperfections in the measurement setup in the anechoic chamber, as shown in
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Figure 6.11: Comparison between simulated and measured S11 parameters
for the proposed antenna printed on an 0.787 mm thick Teflon substrate

(ε = 3.2, tan(δ) = 0.0002).
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Figure 6.12: Measured radiation pattern of the fabricated antenna in the XZ plane
(—), and YZ plane (−−), over the matched frequency band.

Fig. 6.13. Power patterns at frequencies lower than 0.9 GHz could not be measured

because of the chamber dimensions [12].
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Figure 6.13: Measurements setup of the power pattern of the proposed EWB an-
tenna in the anechoic chamber [12].

6.4 Efficiency Enhancement With Metamaterials: EWB-MTM

Antenna

The efficiency of the antenna proposed in Fig. 6.8 is presented in Table 6.2. It oscillates

between 25% and 87%. These values of the efficiency in Table 6.2 are expected since

Table 6.2: Efficiency of the proposed miniature EWB antenna.

Frequency (GHz) 0.9 1.5 2.4 3.1 5.6 10.5

Efficiency (%) 25 30 57 85 81 87

they increase with the frequency. The bigger the electrical size of the antenna, the

higher the efficiency.

The present EWB antenna suffers from its low electrical size (0.07λ at 650 MHz).

Thus, to improve the efficiency in this band, we refer to the methodology proposed

in Chapter 5. We use the modal analysis applied to metamaterial inspired antennas,

in order to find an adequate MTM inclusion to be associated to the antenna. This

inclusion will be from the LUT of metamaterial inclusions (Section 5.2.3).

First, we must answer the question illustrated in Fig. 6.14. Which inclusion should

we use ?
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+ ?
?

?

Figure 6.14: Schematic of the EWB antenna illustrating the question of searching
the right metamaterial inclusion at a specific frequency (in our case 600 MHz),

wether it should be inductive or capacitive ?

Should we add a capacitive metamaterial inclusion or an inductive one ? This

question was simple to answer in the case of classical antenna (monopole, loop). Nev-

erhteless, it is not evident to find the answer when we deal with complex structures

or arbitrary shaped antenna, such as the proposed EWB antenna.

6.4.1 CMA of the EWB Antenna

First, a threshold of 500 is used in Fig. 6.15 to identify the modes to be considered

within the electrically small regime [0− 1.5 GHz (0 < ka < 1)].
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Figure 6.15: First six eigenvalues of the considered EWB antenna over the band
0−4 GHz. A threshold of 500 is applied on the eigenvalues in order to limit the

number of the considered modes within the electrically small regime.

The first three modes are selected by the selection box shown in Fig. 6.15. The

first mode resonates around 1 GHz, while the others resonate outside the selection
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box. Therefore, in the electrically small regime, modes 1 and 2 store electric energy

while mode 3 stores magnetic energy. The type of dominant energy stored in the near

field of the antenna is determined quantitatively by calculating the sum of the modal

powers of the first three modes using Eq. (5.2), as presented in Section 5.2.

This power is calculated at the target frequency. It is chosen to be 600 MHz

(ka ≈ 0.5) for two reasons:

1. Decreasing the least operating frequency, hence spreading out the bandwidth.

2. Increasing the total efficiency at the lowest matched frequency (600 MHz).

The total power Preac, tot from the first three modes at 600 MHz with a voltage

source of 1 Volt is calculated as follows:

Preac, tot = Preac,1 + Preac,2 + Preac,3 = |ωc,1|2λ1 + |ωc,2|2λ2 + |ωc,3|2λ3 = −30 mW

The negative sign means that the dominant energy in the near field of the antenna

at 600 MHz is electric. In other words, the antenna needs +30 mW of magnetic power

to resonate. Thus, the next step consists of searching for an inclusions which stores

magnetic energy in its near field at 600 MHz.

6.4.2 Searching For the Right Inclusion

The adequate MTM inclusion is selected from the LUT of metamaterial inclusions as

presented in Section 5.2. We fed this table with many inclusions (commonly used

in periodic metamaterial mediums), including SRR, BC-SRR, EC-SRR, CLL, Meander

line, Jerusalem Cross, S-shape, Double-can, V-shape, etc.

Meanwhile, there exists many inclusions providing a magnetic behaviour at 600

MHz, while adjusting the geometrical dimensions. However, regarding the configura-

tion of the EWB antenna in Fig 6.8, the elected inclusion is a modified version of the

split ring resonator studied in Chapter 3. It consists of an elliptical loop as shown in

Fig. 6.16.

The elliptical shape has been chosen for two reasons. First to fit the perimeter

of the elliptical disk while keeping the initial size of the antenna. Second, to have a

longer current path flowing on the loop, thus, decreasing its resonance frequency as

much as possible. For the same reason we use a substrate with higher permittivity in

order to bring the first resonance of the loop at 600 MHz. The loop is printed over
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(a) 3D View (b) 2D View

Figure 6.16: Schematic of a split ring composed of 2 elliptical semi-loops printed
over both faces of a dielectric substrate, and connected via the substrate. The
substrate has a thickness of 1.5 mm and relative permittivity of εr=10.7. The di-
mensions in mm are: R1=17.595, R2=16.15 and the loop width equals to 1.105 mm.

both substrate faces. It is divided onto two semi-loops connected via the substrate.

The gap between both loop ends equals the substrate height. These dimensions are

tuned in order to make the loop resonate at the desired frequency.

The CMA of the elliptical loop shows that it presents the same magnetic mode

J0 as the BC-SRR2 studied in Chapter 3. To investigate this feature, we calculate the

the first four characteristic modes. Eigenvalues are shown in Fig. 6.17. The first mode
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Figure 6.17: First four eigenvalues of an elliptical loop printed over both substrate
faces.

resonates at 600 MHz and stores magnetic energy after its resonance. This mode is

identical to the first mode in a BC-SRR in Chapter 3, where the magnetic polarizability

is expressed in terms of the first eigenvalue (Fig. 3.4). Higher order modes (2, 3 and

4) present the typical behaviour of an electrical mode, as found in Chapter 3 (Fig. 3.3).

However, they do not present the same current profile. These modes become active at

2In this chapter the first mode in the loop is indexed J1.
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higher frequencies (for example mode 2 resonates at 1.8 GHz) and do not have a high

impact on the overall loop response at 600 MHz.

Next, we associate the elliptical loop (Fig. 6.16) to the EWB antenna by aligning

the centers of both the loop and the disk. The new design is then called EWB-MTM

inspired antenna and shown in Fig. 6.18.

Figure 6.18: New configuration of the EWB-MTM inspired antenna.

The distance between the loop and the disk control the coupling between both

structures. In the present design, this distance has been chosen to be the double of the

loop gap, hence it measures 2.210 mm.

Fig. 6.19 shows the first four eigenvalues of the new EWB-MTM inspired antenna

in the frequency range 0.2−1 GHz.
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Figure 6.19: First four eigenvalues of the considered EWB antenna associated with
an elliptical loop in Fig. 6.16.
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The first eigenvalue crosses zero at 600 MHz compared to 1 GHz for the EWB

antenna alone. This is because the entire system (EWB+Loop) follows the behaviour

of the first mode of the loop at the targeted frequency (600 MHz).

The resulting curve of the first eigenvalue seems to be a combination of the first

eigenvalues of the EWB antenna and the loop. This phenomenon disappears pro-

gressively when getting far from the first resonance. The loop behaviour is mainly

dominant at 600 MHz.

Mode 2 is also influenced by the loop since it is an electrical mode and its reso-

nance frequency is shifted down from 1.8 GHz to 1 GHz. The magnetic mode of the

EWB antenna in Fig. 6.2 has disappeared from the studied frequency band. This is

because the presence of the loop has increased its eigenvalue (not shown within the

selected window −400 < λ < 100). Higher order modes are less impacted by the loop

and maintain the same phenomenon at higher frequencies.

To visualise the impact of the loop on the first current mode, Figures 6.20 (a) and

6.20 (c) show the first eigencurrent profile without and with the loop, respectively. The

(a) Isolated EWB (b) Common scale (c) EWB + Elliptical Loop

Figure 6.20: Impact of the loop on the first eigencurrent (J1) profile at 600 MHz.
The presence of the the loop makes the first eigencurrent emulating the same path

of the current flowing on the loop.
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impact of the elliptical loop on the first eigencurrent can be seen clearly in Fig. 6.20.

As predicted, modifying the geometry modifies the profiles of the modes. Instead of

flowing between the vertices of the elliptical disk, the current follows a circular path

as it is emulating the same path of current flowing on the loop. This is due to the

magnetic nature of the first mode of the loop. Furthermore, the current configuration

over the feeding system is unchanged since there is no interaction between it and the

loop.

6.4.3 Experimental Results and Discussion: Part 2

As a proof of concept, a prototype of the new modified EWB-MTM inspired antenna

has been fabricated3. The picture of the fabricated prototype is shown in Fig. 6.21.

Simulations and measurements of the reflexion coefficient are shown in Fig. 6.22.

(a) Top (b) Bottom

Figure 6.21: Prototype of the modified EWB-MTM inspired antenna printed over
Arlon10 substrate with relative permittivity εr = 10.7, tan(δ) = 0.0023 and height

of 1.55 mm.

Introducing the elliptical loop causes a clear resonance in the reflexion coefficient

of the EWB antenna system (cyan curve) at 600 MHz. This frequency is exactly the

same as that of the first mode resonance of the isolated elliptical loop. This agrees

with the expectation of the workflow proposed in Section 5.3.1.

3The substrate of the initial EWB antenna has been modified: the relative permittivity εr has been
increased from 3.2 to 10.7. The aim of this modification is to decrease the electrical size of the loop.
Also to enhance the coupling between the inclusion and the antenna. Albeit, the substrate height is
extended from 0.787 mm to 1.55 mm in order to compensate the variation of εr in order to keep the
same matching. This guarantees that the antenna keeps the same bandwidth as achieved over the low
permittivity substrate.
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Figure 6.22: Comparison between simulation and measurement of the reflexion
coefficient of the EWB antenna with and without the metamaterial loop inclusion.

When comparing the dashed black curve (EWB alone) and the cyan curve

(EWB+LOOP) in Fig. 6.22, one can see a significant enhancement in terms of low-

est matched frequency at −10 dB. In fact the lowest matched frequency is shifted

down from 670 MHz to 600 MHz. The mismatch between 700 MHz and 900 MHz can

be due to the anti-resonance phenomenon of the inclusion.

Fig. 6.23 shows a comparison between the simulated and measured S11 of the

EWB-MTM inspired antenna over a lager bandwidth (0− 18 GHz). The EWB-MTM
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Figure 6.23: Comparison between simulation and measurement of the reflexion
coefficient of the EWB-MTM inspired antenna over the band 0–18 GHz

inspired antenna presents an extremely wide bandwidth with acceptable matching.

In fact, the presence of the loop has altered the reflexion coefficient (higher than −10

dB) at the following upper frequencies: 1.8 GHz, 3.2 GHz, 12 GHz and 15 GHz. This

because of the higher-order resonances of the loop (i.e. 1.8 GHz for mode 2) and

the coupling between the loop and the disk at higher frequencies. However, if only

a S11 ≤ −6 dB reflexion coefficient is required (typical for spectrum sensing), the

antenna proves to cover a bandwidth extending from 0.6− 18 GHz.
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Fig 6.23 shows a reasonable agreement between the simulation and measurements

of the reflexion coefficient. The slight frequency shifting can be due to the non consid-

eration of the coaxial cable in simulations, and cable imperfections. The measurements

setup is shown in Fig. 6.24

Figure 6.24: Measurements setup of the reflexion coefficient of the EWB-MTM
Inspired antenna.

Moreover, with a −6 dB level, Fig. 6.22 shows that the antenna without the loop

will presents a lower matched frequency. However, this does not mean that the EWB

alone presents better performances. And this can also be adjusted by re-optimising

the feeding system dimensions (tapered line and trident feed) in presence of the loop.

To show the advantage of using the loop we investigate the radiation characteristics

of both antennas at 600 MHz. We compare the EWB-MTM inspired antenna with an

EWB antenna over the same type of substrate4. Fig. 6.25 shows a polar representation

of the realized gain in the XZ plane with and without the metamaterial inclusion.

The metamaterial inclusion enhances significantly the realized gain of the antenna

at 600 MHz. This enhancement is around 10 dB averaged over all the angles in the XZ

plane. The maximum realized gain of the EWB-MTM inspired antenna is about 0.582

(−3.16 dBi) at 600 MHz while the calculated directivity is around 0.85 (−0.7 dB). This

means that the antenna presents ≈ 56.4% of radiation efficiency which is excellent

regarding its total dimensions.

4The substrate of the initial EWB antenna has been modified: the relative permittivity εr has been
increased from 3.2 to 10.7. The aim of this modification is to decrease the electrical size of the loop.
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Figure 6.25: Comparison of the realized gain of the EWB antenna in the XZ plane,
with and without the metamaterial inclusion at 600 MHz. The average difference

over all the angles is about 10 dB.

Table 6.3 presents a comparison between different radiation performances achieved by

the EWB-MTM inspired antenna.

Table 6.3: Comparison of the radiation performances of the EWB antenna alone
and the MTM Inspired EWB antenna.

Design
Peak Directivity Peak Realized Gain

Radiation Efficiency
Linear dB scale Linear dB scale

EWB Antenna
alone

0.14 −8.53 0.021 −16.7 15 %

EWB-MTM
Inspired Antenna

0.85 −0.7 0.482 −3.16 56.4 %

Table 6.3 shows two important improvements in terms of directivity and realized

gain [55]. The directivity is increased of 0.71 and the realized gain of 0.461. This

means that an enhancement of the matching together with radiation efficiency has

been achieved. This results into an increase of ≈ 45% of the antenna total efficiency.

Furthermore, when comparing the present antenna to the designs shown in Chap-

ter 2 (Table 2.2), one can deduce that the present antenna exhibits a higher band-

width/size ratio among all the previously published ones.

Moreover, we believe that the present analysis can be applied for other types

of monopole antennas since CMA can be performed regardless of the geometry.

Therefore, an antenna shape optimisation methodology based on CMA can be used.

Fig. 6.26 shows a diagram giving an overview of the methodology used in this chapter

for enhancing the bandwidth, power pattern stability and efficiency at low frequen-

cies. This diagram can be applied to other antennas with performances suffering from

their electrical size.
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Elliptical Monopole Antenna (classic)

Dimensions reduction (Radiator+Ground plane)

Radiation pattern improvement:
1-Detection of higher resonnances of the
    structure.
2-Analysis of currents leading to bad radiation

Matching improvement:
1-Tapered line (50Ω Acces)
2-Trident excitation
3-Triangular ground plane

Good S11 but...

Radiation Pattern Problems

Small antenna with bad performances

3- λ/2 Slot insertion (at the a�ected frequency)

Stable Power
pattern over all
the band

Low e�ciency at low frequencies

E�ciency improvement at :
1-Study the eigenvalues at low frequencies

2-Looking for the right metamaterial inclusion

3-Associating the antenna to inclusion in order
    to improve the total e�ciency

Matched antenna
over a extremely
wide bandwidth

Good realized gain
in the electrically
small regime

Figure 6.26: Design methodology for the enhancement of the bandwidth, radiation
pattern and efficiency of a planar monopole antenna.

6.5 Conclusion

In this chapter, the design, simulation, optimization and measurements of an EWB-

MTM inspired antenna have been presented. A technique to improve the perfor-

mances after miniaturization has been proposed and validated. The theory of charac-

teristic modes was used to analyze and optimize the excitation and multimodal radi-

ation of the monopole antenna. The total efficiency of the antenna has been improved

by using the methodology proposed in Chapter 5; for the analysis of metamaterial-

inspired antennas. This methodology uses a database of inclusions built using CMA.

An inclusion from this database is then associated to the EWB antenna in order to

conjugate its reactive energy in the near field when it is electrically small.

The performances of the EWB-MTM inspired antenna described in this chapter
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are compared to a reference antenna proposed in [39]. The smallest operating fre-

quency is 600 MHz (matched at −10 dB), for the antenna presented, compared to 1.07

GHz for the reference antenna. The measured S11 ≤ −6 dB extends over a bandwidth

from 0.61 − 18 GHz. Moreover, the total dimensions of the proposed antenna are

73× 46 mm2 whereas the reference antenna has total dimensions of 124× 110 mm2. The

proposed antenna surface is four times smaller than the reference one. The achieved

antenna efficiency at 600 MHz equals 56.4%, which is considered excellent given its

small electrical size (0.146× 0.09λl). Moreover, the antenna radiation patterns remain

stable and omnidirectional in both planes over the whole frequency band. This con-

firms that this antenna is a good candidate for spectrum sensing applications in the

context of cognitive radio systems.



Chapter 7

Conclusions and Future Work

7.1 Main Contributions of the Thesis

This thesis has dealt with the use of metamaterials and the theory of characteristic

modes in the design and analysis of antennas for future telecommunication systems.

The goal was to overcome some physical limitations governing these antennas, namely

when they are electrically small. The main contributions of this work are listed as

follows:

• Defining main challenges in antenna design for CR systems and the associated

physical limitations. A summary on the recent advances in the literature on this

subject is reported.

• Defining new metrics based on the theory of characteristic modes to describe a

metamaterial based medium behaviour, such as an artificial magnetic medium.

The theory of characteristic modes has been proposed as a tool and shown to

be suitable for the design and analysis of antennas when associated to meta-

materials. As an example, new metrics have been presented and validated for

equivalent magnetic mediums, namely between split-ring resonators and reac-

tive impedance substrate.

• A new approach for evaluating the quality factor of an arbitrary shaped an-

tenna surrounded by metamaterials without any prior knowledge on the ex-

citation. A new method for the evaluation the Q factor of arbitrary shaped

antennas is presented. This method consists of calculating the antenna quality

factor using only the eigenvalues of the structure. It is shown to be more accurate

when the antenna is electrically small. A modal study of a small patch antenna

127
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over conventional and metamaterial substrates has shown good agreement with

other numerical and analytical approaches. Furthermore, an arbitrary shaped

antenna shaped as the IFSTTAR institute name has been designed to operate in

the electrically small regime. The quality factor of this antenna has been calcu-

lated using the proposed approach and proven to approach the quality factor

calculated using the input impedance expression of Yaghjian-Best formula.

• New systematic technique to enhance an antenna efficiency at low frequen-

cies, via metamaterial inclusions. A new methodology for using metamaterial

inclusion with antennas in order to improve the efficiency is presented. This pro-

vides a smart technique to search the right metamaterial inclusion and putting it

in the vicinity of an arbitrary-shaped antenna in order to conjugate the reactive

energy in the antenna near field.

• Novel antenna design for spectrum sensing applications. A proof of concept

consisting into an extremely wideband antenna associated to a metamaterial

inclusion has been presented. The presented antenna is a very good candidate

for CR underlay systems. Moreover, the agreement between simulations and

measurements validates the proposed methodology.

7.2 Some Limitations

The work presented in this thesis is mainly based on the modal decomposition of

the surface current on an antenna through the theory of characteristic modes. This

theory has been used in different fields of antenna design, including the synthesis

and evaluation of the performances of antennas. Nevertheless, some features of the

proposed work are limited by the range of applications or computational constraints.

These limitations can be listed as follows:

• Limitation on the Q factor calculation using the modal concept to the elec-

trically small regime. This limitation is due to the fact that the total defined

quality factor is based on a superposition of eigenvalues instead of modal en-

ergies. However, the proposed method remains accurate for ka > 1 when the

number of main contributor modes still close to 1. Furthermore, the proposed

method reformulation remains simpler and the calculation is faster.

• Modes orthogonality in 3D structures. Theoretically characteristic modes are

purely orthogonal mutually. Due to numerical limitation -and losses- charac-

teristic modes can be non orthogonal within a frequency range. In fact, unlike
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the 2D antenna, in the 3D antenna we usually use two different types of mesh.

The surface RWG triangles and another type which usually segments for wire

modelling. This results in a non-symmetrical impedance matrix [Z] and modal

coupling. However, to increase the accuracy of calculations, the same type of

meshes is recommended.

• Mode tracking problem in very complex structures. One of the drawbacks of

using characteristic modes as entire domain-basis functions in the MoM formu-

lation is that characteristic modes depend upon frequency. This dependency

should be taken into account to get to accurate results, especially at the high-

est frequencies. Thus, characteristic modes need to be obtained and stored for

each frequency under analysis, and then tracked with respect to the frequency.

However, there are many tracking algorithms for this problem. These algorithms

require finer meshing which goes up to λ/100 for very complex structures. This

increases the computation time.

7.3 Further Work

The present work opens the doors to many fields in applied electromagnetics, includ-

ing metamaterials. Since the systems scale is decreasing constantly, the miniaturiza-

tion challenge is very appealing for researchers in the field of antennas. The theory of

characteristic modes can be further investigated in antenna miniaturization as well as

in isolation between antennas [139]. Nonetheless, characteristic modes can be calcu-

lated within any frequency range, then, exploiting TCM in the THz domain (including

photonics and nano antennas) will be an interesting topic for us in the near future. Fur-

thermore, because of its unique dependency on the shape, the present work based on

TCM can be applied to cloaking and RCS reduction/maximisation problems. More-

over, we believe that the present work can introduce new prospects in electromagnetic

compatibility through the mode isolation concept to minimise crosstalk.

Since the theory of characteristic modes has been revisited in 2007, it became the

centre of interest of a big number of research teams around the world. This is why we

believe that TCM will be the most suitable systematic antenna design tool, especially

when associated to artificial materials such as metamaterials.
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