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Abstract

With the size reduction of optoelectronic devices, controlling the surface of
semiconductor materials is becoming crucial to optimize their performances.
This is particularly true for one-dimensional systems such as semiconductor
nanowires that are subject to high surface-to-volume ratio. The aim of this
thesis is therefore to perform a comprehensive study of the surface properties
of III-V semiconductor nanowires and to determine to what extent they affect
their overall properties. Starting with a description of the basic principles that
govern their growth in order to obtain nanowire ensembles with a good unifor-
mity, we then highlight a surface science tool, scanning tunneling microscopy,
and a surface preparation technique, based on the use of a protective arsenic
layer, that are key to further understand the structural and electronic properties
of the surface of self-catalyzed GaAs and InAs semiconductor nanowires. In the
fourth part of this work, we apply these techniques to analyze the structural
and electronic properties of GaAs core-shell nanowires consisting of a thin shell
grown at low temperature. We show the similarity of the shell properties with
low-temperature grown GaAs thin film through the identification of their point
defects and finally compare the THz properties of these nanowires with GaAs
nanowires. The importance of the shell in the dynamics of the free charge car-
riers is demonstrated from the analysis of the THz waveforms.

Avec la miniaturisation des composants optoélectroniques, contrôler la surface
de leur constituants actifs devient prépondérant. C’est en particulier vrai pour
les nanofils semi-conducteurs dont la géométrie favorise un rapport surface sur
volume élevé. L’objectif de cette thèse consiste donc à mener une étude précise
de la structure cristallographique et électronique de leur surface et à déterminer
à quel point cette surface affecte leurs propriétés physiques globales. Ce travail
commence par une description détaillée de la croissance des nanofils III-V en in-
sistant sur l’intérêt de fabriquer des ensembles de nanofils uniformes, condition
nécessaire pour assurer une grande reproductibilité des résultats. Il se poursuit
par un éclairage sur une technique de choix pour analyser la surface des nanofils,
la microscopie à effet tunnel, et une technique d’encapsulation des nanofils pour
préserver leur surface de toute contamination. L’intérêt de ces deux techniques
est démontré au travers de l’étude de la surface de nanofils GaAs et InAs pour
expliquer comment la désorption d’une couche protectrice d’arsenic conduit à
des morphologies de surface différentes. L’expertise ainsi acquise est alors mise
à profit pour caractériser des nanofils GaAs cœur-coquille, dont la coquille est
fabriquée à basse température. Au travers de l’identification des défauts rencon-
trés dans la coquille, cette dernière se révèle posséder des propriétés similaires
à celles de films GaAs fabriqués à basse-température. La durée de vie limitée
des porteurs de charge photoexcités est alors exploitée pour étudier les effets
induits par les défauts sur les propriétés d’émission THz de nanofils à base de
GaAs.
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Le mystère des choses? Va-t’en savoir ce qu’est le mystère?
L’unique mystère est qu’il y en ait qui pensent au mystère.
Qui se tient au soleil et ferme les yeux,
Commence à ne plus savoir ce qu’est le soleil,
Et à penser maintes choses pleines de chaleur.
Mais il ouvre les yeux et voit le soleil,
Et voilà qu’l ne peut plus penser à rien.

-Le gardeur de troupeaux.
F.Pessoa sous l’Hétéronyme d’Alberto Caeiro.



Introduction

The world of nanotechnology is growing fast. As the shrinkage of 3D semicon-
ductor compounds is reaching its limits in terms of device performance, mainly
due to the larger interfacial effects arising as thousands of active compounds
are interconnected together, pure 2D solids emerge as a new paradigm of ma-
terials. These materials are an excellent playground to explore new physical
phenomena, as well as to develop new type of devices. However, regardless of
their huge interest for fundamental research, they still lack the proper control
and integration into working devices that can cover the fundamental needs of
the modern world.

In this context, nanowires are a kind of hybrid quasi-1D materials, that
naturally bridge the vast amount of knowledge acquired on 3D semiconductor
compounds, which shapes all of our daily devices, with the world of nanotechnol-
ogy. It is in this crossroad between nanometric geometry, controlled compound
and shape, and crystal phase engineering, where the field of nanowire synthesis,
based on the vapor-liquid-solid (VLS) growth mechanism, offers the flexibility
and potential to hold this challenge.

The aim of this thesis is to explore the relation between the surface of the
nanowires and their bulk properties. For this purpose, it is necessary to under-
stand how the electronic and morphology of the surfaces of the nanowires can in-
fluence its performance as a device. This is summarized in the first part of chap-
ter 1, that covers some of the main applications of semiconductor nanowires as
active devices. Interestingly, due to their high surface-to-volume ratio, nanowire
surfaces are very important to understand their performance as devices. Indeed,
the main growth mechanism, VLS, is a growth regime in which many different
fluxes of materials in three different states of matter -the solid, the liquid and the
vapor- are exchanged within the growth chamber. In such a complex scenario,
at the temperature and conditions in which nanowires are grown, kinetic effects,
rather than thermodynamical ones, are responsible for the resulting nanowire
crystal phase and structure. As a consequence, crystal phases that are not ther-
modynamically stable in bulk materials, such as the wurtzite phase for some
III-V compounds, can appear along the crystalline structure of the nanowire.
Furthermore, small changes in pressure, temperature, substrate and material
fluxes during growth can result in a very disperse distribution of nanowire mor-
phologies and crystal phases. Then, the first and foremost goal in the nanowire
research field has to be focused in understanding the growth of the structures,

6



that is, in combining effective growth models with experimental results. The
different growth regimes and subsequent modelings developed during the history
of the field, as well as its importance regarding the crystal phase and nanowire
morphology, will be the subject of the rest of chapter 1.

Chapters 3 and 4 will explore the relation between the surface of the nanowires
and their electronic properties. In order to obtain a complete characterization
of the nanowire surface, it is necessary to use a tool that is able to precisely give
information about the type of crystalline structure and facet that is developed
along the sidewalls of the nanowire, the morphology of the surface produced
either during growth or after, and the resulting electronic state of the surface.
Scanning Tunneling Microscope (STM) is the ideal tool to fulfill all these re-
quirements at once, as it is possible to place the nanowires on flat substrates
and scan the sidewalls with the STM tip. As STM has been the main character-
ization tool used in this work, chapter 2 will be devoted to explain its working
mechanism, based on the quantum tunneling effect, and why it delivers such
information about the samples. With this kind of tool, it is of paramount im-
portance to understand very well its working principle, in order to get valuable
physical information, as the analysis of the STM data can be a field itself. For
example, the interaction of the metallic tip of the STM with semiconductor sur-
faces can influence them in such a way as to alter the tunneling current and the
electronic properties of the surfaces, this is known as Tip Induced Band Bend-
ing, and will be covered in chapter 2. Finally, the STM machine, an Omicron
UHV LT-STM, used to obtain all of the experimental results of chapter 3 and
4, will be described in detail.

To achieve a reliable characterization of the surface of the nanowires with
STM, it is necessary to keep the surfaces as similar as possible, morphologi-
cally, structurally and electronically, as when the nanowires are grown. Thus,
it is necessary to properly prepare the nanowire to be studied in UHV by STM.
Chapter 3 will develop the different procedures used to prepare the nanowire
for STM characterization: Atomic hydrogen cleaning and the arsenic capping
layer method. After that, the procedure to transfer the nanowires to a suitable
substrate in UHV will be described, followed by the main structural and morpho-
logical features encountered in the sidewalls of the nanowires. It is shown that
the surfaces of the nanowires prepared by both methods exhibit very dissimilar
morphologies. Their morphology also changes with the nature of the semicon-
ductor compound. This will be further explored in the rest of the chapter, in
which the origin of these morphologies is related to the interaction between the
electronic structure of the nanowire as well as the different thermal processes
governing the defect formation barriers on the nanowire when the arsenic layer
is desorbed.

As evoked in chapter 1 and developed in chapter 3, the electronic state of the
surface of a III-V semiconductor nanowire is largely influence by its morphology.
Then, in chapter 4 and 5, this is further extended to intentionally growth a
very defective shell covering the sidewalls of a nanowire. The material used to
grow the shell is low-temperature grown GaAs, which is very well known for
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its optoelectronic properties. The history and properties of thin-films of low-
temperature GaAs will be detailed in chapter 4, followed by the description
of the growth method used to incorporate such material as a nanowire shell.
These nanowire will be characterized, using TEM, STM, cathodoluminescence
and optical pump-probe characterization techniques, to further confirm that the
intended shell shows indeed the properties of low-temperature grown GaAs thin
films.

Finally, as with many other fields of semiconductor devices, nanowires offer
interesting possibilities as terahertz (THz) emitters due to their reduced shape
and inherent antenna geometry. In the first part of the chapter 5, an introduc-
tion to the field of THz optoelectronic as well as the state-of-the-art of THz
devices using nanowires will be reviewed. In the second part of the chapter,
the effect of the low-temperature grown shell on the THz emission from the
nanowires is described and compared with the THz emission produced by sim-
ilar nanowires but without any shell added. As it will be described, there are
unexplored interaction mechanisms between the photoexcited carriers and the
nanowires, when the former are produced within the structure of a nanowire,
that influence the emission of radiation from nanowires, and particularly from
nanowires with low-temperature grown shell. The challenges and opportunities
of such devices are discussed in the final part of the chapter.
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Chapter 1

Semiconductor Nanowires:
Applications and growth

1.1 Introduction

A nanowire is a semiconductor compound that has adopted a one-dimensional
wire-like shape as a consequence of the growth mechanism involved in its syn-
thesis. Semiconductor nanowires are grown using the so-called VLS growth
mechanism, that was for the first time described in 1964 in the work of Wagner
and Ellis[1]. In VLS(Vapor-Liquid-Solid) growth, the vapor fluxes are directed
to a metallic liquid droplet, which is usually gold, that drives the growth of the
semiconductor material. It acts as a preferential nucleation spot and as a cat-
alytic center, giving rise to an enhanced vertical growth of the material across
the liquid droplet interface. The semiconductor nanowires grow following a
crystalline bulk direction with faceted sidewalls. The resulting nanowires have
a variable length, from several micrometers down to hundreds of nanometers,
as well as variable diameter, from tens of micrometers down to few nanometers,
depending on the growth conditions.

Semiconductor nanowires are synthesized in the same range of variability in
material and complexity as their thin-film counterparts: they can be made of
silicon or germanium as well as III-V, II-VI, III-N and metal-oxide compounds.
They can be as well heterostructured and doped with equal level of versatility
as the epitaxially grown semiconductors, and using the same kind of epitaxial
systems: MBE, CVD or MOVPE reactors. Therefore, they inherit the well es-
tablished understanding and vast span of applications that semiconductors com-
pounds enjoy nowadays. The relevant novelty that nanowires add is the higher
weight of the surface with respect to the bulk volume in the geometrical shape
of semiconductor material, as they adopt wire-like geometries when grown with
the VLS mechanism. In other words, they have a pronounced surface-to-volume
ratio. This has an impact on the physical properties of the semiconductor ma-
terial grown as a nanowire as it can enhance or even change completely the
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integration with technological devices as well as its performance. For example:
the growth of heterostructured and doped nanowires is achieved in the same
way as with thin-film semiconductors, by changing relative pressure between
the different precursors and/or atomic beams [2]. When the nanowire grows
from the metallic liquid droplets involving the VLS mechanism, it adopts an al-
most perfect crystalline structure free from defects. This is a consequence of this
high aspect-ratio that confers the nanowire a mechanism to accommodate stress
without creating defects [3]. Then, the strain associated with heteroepitaxial
growth is completely reduced as every monolayer of the nanowire can be radially
extended to accommodate for the variation in bond length between two different
types of semiconductor compounds. As nanowires are grown layer-by-layer in
a direction dictated by the substrate plane orientation, when a new compound
is added, it is perfectly incorporated along the length of the nanowire forming
sharp interfaces. It is possible to synthesize novel nanowire heterostructures
such as InAs/InSB, a compound combination which is not possible in thin-film
epitaxy due to the large lattice mismatch between InSB compound and the rest
of III-V semiconductors[4], such nanowires could perform notably as thermo-
electric devices. Radial heterostructured nanowires can also be synthesized by
changing the growth conditions (normally reducing the pressure of the vapor
phase) to favor growth of the material in the sidewalls of the nanowire instead
of inclusion through the liquid droplet, which promotes vertical growth.

Another novel feature of semiconductor nanowires is that they normally
grow adopting crystalline phases that are not encountered on thin-film or bulk
semiconductors. This phenomenon is known as polytypism. III-V materi-
als, normally having zinc-blende(ZB) crystalline phase in bulk, can switch to
wurtzite(WZ) crystalline phase when grown as a nanowire, as it was soon real-
ized analyzing, by X-ray diffraction, the crystalline structure of GaAs or InAs
nanowires grown by MOVPE [5]. The opposite is also true, materials normally
crystallizing as WZ can present ZB inclusions along their structures, such as
III-N nanowires [6]. This behaviour is related to the higher surface-to-volume
ratio of the nanowires: as the surface energy of a WZ nanowire facet can be
lower than their ZB counterpart, it potentially favours the formation of WZ
crystallites The dynamics of the growing nanowires is very complex as there are
several material fluxes and different physical mechanisms involved at the same
time, and having that the energetic difference between the growth of WZ or ZB
phases is very narrow, at the temperature in which nanowires are grown the
two phases can be present in the body of the nanowire, normally intermixed.
Polytypism needs to be controlled because in polytypic nanowires the intermix-
ing of phases increases carrier scattering and diminishes the mobility along the
nanowires, thus lowering its performance as electronic devices, as shown with
InAs nanowire-FETs [7]. On the contrary, polytypism can improved some phys-
ical properties of a nanowire; as there is a small difference in band gap between
the WZ and ZB phases of the same compound, semiconductor nanowires with
different crystal phases along their structure can induce a change of their optical
properties due to the formation of confined heterostructures with band stagger-
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1.1. INTRODUCTION

ing between WZ and ZB phases. The emitted wavelength in photo-luminescence
measurements of GaAs nanowires with increasing WZ content has been found to
be related to the formation of such heterostructures [8]. There is a large effort to
understand and optimize the conditions whereby the occurrence of one crystal
phase is favoured despite the other. Thus, some of the main physical mecha-
nisms in play as well as the polytypic behaviour of different III-V nanowires will
be further developed in section 1.3.2.

Nanowires have been proved to be suitable materials as a new archetype of
nanostructures. Integrated into next-generation devices, overcoming miniatur-
ization problems within thin-film technologies and adding new and promising
features in electronic and optoelectronic circuits: Either as one single nanowire
device or as a part of an ensemble of different nanowires. Here we review some
examples to see how nanowires withstand against some of the devices for which
semiconductors are vastly used in nowadays technological applications.

• Nanowires as Field Effect Transistors(FET): Field effect operation
has been realized with semiconductor nanowires. There are several exam-
ples reported in the literature; from the first demonstration of a Silicon
nanowire-FET [9] and a Germanium nanowire-FET[10] to high perfor-
mance III-V devices such as InAs nanowire-FET [11]. In all cases, the
nanowires are cleaved after growth by sonication and deposited on a suit-
able substrate that acts as a gate (normally highly doped Si with SiO2
layer on top). After deposition, Au/Ti or Al/Ti contacts are formed on
top of the ends of the flat lying nanowires by electron beam lithography,
to serve as drain and source electrodes. Good performance is reported
in [9] and [10], but the measured carrier mobility is always lower than in
planar MOSFET due to the detrimental effect that the surface scattering
has on the free charge carriers. The mobility has been improved by pa-
ssivating the surface of the nanowire to reduce charge trapping produced
by surface dangling bonds or defects. Also, hysteresis effects (a change in
the source-drain current with the direction of the sweeping voltage) are
generally present in Nanowire-FET devices. This is a consequence of the
small contact area between the nanowire sidewalls and the substrate, that
affects the gate capacitance. To overcome this problem, a top-gate has
been deposited conformal to the nanowire body in order to increase the
contact area. Higher yield in mobility is found for InAs nanowires using
this technique, as high as 6800cm2/V s [12], but still lower than bulk InAs
33000cm2/V s. This is shown in figure 1.1, frame a), where the scheme of
the proposed device is displayed (a1) along with a SEM picture (a2) and
a characteristic curve of the IDS current as a function of the gate voltage
(VGS).

• Nanowires as Optical Devices: The optical and optoelectronic prop-
erties of the nanowires have become a very active area of research, as
many interesting optical features arise when the nanowires interact with
light. Nanowires have been proved to act as waveguides[13], antennas[14],
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lasers[15][16] or LEDs with selective wavelength emission[17]. As a wave-
guide, the nanowire inherent geometry, as well as its small diameter and
material variability, can effectively confine light into the nanowire body
with guided wavelengths ranging from UV down to infrared. Light con-
finement and waveguiding was shown to operate in SnO2 nanowires, in
which a photo-luminescence (PL) pulse was activated in one end of the
nanowire and the transmitted light reached the other end, showing spectral
signatures proper of light confinement in longitudinal optical Fabry-Perot
type modes [13]. The length of the nanowire and the type of semiconduc-
tor compound (which changes the refraction index) can be used to craft
the number of Fabry-Perot modes in the nanowire. Lasing has also been
achieved in CdS nanowires [15] due to the possibility to stand Fabry-Perot
modes with sufficiently well cleaved nanowires. Onset of laser emission
appears either by optically pumping the nanowire with a focused laser
or by electrically pumping it by embedding the nanowire in a p-doped Si
surface with a metallic layer on top (to selectively inject either electrons
or holes in the p-n junction formed by the Si-CdS NW junction). In [17],
nanowires were integrated as part of a multiwavelength photonic device
by creating a cross-contacted network of p-n junctions between different
II-VI or III-V nanowires and a p-doped Si nanowire as it is displayed in
figure 1.1b1. The wavelength of the LED emission is tuned by selecting
which p-n junction emits, as shown in figure 1.1b2. This shows the poten-
tial that nanowires can have as integrated components in nanophotonics
devices. Also, advanced compounds with proved lasing capabilities such
as multi quantum well(MQW) InGaN-GaN heterostructures have been
successfully grown as nanowires in [16], where InGaN-GaN MQW het-
erostructured nanowires have been grown by MOVPE with a good control
on the number of InGaN quantum wells embedded radially on the GaN
nanowires. The schematics of these nanowires is depicted in figure 1.1b3.
The InGaN-GaN MQW nanowires present WZ structures. In figure 1.1b4,
it can be seen the PL emission from the nanowire ends as they are excited
by a pumping laser. Furthermore, when increasing the power of the pump-
ing laser there is a threshold for which lasing operation in the nanowire
appears, detected as a prominent spectral signal with several fringes (fig-
ure 1.1b5, red curve), at a smaller wavelength than the PL emitted signal
(figure 1.1b5, blue curve). Also, the wavelength at which laser operation
onsets as well as the main PL emission peak of these nanowires has been
proved to shift with the Indium content of InGaN quantum wells. Ad-
ditionally, the power of the laser emission increases with the number of
quantum wells.

• Nanowires as Sensors: Despite the detrimental effects that unpassi-
vated nanowire surfaces can have for the performance of nanowire-FET
devices, it can be also advantageous for the use of nanowires as sensors
with very high sensitivity. The depletion or accumulation of charge carri-
ers due to the interaction of surface defects or dangling bonds with exter-
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1.1. INTRODUCTION

nal gas particles affects the transport properties along the nanowire. The
reason is that the extension of the depletion layer and the nanowire ra-
dius have the same order of magnitude. Therefore, changes in the charge
state of the surface have a similar effect on the transport properties of
the nanowires as if there was an external gate. It has been proved that
a p-doped Si nanowire-FET can be used as a nanosensor of acidity (pH).
This is achieved by coating the surface of the nanowire with PDMS [18].
Nanowire sensors are inserted into a solution. By decreasing the pH in the
solution, the protonation of the surface depletes the valence band of the
boron p-doped nanowire affecting the carrier transport along the length
of the device. When the pH increases, the surface is deprotonated and
the conductance increases accordingly. This concept is further extended
when the surface of the Si NWs is functionalized with biomolecules to use
them as biomolecular detectors of high precision. Also, n-doped SnO2
nanowire-FETS have been used as oxygen and carbon monoxide detectors
[19]. When oxygen content in the environment is increased, the oxygen
molecules react with the vacancies of the nanowire surface, depleting it
from electrons and reducing the conductivity along the nanowire. The re-
verse reaction is also produced if CO is inserted in the gas environment. As
CO reacts with the oxygen vacancies converting CO to CO2, one electron
is released to the nanowire conduction band, thus raising its conductivity.
These two chemical reactions with the nanowire surface are schematized in
figure 1.1c1, and the performance of the device as a function of time is seen
in figure 1.1c2, where the variation of drain-source current is monitored
as a function of time when the carbon monoxide content in the chamber
is varied.

• Nanowires as Solar Cells:. It was shown by Kayes, Atwater and Lewis
[20] that a nanowire having a radial core-shell structure forming a p(core)-
n(shell) junction can be used as a photovoltaic device. In this geometry,
the minority carrier diffusion length is comparable to the size of the shell
of the nanowire. As the space charge region of the junction is directed
radially all along the nanowire length, photoexcited-carriers can be sep-
arated well before they are recombined. This nanowire design has been
realized for coaxial p-i-n Si NWs grown by CVD [21]. The nanowire pho-
tovoltaic device shows a 3.4% in efficiency, rather low compared to the
values obtained in commercial Silicon solar cells based on thin-film tech-
nologies. One argued explanation is the polycrystalline nature of the outer
shell and the role of the surface as recombination center. Furthermore, in
order to contact the nanowires, they have to be disposed lying flat along
the substrate, then, the light absorption on the nanowire is reduced as the
effective area in which light impinges is smaller. However, optical absorp-
tion in the nanowires can be engineered, as they stand what are called
leaky-mode resonances (LMRs) [22]. In these modes, light coupling with
the cavity of the nanowire sustains resonance modes that are extended
beyond the size of the nanowire diameter. As a result, the effective ab-
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sorption on the nanowire can be enlarged by playing with its dimensions.
In line with these results, it has been recently found that a single p-i-n
GaAs nanowire solar cell can withstand remarkable light conversion effi-
ciencies thanks to these leaky-modes, as their effective optical absorption
increases [23]. In these devices, a single nanowire stands vertically, as
shown in figure 1.1d1. It consists of a self-catalyzed GaAs nanowire with
a coaxial p-i-n junction grown on top of a p-doped Si substrate with a thin
oxide layer. After that, the nanowire device is embedded in SU-8 photo-
resist. In the top facet of the nanowire, a transparent ITO electrode is
added. In 1.1d2, the doping profile of the nanowire is shown: the core is
made of p-type Si doped GaAs, with an intermediate intrinsic GaAs layer
and a n-type Be doped GaAs shell. When illuminated, it shows the char-
acteristic behaviour of a p-i-n Solar cell device with apparent efficiencies
up to 40%.

There are many additional topics in the broad field of nanowire devicing.
Semiconductor nanowires have shown promising thermoelectronic capacities[24]
or integration as anodes or cathodes into lithium-ion batteries [25]. They have
excellent elastic properties which permit to fabricate electromechanical compo-
nents with nanowires acting either as resonators[26] or piezoelectric actuators[27].
It is also possible to use nanowires networks as highly sensitive electrodes in
functional nanoelectronic interfaces to biomolecules, cells and tissue [28]. Fi-
nally, nanowires are also being part of cutting-edge fundamental research such
as the search for the Majorana fermions [29], with hybrid superconductor-
semiconductor nanowire junctions or the realization of single-photon nanowire
emitters [30].

There is a common concluding thread between all the different integration
schemes in which nanowires take part in potential nanotechnological devices,
it is the need to understand better and master the reproducibility in size and
dimensions of the growing nanowires, to control its crystalline purity and the
role that the surface plays on their transport, optical and chemical proper-
ties. In order to achieve this, large amount of research is devoted to resolve
the fundamental aspects of VLS growth of semiconductor nanowires. The next
section will develop some of these aspects explaining the interplay between the
different physical mechanisms in VLS growth of nanowires that influence the
aspect-ratio and structure of the resulting wires. Starting from the general
description and historical context of VLS growth, in section 1.2, to the work-
ing principle of the main fabrication machines, MBE and MOVPE,in section
1.2.1 and 1.2.2. Later, reviewing the theoretical understanding and the model-
ing of VLS growth: supersaturation (section 1.3.1), the influence of nucleation
on the crystal phase (section 1.3.2), the Gibbs-Thomsom effect (section 1.3.3),
the diffusion-induced growth regime (section 1.3.4), the growth regime for self-
catalyzed III-V nanowires (section 1.3.5) as well as the recently discovered self-
equilibration regime (section 1.3.6) to finish with a brief account of some other
advanced or complementary topics in modeling (section 1.3.7).

14



1.1. INTRODUCTION

b2)

a2)

b)a)

c)

d)

a1)

a3)

b1)

b3)

b4)

b5)

c1) c2)

d1)

d2)

d1)

d3)

Figure 1.1: Frame a (blue): a1) Scheme of the InAs NW-FET device deposited on the
oxidized Si substrate with theAu/SiO2 top gate. a2) SEM image showing the final geometry of
the proposed device (Scale bar: 1µm.) a3) Graph showing the onset of drain-source current as
a function of the gate voltage for different voltage sweep directions (black arrows). Extracted
from [11] Frame b (yellow):b1) schematics and SEM image of a tricolor nanoLED array formed
by the crossed p-n diodes of p-Si and GaN(pink), CdS(green) and CdSe(red), respectively. 5µm
of separation between the emitters. b2) EL spectra and images taken from different crossed
p-n diodes between p-Si and n-CdS, CdS, CdSe, and InP, respectively (top to bottom). Inset
shows I-V curve and SEM image for a p-Si/n-CdS crossed p-n junction (scale bar 1µm). From
[17]. b3) Schematic picture of the MQW nanowire with a magnified cross-sectional view of
a nanowire face highlighting the InGaN/GaN MQW structure. InGaN layer is indicated in
yellow. b4) Photoluminiscence image (False color) recorded from a GaN/In(0.05)Ga(0.95)N
MQW structure. Scale bar is 5µm. b5) Photoluminiscence spectra of a 26MQW nanowire
recorded at excitation power densities of 250 (blue) and 1,300 kWcm−2(red), respectively.
Offset of spectra is set for clarity. In the inset: Log-log plot of output power versus pump power
density. From [16]. Frame c(green): c1) Schematic representation of the SnO2 nanowires with
their surfaces reacting with the different gaseous environment, either with Oxygen molecules
(up), taking out electrons from the nanowire , or with CO molecules (down) , adding electrons
to it. c2) Current-time graph as a function of the different gas environment injected in
the chamber. First, the current decreases when the oxygen is added, and then fluctuates
whenever CO content in the chamber is changed. From [19]. Frame d(red): d1) Schematic
of the vertical single-nanowire radial p-i-n device connected to a p-type doped silicon wafer
by epitaxial growth. d2) Doping structure of the core-shell nanowire. d3) Current-voltage
characteristics of the device in the dark and under AM 1.5G illumination, showing the figure-
of-merit characteristic. Extracted from [23]
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1.2 VLS Growth Mechanism

VLS(Vapor-Liquid-Solid) is a physical mechanism whereby growth of solids and
nanomaterials from a liquid phase between a vapor and solid phase is realized.
The liquid phase is a metallic droplet acting as a sink for vapor precursors and
at the same time as a source for solid phase incorporation at the liquid-solid
interface . It was described for the first time in 1964 by Wagner and Ellis in order
to explain the predominance of silicon whiskers when using silicon tetrachloride
(SiCl4) as a precursor for chemical vapor deposition (CVD) growth of silicon
in a (111) oriented substrate covered with micrometric sized gold droplets [1].
After SiCl4 exposure at high temperatures (950 ◦C), they observed a dispersed
array of whiskers of several micrometers of length and a few micrometers of
diameter, regular flat lateral facets and a crystallized gold droplet on top. The
whiskers where made of silicon that had grown axially in the <111> direction
and presented (112) or (110) lateral facets. In order to explain these results, and
given the temperature of the substrate during the SiCl4 deposition, the VLS
mechanism was proposed: At 950 ◦C, gold melts on top of the silicon substrate
forming droplets of hemispherical shape. These droplets act as a catalyst center
to promote the decomposition of the silicon tetrachloride (SiCl4) precursors
on its surface, followed by diffusions of Si atoms into the liquid droplet. As Si
atoms are incorporated, alloying between silicon and gold starts to be developed.
But as the temperature is above the eutectic temperature of Si-Au alloy, the
droplet remains liquid and the supersaturation of Si on the Au droplet begins
to increase, eventually leading to the precipitation of silicon at the interface
between the liquid and the substrate. Precipitation starts with the formation of
a small Si nucleus at the liquid-solid interface that is increased until completion
of a monolayer above the (111) plane of the substrate. Silicon grows constrained
in the dimensions of the hemispherical droplet at a higher rate than the rest
of the substrate from where the vapor is directly in contact with the solid,
thus forming a wire-like shape. In figures 1.2a and 1.2b the VLS mechanism is
shown schematically: the liquid droplet promotes the growth of the Nanowhisker
in the Vapor-Liquid-Solid environment, as the Si(111) oriented whisker grows,
the liquid droplets remain wetting the top facet of the whisker, and effectively
precipitating the growth of subsequent layers of Si below. A SEM image of the
first whisker discovered by Wagner and Ellis is displayed in figure 1.2c. It can
be seen the high aspect-ratio of the whiskers with a faceted structure on the
lateral sidewalls, and a small crystal protrusion on top of the whisker, which is
the crystallized gold droplet after growth.

Years after the discovery of VLS growth mechanism, as the refinement of
the epitaxial growth and crystal characterization techniques was achieved, the
size and distribution of the droplets have been reduced down to the nanometric
scale, leading, by the same VLS mechanism, to the growth of nanometric thin
and micro-metric long whiskers, now denominated nanowires. It has been found
that the VLS mechanism could be extended to span the growth of not only Si
nanowires, but also III-V, II-VI, III-N compounds [31][2][5], as well as oxide
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1.2. VLS GROWTH MECHANISM

Solid phase

Liquid phase

Vapor phase

Solid phase

Liquid phase

Vapor phase

Nanowire

a

b

c

Figure 1.2: (a)Schematic view of VLS growth mechanism, involving the vapor, liquid and
solid phases. Vapor interacts with the liquid and the substrate. Growth occurs at the interface
between the liquid and the substrate where the whisker starts growing vertically (b). (c) SEM
image of the micro-metrically sized silicon whisker after growth, the different contrast in the
lateral sidewalls arise from the different facets occurring aside the <111> growth direction.
In top of the whisker, the crystallized gold remains. Extracted from [1].

semiconductor [32] nanowires. Furthermore, the metallic liquid droplet driving
the growth can be composed of other metals rather than gold [33], as long as
the metal remains liquid when vapor precursors are incorporated, and catalytic
decomposition and dilution of the vapor species is promoted without aggregation
of the metal to the growing nanowire. Typically, noble and transition metals
fit these requirements but still gold keeps being the most widely used metal to
promote catalyzed growth.

Nowadays, frequently used techniques for nanowire growth are MBE (Molec-
ular Beam Epitaxy) and MOVPE (Metal-Organic Vapor Phase Epitaxy), but
also related epitaxial techniques (as laser-assisted catalytic growth or plasma-
enhanced CVD), with growth promoted by the VLS mechanism. Gold is the
most frequently used metal as the liquid droplet for Si, Ge, III-V and II-VI
semiconductor nanowires, and gallium and indium liquid droplets to grow self-
catalyzed III-V semiconductor nanowires. However, it should be noticed that
the VLS mechanism is not restricted to the conditions herein proposed, as
nanowire growth has been realized even when the droplet is solid [34], what
is called Vapor-Solid-Solid(VSS) growth mode, and when the droplets are di-
luted in a solution, what it is called Solution-Liquid-Solid(SLS) growth mode
[35]. The common feature is that an intermediate medium (usually but not
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only, liquid) increase the rate of solid growth with respect to the normal inter-
face between a supply and a solid (vapor-solid, solution-solid) and constrains it
to its dimensions. The intermediate medium is at the same time a catalyst for
the supply and a preferential nucleation environment for the solid.

Parallel to the experimental development of semiconductor nanowire growth,
a large effort has been made to give a consistent physical explanation that fits in
the frame of classical growth and nucleation theory. In this regard, research has
been pioneered by Givargizov in the 70’s [33], who underlined the importance of
size effects and supersaturation in the growth rate of the whiskers and predicted
the important role that adatom diffusion along the solid phase can have in
the kinetics of growth. As the diameter of the nanowires has been shrinked,
the interplay between nanowire diameter, crystal orientation, polytypism and
growth rate in gold catalyzed or self-catalyzed schemes requires refined models
[36][37][38][39][40]. An overview of the main growth models of semiconductor
nanowires is developed in section (1.3), putting the focus on III-V semiconductor
nanowires.

1.2.1 Molecular Beam Epitaxy

Molecular Beam Epitaxy (MBE) is a technique used to grow solids, thin-films or
nanostructures epitaxially [41]. This is achieved by inserting the atomic species
as vapor beams in a low pressure (high vacuum) chamber where the substrate
lies. The different atomic species are evaporated by heating solid sources of the
different materials in effusion cells that are placed surrounding the main cham-
ber. The atomic beams are incorporated into the main chamber by opening or
closing shutter doors connecting the effusion cells (at a higher pressure) with
the main chamber. As the pressure in the main chamber is very low, the beam
travels ballistically to the substrate to arrive sequentially or simultaneously as
the user decides. Controlling the atomic fluxes (through Equivalent Beam Pres-
sures(EBP) in the different effusion cells) and the temperature of the substrate,
complex heterostructures, doped semiconductor nanostructures and thin-films
can be grown with great control in thickness and purity. Also, as there is high
vacuum in the main chamber, MBE reactors can be equipped with a RHEED
(Reflection-High Energy Electron Diffraction) system that allows to monitor the
thickness and structure of the material at the same time as it is being grown,
through the diffraction pattern and intensity of a reflected electron beam on the
surface. In the figure 1.3a, a sketch of a MBE reactor is displayed, with the
different effusion cells placed around the main chamber where the substrate and
RHEED system are. For the context of semiconductor nanowires, two important
features of MBE growth are the high diffusivity of the adsorbed atomic species
on the substrate and the ballistic nature of the beam that changes the effective
section of collection of atomic species by the catalyst droplet [42], although the
whole substrate stage is usually rotating to homogenize deposition.
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1.2. VLS GROWTH MECHANISM

1.2.2 Metal-Organic Vapor Phase Epitaxy

Metal-Organic Vapor Phase Epitaxy (MOVPE) is a technique to grow solids,
thin-films or nanostructures epitaxially in a high vapor pressure environment.
The vapor contains Metal-Organic precursors that are decomposed on the sur-
face of the substrate or in the liquid droplet through catalytic reactions, leaving
the atomic species free to diffuse along the surface to promote the growth of
the material [43]. Metal-Organic precursors arrive at the main chamber sequen-
tially or simultaneously through several separated pipelines, where the different
metal-organic species are kept in liquid form in special vessels called bubblers
until they are introduced to the main chamber. A carrier gas, such as hydro-
gen, is fluxed through the bubblers, picking up the complexes and transporting
them to the main chamber. The amount of metal-organic species transported
in the vapor depends on the rate of carrier gas flow and on the temperature
in the bubbler. Additionally, other atomic species, such as arsenic or phosphor
are transported directly to the main chamber in a vapor phase, as they form
gaseous species called tryhydrides. Figure 1.3b illustrates the main elements
of a MOVPE chamber. Important features for nanowire growth are the higher
pressure of the vapor phase keeping growth closer to thermodynamical equilib-
rium and the collection of the atomic species. Indeed, they are collected from
the surrounding vapor at all angles. Also, diffusion of atomic species on the sub-
strate is more influenced by the vapor supersaturation than in MBE systems
[42]. Typical organometallic complexes for the growth of III-V semiconductors
are Trimethylgallium (TMGa), Trimethyl antimony (TMSb), Trimethyl Indium
(TMIn) and the tryhydrides Arsine(AsH3) and Phosphine(PH3).

(a) (b)

Figure 1.3: (a) Schematic view of a MBE growth chamber. Several effusion cells with the
different solid sources pointing to the stage where the substrate lies, the stage can be heated
and rotated. An electron gun and fluorescent screen are placed aside the chamber to track
growth (RHEED). (b) Schematic view of a MOVPE growth chamber. The metallorganic com-
plexes are kept in bubblers in separated chambers connected to the main reactor environment
through valves and hydrogen pipelines.
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1.3 Modeling Semiconductor Nanowire Growth
Modeling nanowire growth when the VLS mode is involved takes into account
primarily the physical conditions whereby a solid nucleus precipitates at the
liquid solid interface of the growing nanowire. It has been proved [37] [44]
that growth of a nanowire proceeds one semiconductor monolayer at a time,
and each monolayer starts with a single nucleus formation that rapidly spreads
to form a monolayer whose area equals the nanowire section. In nucleation
theory, the probability to form a stable solid nucleus depends exponentially
on its free energy of formation, the latter being proportional to the degree of
supersaturation. Then, the growth rate of the nanowire (length changes with
time: dL/dt) can be expressed as:

dL/dt ∝ exp(∆G/kBT ) (1.1)

Supersaturation in the liquid droplet is not exactly known and cannot be mea-
sured in-situ while the nanowires are growing. It is dependent on the concen-
tration of the atomic species in the alloy formed at the liquid phase. In general,
this concentration varies according to the material balance on the droplet, which
depends on the different atomic fluxes exchanging matter with it. Figure 1.4
shows the main ways from which material balance in the droplet changes, they
can be listed as:

• Absorption from the vapor phase: The rate at which atomic species
are adsorbed at the liquid droplet interface and incorporated into it varies
with the pressure of the gas phase and the catalytic efficiency, as well as
the shape of the droplet. In MBE, the atomic fluxes arrive ballistically
to the growth chamber with a fixed angle and momentum. Its magnitude
is estimated with the equivalent beam pressure measured on the effusion
cells and with the equivalent planar growth rate of the semiconductor
material. In this case, the droplet operates as a physical catalyst whose
collection efficiency depends on its capture area (effective cross-section).
For MOVPE, the pressure on the growth chamber is higher and the va-
por fluxes arrive to the droplet from all directions. The droplet acts as
a chemical catalyst, the absorption rates depends on the efficiency of de-
composition of the metallorganic species as well as on the droplet capture
area.

• Desorption from the liquid phase: The rate at which atomic species
leave the liquid droplet depends on the supersaturation difference be-
tween the liquid droplet and the vapor phase. Size effects such as Gibbs-
Thomsom can be important to enhance this contribution. It also varies
with the area of the droplet.

• Diffusion: Depending on the position at which the atomic species are de-
posited from the vapor, up to two diffusion fluxes have to be considered.
First, the diffusion flux from the substrate to the nanowire base, and from
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1.3. MODELING SEMICONDUCTOR NANOWIRE GROWTH

there to the liquid droplet. Second, the diffusion flux coming from the
atomic species deposited directly on the lateral facets of the nanowire
during growth. For III-V nanowires, only group III atomic species dif-
fuse, as it is known that group V atoms are highly volatile and do not
diffuse. The diffusion current has to be resolved obtaining, normally nu-
merically, the gradient concentration profile either on the substrate or on
the nanowire sidewall and the diffusivity, which depends on the diffusion
length of a particular adatom and its lifetime before being desorbed or
recombined.

• Nanowire growth: The rate at which a nanowire monolayer grows de-
pends on the probability to form a critical nucleus and on the section of
the nanowire from where it extends.

The different flux-rates between absorption/desorption, diffusion and nanowire
growth at the nanowire upper facet determine the rate at which the nanowire
grows. The reason is that nucleation is an stochastic process whose probability
depends on the varying concentration of species in the liquid droplet and the
interfacial forces between the nucleus and the environment. So, as long as it
is considered that the concentration in the droplet is high enough so that a
nucleus can be formed with similar probability at all times and that the time
between nucleations is much larger than the time to grow a monolayer, the
limiting factor on the growth rate of the nanowire will be the balance between
the different rates at which particles are incorporated or leave the liquid droplet
when steady-state conditions are reached. The main models accounting for the
different growth-regimes encountered in nanowire growth will be developed in
sections 1.3.1, 1.3.4, 1.3.5 and 1.3.6 .

Furthermore, it is needed a physical explanation for the appearance of several
polytypes along the axial length of the nanowire. This is explained considering
what is the probability to form a given nucleus, WZ or ZB in the environment
of the liquid droplet. This assumption will be further extended in section 1.3.2.

Either by MBE or MOVPE, post-growth analysis of the nanowires relies on
characterization techniques using electron microscopy techniques such as SEM
or HR-TEM to analyze the shape, volume and crystal structure of the nanowires
or scanning probe microscopes, such as STM or AFM in order to determine the
structural and electronic properties of the nanowire surfaces. Any growth model
has to be able to explain the interplay between the parameters that the user
can change when the growth takes place and the resulting structural changes
on the nanowires.

1.3.1 Supersaturation
In the frame of crystal growth, supersaturation is defined as the difference in
chemical potential between the supply phase (vapor or liquid) and the growing
phase (substrate or nanowire).

∆µvs ≡ µvapor − µsolid (1.2)
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Figure 1.4: Sketch showing the different material fluxes involved in VLS growth of semicon-
ductor nanowires.

To have solid growth, the chemical potential of the supplying phase has to
be larger than the chemical potential of the solid phase. In this way, there is
a net transfer of material from the vapor to the solid in such a way that the
equilibrium concentration of the growing phase increases and becomes supersat-
urated [45]. Otherwise, when the chemical potential of the vapor phase equals
the chemical potential of the solid phase, there is no net material transfer and
the supersaturation is zero, the system is at equilibrium. Finally, if the chemical
potential of the solid phase gets larger than the one of the vapor phase, super-
saturation becomes negative (as defined before) and there is desorption from
the solid rather than incorporation to it. The system acts against the imbal-
ance in chemical potential to reach equilibrium between phases. Therefore, the
thermodynamic driving force for growing solids or nanowires is the difference in
chemical potential, that is, the supersaturation.

In VLS growth, three phases intervene : Vapor, Liquid and Solid. The
differences in chemical potentials between all the phases has to be considered to
understand the growth of a nanowire. As stated in reference [45], the chemical
potential of the vapor phase has to be larger than the one of the solid phase
to have epitaxial growth of any sort. Also, the chemical potential of the liquid
droplet has to be larger than the one of the solid phase in order to precipitate a
solid nucleus from which the nanowire layer is formed. Finally, in order to have a
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1.3. MODELING SEMICONDUCTOR NANOWIRE GROWTH

net transfer of atomic species from the vapor to the liquid droplet, the chemical
potential of the vapor phase should be larger than the chemical potential of the
liquid phase. Schematically put:

µvapor ≥ µliquid ≥ µsolid (1.3)

Or, viewed as supersaturation differences:

∆µvapor−solid ≥ ∆µvapor−liquid (1.4)

∆µvapor−solid ≥ ∆µliquid−solid (1.5)

In view of equation 1.5, nanowire growth is thermodynamically allowed but
still the growth rate of the solid substrate around the liquid droplets should
be larger than in the nanowire, considering that growth rate is related to the
degree of supersaturation. But as showed in [45], it is necessary to consider
that the droplet is not a large, sparse liquid but a small, hemispherically shaped
one which holds a triple-phase line (TPL) between the solid, the liquid and the
vapor phase. Under these conditions, the probability to form a stable nucleus
gets increased at the triple-phase line of the droplet as it is a preferential nucle-
ation spot wherefrom a nanowire layer grows. Also, in [38], it was proved that
there is a net diffusion flux of adatoms from the substrate to the liquid droplet,
which has to be included in the balance of chemical potentials and increases the
liquid droplet supersaturation, enhancing the growth rate of the nanowires with
respect to the substrate.

1.3.2 Crystal Phase
Compound semiconductors present two different types of crystal phases: the
zinc-blende(ZB) crystalline structure, and the wurtzite crystalline structure
(WZ). The Zinc-Blende is a cubic structure characterized by the arrange of
the two types of atoms of the binary compound as a Face Centered Cubic
(FCC) crystalline lattice with double basis. This is equivalent to two single-
atomic FCC lattices of the different elements shifted to each other in such a
way that their covalent interaction has tetrahedral symmetry, every atom is
bonded covalently with four atoms of the other element. This is represented in
figure 1.5a where the atomic species are modeled as small spheres of different
colors. It is seen that every atom of one group (III or II) is coordinated with
four adjacent atoms belonging to the other group(V or VI) of the compound.
Similarly, the wurtzite crystalline structure is an hexagonal structure charac-
terized by the formation of a Hexagonal Closed-Packed (HCP) structure with
double basis composed of the two atomic elements that bond together to form
the semiconductor, or equivalently, two HCP lattices intertwined to give a co-
valent interaction with tetrahedral symmetry, as seen in figure 1.5b, only this
time the orientation between adjacent tetrahedrons has a different symmetry
than in the ZB lattice. The difference between ZB or WZ structures can be
further understood by sequentially extending the lattice as a series of stacked
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Figure 1.5: Bonding configuration in the Zinc-Blende(a) and Wurtzite(b) structures. The
lower part of the figure represents the stacking sequences when the material is grown in the
equivalent <111> (ZB) (a) or <0001> (WZ) (b) directions as viewed from the side, or <110>
direction. In (c) the stacking sequence is represented in the cubic (right) and hexagonal(left)
lattices as viewed from above (<111> or <0001> directions).

layers of the different compounds in such a way as to minimize the close packing
between atomic elements, as it is presented in figure 1.5c. The first layer of a
plane of the (111)FCC or (0001)HCP lattice (labeled as stacking sequence A)
is a triangular lattice, the second layer is build up adding atoms in the inter-
section of the atoms on the previous layer in such a way that a new triangular
lattice is formed (stacking sequence B). In order to add another layer on top
of the second one, there are two possibilities to keep packing up in a similar
fashion (minimizing packing and forming tetrahedral interaction with the pre-
vious layer). Either, the atoms are deposited in the intersection of the three
atoms of the previous layer but with the same orientation as atoms in the first
layer. Then, the stacking sequence is again A and the solid grows with hexag-
onal symmetry if the layers are piled up repeating the sequence ABABAB (or
equivalently, the <0001> direction with respect to an HCP lattice). Or else,
the atoms are deposited at the intersection of three atoms of the previous layer
but their orientation is rotated in relation with the orientation of the first layer.
Then, a new stacking sequence, C, arises, and the lattice is extended by pil-
ing up layers following the stacking sequences ABCABC (or <111> direction
with respect to a FCC lattice) with cubic symmetry. It is straightforward to
extend this construction of layered growth to binary semiconductors, only con-
sidering that each new layer forming a stacking sequence is composed of the
two atomic species involved in the compound (labeled as Aa, or Bb, or Cc for
each layer), as shown in figures 1.5a and b, with a side view of the crystalline
structure of the ZB and WZ structures along the <111>(ZB) and <0001>WZ
directions. Labeling the stacking sequences accordingly: AaBbCcAaBbCc for
ZB and AaBbAaBbAa for WZ.

For semiconductor nanowires, this way of label its crystalline structure is
convenient for several reasons:

• Semiconductor nanowires are usually grown along the <111> or <0001>
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1.3. MODELING SEMICONDUCTOR NANOWIRE GROWTH

directions [46], constituting the most synthesized and modeled nanowire
system. As growth has been proved to proceed in a layer-by-layer fashion
[44][38] along this direction, it is natural to use this labeling to structurally
characterize the nanowires.

• The formation of twins along the length of the nanowire. A twin is a defect
in the ZB structure characterized by the appearance of a mirrored plane
with respect to the previous one, inverting the stacking sequence. Twins
are known to appear frequently in nanowires grown along the <111> di-
rection [47][48]. They can be labeled as ABCACBA, where the stacking
plane A is the defect plane.

• The inclusions of stacking faults along the length of the nanowire. A stack-
ing fault is a defect in the WZ structure characterized by the interruption
of its stacking sequence by a C type plane, therefore giving locally a ZB
structure: ABABCAB. [49][46].

III-V bulk semiconductors adopt the ZB structure when they are grown, but
III-N semiconductors have WZ structure. This is due to the energetic differ-
ence between WZ and ZB arising from the difference between the third-nearest-
neighbour atom spacing, which is shorter for WZ structure (as seen in 1.5b).
The ionic character of the chemical bond (ionicity) affect its bond-length. Com-
pounds with lower ionicity such as the III-V tend to favour a ZB configuration
because the steric hindrance between atomic elements acts against the distance
between third-nearest-neighbour and prevents shorter bond-length. Other com-
pounds, as III-N, with higher ionicity, can sustain shorter bond lengths and
adopt preferably a WZ phase [46].

A striking difference when growing III-V semiconductor nanowires is that
they can adopt the WZ structure as well as the ZB structure, without a clear
trend between growing techniques and compound. When growing nanowires
using gold as a liquid medium, the formation of WZ structure along the length
of the nanowire tends to be the rule rather than the exception, for which is
normally seen an apparently random intermixing between ZB sections along the
nanowire with WZ intersections and twinning as well as WZ sections with several
stacking faults. By controlling the experimental accessible growth conditions -
temperature, V/III ratio- in MBE or MOVPE, it is possible to access growth
regimes in which the nanowires that showed primarily ZB structure with several
twins or WZ inclusions can change its structure to be almost completely WZ
with a few stacking faults [50][46]. This is exemplified in figure 1.6a-d for a
Au-catalyzed GaAs nanowire.

Also, Johansson et.al [47] have achieved the formation of twinning superlat-
tices in MOVPE growth of Au-Catalyzed GaP Nanowires on top of a (111)B
GaP substrate. As seen in figure 1.6e-g, they observe a periodic change in the
orientation between the lateral facets of the growing nanowire after a new twin
plane appears. The shape of the nanowires is the one of a truncated octahe-
dron composed of (111)A, or (111)B planes at their facets, schematized in figure
1.6e-g. When a twin plane is formed, the orientation of the octahedron changes
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because the facets growing inwards start to grow outwards and vice-versa, thus
giving the nanofaceting pattern shown in the figure. It was also proved that
the statistical distribution of twin planes along the length of the nanowires is
correlated with the small difference in formation energy between a ZB nucleus
and its twin. At the growth temperature of (500◦C), thermal energy is enough
to overcome energy barrier between both types of nucleus.

Furthermore, Caroff et.al [49] have been able to control polytypism in Au-
catalyzed InP Nanowires growth by MOVPE. They discuss the possibility to
tune the twin distribution and the stacking fault inclusion by changing the ra-
dius of the nanowire, which is dictated by the size of the liquid gold particle,
as well as by increasing the temperature. They have shown that, by increasing
the radius of the nanowire from 10 up to 140 nm, or by raising the substrate
temperature from 400◦C up to 480◦C, a transition between nanowires showing
mainly WZ structures with some stacking faults to nanowires with larger stack-
ing fault density appears. Finally, nanowires with a single coherent ZB phase
are formed. Also, they have been able to see the formation of coherent twinning
superlattices at a given nanowire radius in which the formation of ZB starts to
be predominant. This work opens the possibility to engineer coherent WZ-ZB
superlattices by changing droplet diameter and temperature at a fixed V/III
ratio.

(e) (f)

(g)

Figure 1.6: a) to d), series of TEM images of the crystalline stacking of Au-catalyzed GaAs
nanowires as viewed from the < 1̄10 > direction and grown at different temperatures a) 350
◦C, b) 400 ◦C, c) 500 ◦C, d) 550 ◦C. In a) the nanowire exhibits a ZB structure with some
twin planes (dark contrast) interlaced along its length. When increasing the temperature, WZ
segments (c) and twin density (b-d) start to increase and be intermixed to the ZB structure
up to the point in which WZ and ZB are densely mixed in equal proportion (d). Extracted
from [46]. e) SEM image of Au-catalyzed GaP nanowires showing the coherent twin-plane
superlattice. The contrast of the image periodically changes as a coherent twin plane appears
during growth, inverting the growing direction of the lateral {111}A,B facets, as depicted in
f) and g). Extracted from [47]

To understand polytypism, it is necessary to consider that nanowires are
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structures of nanometric diameter with a high surface-to-volume ratio. The
formation of WZ sections can be energetically favorable due to the lower surface
energy of its facets with respect to the ZB structure. As the growth of a nanowire
layer starts with the formation of a single nucleus, Glas et.al [37] have developed
a model to explain polytypism in semiconductor nanowires by looking at the
conditions by which a WZ nucleus is formed in the liquid droplet. They have
shown that nucleation is normally favoured at the triple phase line of the liquid
droplet (TPL) in VLS growth for both WZ and ZB nucleus. Furthermore, if
supersaturation is sufficiently high, the WZ nucleus has a reduced formation
energy on the TPL. To support their arguments: First, they have observed
that, during MBE growth of Au-catalyzed GaAs Nanowires over (111)B GaAs
substrates, ZB phases appear systematically at the initial and final stages of
growth, that is, at the beginning and at the end of the nanowire length. These
two moments are characterized to be out of steady-state conditions when the
concentrations (so therefore supersaturation) of chemical species in the gold
droplet are lower.

Then, the following model is proposed considering the formation energy (free
enthalpy) of a single nucleus in the center of the liquid droplet, which is modeled
as a monolayered 2D island of length L, area A, perimeter P and height h (as
sketched in figure 1.7a) to be:

∆G = −Ah∆µ+ PhγlL +A(γNL − γSL + γSN ) (1.6)

In this equation, standard in classical nucleation theory, the first term accounts
for the energy reduction with respect to liquid phase when a solid nucleus is
formed. That is, the atoms constituting the nucleus have less energy forming
part of a solid condensate than being sparse in the liquid. The second two terms
refer to the energy cost to form the interfaces of the solid nucleus. Either as
the lateral interfaces between the nucleus and the liquid with a given area (Ph)
and interfacial energy γlL, or the upper and lower interfaces of the nucleus,
which hold an equilibrium of interfacial forces between the upper facet of the
nucleus and the liquid (NL), the lower facet of the nucleus and the substrate
(SN) and the liquid and the substrate (SL), whenever the nucleus with area A is
formed, as depicted in figure 1.7a. There is a critical nucleus size for which the
energetic reduction of forming a bulky nucleus overbalances the cost of creating
new surfaces and a stable nucleus is formed, which subsequently expands to
grow the monolayer. In the liquid droplet, a careful attention to this balance
has to be considered looking at the interplay of forces between the interfaces
while the nucleus is being formed. In equation 1.6, the second term accounting
for the surface energy of the lateral facets of the nucleus and the liquid droplet
is equivalent between WZ and ZB structures if we consider that the nucleus is
monolayered and the surrounding liquid is the same for both nucleus. In the
last term, the interfacial energy between substrate and liquid, and nucleus and
liquid is considered to be similar as they are both (111) planes, γNL = γSL. It
is at the interface between the substrate and the newly formed nucleus where
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the difference in energy between ZB and WZ nucleation takes place. There, the
formation of a ZB is favoured because the formation of a new WZ on top of the
ZB substrate requires and additional energy in order to rotate the nucleus to the
WZ orientation. Therefore, if nucleation occurs away from the triple phase line,
in the center or close to the center of the liquid-solid interface area, ZB nuclei
are formed preferentially, and the nanowire will grow adopting ZB crystalline
structure.

If, on the contrary, a nucleus is formed at the triple line phase, some fraction
of the nucleus is in contact with the vapor and a new energetic contribution from
the new nucleus-vapor interface influences the free enthalpy of formation of the
critical nucleus. Considering that a fraction α of the nucleus is in contact with
the vapor (figure 1.7b) and substitutes some area τ of the liquid vapor interface
, the balance now reads:

∆G(α) = −Ah∆µ+ Ph[(1− α)γlL + (γlV − τγLV )] +AγSN (1.7)

Nucleation at the TPL becomes favorable when the difference ∆G(α)−∆G(0) =
αPh(γlV − γlL − τγLV ) is negative, and approximating τ = sinβ (β being the
contact angle), this happens when γlV − γlL − sinβγLV ≤ 0. Some of these
parameters are not experimentally accessible and ex-situ characterization with
SEM or TEM of the contact angle of the nanowire has to be performed by look-
ing at the crystallized droplet on the tip. Although it gives only an approximate
value, as the droplet is crystallized after growth, it has been approximated to
be in the range 90◦ ≤ β ≤ 125◦. Also, γlL ≈ γlV is considered, as there is a 90◦
contact angle between the liquid droplet and the substrate before the nanowires
are grown (which stands for an equilibrium of forces between the solid-liquid
and the solid-vapor interface in a (111)B GaAs substrate and therefore similar
interfacial energies). Finally, if γLV approximately takes a value in between
those of pure liquid gold (1.15J ·m−2) and pure liquid Ga (0.72J ·m−2(ref 19
of [37]), the condition γlV − γlL − sinβγLV ≤ 0 is satisfied and nucleation is
thermodynamically favorable at the TPL of the liquid droplet for ZB as well as
for WZ nuclei.

Once proved that the conditions for favorable nucleation at the TPL of the
liquid droplet are likely to be developed in VLS growth mode, it is necessary
to see which kind of nuclei, WZ or ZB has a lower formation energy. At the
TPL, one lateral facet of the nucleus is now in contact with the vapor, then
the interfacial energy between the nucleus lateral surface and the vapor, γlV ,
can have different values between the two types of nuclei. As a ZB nucleus is
grown, the order of stacking sequences is different from the WZ nucleus, and if
grow proceeds along (111)B direction, as in fig.1.5a, the ZB stacking can grow
forming either (111)A or (111)B lateral facets, which are not parallel to the
growth direction but slightly tilted. On the other hand, a WZ nucleus stacks
forming

{
101̄0

}
facets in which the facet is oriented parallel to the growth

direction. Other ZB and WZ facets can be formed, as {110} or the polar {112}
for ZB nanowires, as well as

{
112̄0

}
WZ facets [46]. In the model of [37], the
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Figure 1.7: Representation of the liquid droplet when a nucleus is formed at the center of
the liquid-solid interface (a), or at the triple phase line (b), where the nucleus substitutes part
of the liquid vapor interface by creating a new interfacial between the sidewall of the nucleus
and the vapor. The symbols represent the different interfaces, and are explained in the text.

(111) type microfacets are considered for the ZB structure, and the
{

101̄0
}
for

the WZ. As shown in [51], for III-V nanowires, both WZ facets have generally
less energy in III-V nanowires than ZB phases, so the conclusions of this model
remain valid.

The interfacial energy between the vapor and the lateral facet of the nucleus
can be expressed as: γ̃j = γj/cosθj + (γLS + γLV cosβ)sinθj , with j=A,B,W
being, respectively, (111)A (when a Ga atom is in the edge), (111)B (when an
As atom is in the edge) or wurtzite, and θj the tilting angle of the nucleus with
respect to the growth direction. The position-dependent formation enthalpy
now reads:

∆Gj = −Ah∆µ+ PhΓj +AγSN (1.8)

Γj is a term including the energy of the lateral interface as well as its fraction in
contact with the TPL. Considering a triangularly shaped nucleus with one of its
sides in contact with the TPL (α = 1/3), the formation enthalpy is minimized
to obtain the critical size of the nucleus and the critical nucleation barrier:

∆G∗W = 3
√

3
2

hΓ2
W

∆µ− γWZ
SN

∆G∗j=A,B = 3
√

3
2

hΓ2
j

∆µ (1.9)

For WZ to be formed preferentially, ∆G∗W ≤ ∆G∗j=A,B , which requires two
conditions: One is material related, ˜γW ≤ γ̃j , and can be fulfilled if there is
nucleation at the TPL, as in the nanowires grown in [37], even though interface
energies are not well known and estimates have to be made counting the density
of dangling bonds in ZB and WZ lateral facets. The second is a supersaturation
driven condition: if the supersaturation is high enough to overcome the barrier
to grow a stacking fault (which is to start growing WZ nucleus on top of ZB
substrate or top facet): ∆∗µ = maxj=A,B( Γ2

j

Γ2
j
−Γ2

j

γW Z
SN

h ).
According to this model, nanowire growth is kinetically driven by the forma-

tion of a small nucleus that rapidly expand to complete the monolayer. There is
a complex dynamical environment that subsist during nanowire growth. How-
ever, intermixing between WZ and ZB phases could be tuned by changing the
supersaturation or the interfacial energies with careful control of various experi-
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mental parameters: III/V ratio, droplet diameter, dopants, type of substrate or
temperature. The model has been successively applied and adapted to explain
polytypism for several nanowire growth schemes from Au-catalyzed nanowires
to self-catalyzed III-V nanowires either in MBE or MOVPE conditions.

For Au-catalyzed growth of III-V semiconductor nanowires, it has been used
to qualitatively explain the onset between ZB and WZ phases in various works
[49][46]. Also, Algra. et al [48] have been able to explain polytypism and twin-
ning superlattices in the frame of MOVPE growth of doped Au-assisted InP
nanowires. They observed that polytypic nanowires with a majority of WZ
sections were progressively changed to have more ZB sections by p-doping the
nanowires with zinc through the incorporation of diethylzinc at the vapor phase
(DEZn). Increasing the DEZn concentration, all the nanowires tend to have
ZB in the whole axial structure. This was explained to be due to the interac-
tion between zinc atoms and the solid liquid interface, which makes nucleation
favourable away from the TPL, promoting the formation of a ZB nucleus. Same
effects have been seen by J. Wallentin et.al [52], but they propose, studying
post-growth HR-TEM images of the contact angle, that increasing Zn concen-
tration promotes the change of contact angle of the liquid droplet, and this is
what drives nucleation away from the TPL. The latter idea is used to expand
Glas model in [53], considering not only the interfacial energies when a nucleus
is formed at the TPL but also how the volume of the droplet changes as V/III
ratio varies and how it affects the ZB/WZ formation probabilities integrated
all along the liquid-solid interface. They show that during the growth of Au-
catalyzed nanowires the droplet is wetting the top facet. As the volume of the
droplet increases (by tuning V/III flux ratio), more of the TPL is in contact with
the edge of the top facet, thus changing the nucleation probabilities between ZB
or WZ nuclei.

Lately, with the realization of self-catalyzed nanowires (mainly GaAs nano-
wires assisted by liquid Ga droplet), it has been observed the prevalence of ZB
structure along the axis of the nanowire rather than WZ, despite some WZ in-
clusions at the beginning and at the end of the growth, as well as when the V/III
ratio or temperature are intentionally varied. Several groups have adapted Glas
model to explain this behaviour [54][55]. Particularly, Cirlin and collaborators
[56] have grown pure ZB self-catalyzed GaAs nanowires in a MBE reactor at
560− 630◦C with diameters ranging from 70-80 nm. They have proposed that
the purity of ZB phase arises as a consequence of a reduced interfacial interac-
tion between the gallium liquid droplet and the vapor, promoting the wetting
of the lateral facets of the nanowire during growth. Thus, increasing the prob-
ability of nucleation at the center of the liquid droplet and favoring the grow
of ZB phases. This same idea has been applied to explain the WZ/ZB inter-
mixing in self-catalyzed GaAs nanowires [55] when the growth conditions are
suddenly varied, as in the beginning or end of the growth. It was proposed that
the intermixing behaviour is related with the TPL shift of the liquid droplet
that promotes ZB nucleation if the droplet wets the lateral facets and WZ/ZB
transition when the liquid droplet shift its position to the top facet. The typical
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intermixing of phases observed at the end of growth is explained due to the TPL
shift effect as the Ga droplet shrinks in volume when the Ga shutter is switched
off and the remaining Ga in the droplet is incorporated to the growing nanowire.
Also, the role that the concentration of group V species has on the nucleation
probabilities has been analyzed, with the same ideas of droplet volume shrink-
age and TPL shift, to attain control over the structure of the growing nanowire
to be ZB, WZ or and intermixed superlattice [54].
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1.3.3 Gibbs-Thomson effect
The Gibbs-Thomson effect is a manifestation of the discrete size of the liquid
medium in VLS growth mode. If the liquid particle reduces his size, the surface-
to-volume ratio of the liquid droplet increases, magnifying the curvature of the
surface and reducing the supersaturation between the two phases. This is a
consequence of the elevation of the liquid chemical potential with the curvature
of the liquid droplet that raises the internal pressure of the diluted phase in
the liquid, thus reducing the incorporation of atomic species from the gas phase
and increasing desorption of diluted species in the liquid phase. Givargizov [33]
was the first to realize that the finite size of the gold droplets during the VLS
growth of Si whiskers (same conditions as [1]) could have a detrimental effect
on the length of the whiskers as the smallest liquid droplets can influence the
growth rate of the whiskers due to the Gibbs-Thomsom effect.
In particular, the Gibbs-Thomson effect changes the vapor-solid(whisker) su-
persaturation as:

∆µvs = ∆µ∞vs − 4αΩ/d (1.10)

In equation 1.10, the vapor-solid supersaturation decreases with respect to that
of an infinite planar liquid-solid interface ∆µ∞vs through the term −4αΩ/d, which
is proportional to the whisker surface energy (α), the atomic volume of silicon
(Ω) and inversely proportional to the diameter of the whisker (d). If the diameter
of the whisker tends to very large values, the supersaturation value equalizes
to that of the infinite planar interface, whereas if the diameter decreases, the
supersaturation is reduced with respect to the planar interface down to the point
in which is equal to zero.

Givargizov proposed that the growth rate (defined as V on his publication)
of the whiskers had to be proportional to the supersaturation at some unknown
asymptotical dependence as:

V = dL/dt ≈ (∆µ/kBT )n (1.11)

As a consequence, the Gibbs-Thomson effect has a limiting influence on
the growth rate of the whisker as a function of its diameter and thin whiskers
should grow slower than thicker ones. There is a critical diameter for which
growth stops. Experimentally, the growth rate was measured as a function of
the whisker diameter at different supersaturations for Au catalyzed Si whisker
grown by CVD at 950 ◦C. In figure 1.8a, at all the different supersaturations,
the growth rate gets larger as the diameter of the whisker increases, but for all
the curves, there is a minimum diameter for which growth does not occur. The
growth rate was fitted to equation 1.11 to clear the order of n. It was shown to be
properly fitted at n=2 because the square root of the growth rate as a function
of the inverse of the diameter (1/d) was linear, V 1/2 = b1/2(∆µ∞vs − 4αΩ/d) as
shown in figure 1.8b. The critical diameter is: dc = 4αΩ/∆µ∞vs

The critical diameters for Si whiskers proposed in the work of Givargizov
were of the order of ≈ 100nm, but much more smaller Si or III-V nanowires,
with nanometric diameters, have been grown several years later using CVD,
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(a)

(b)

Figure 1.8: a) Growth rate (V) as a function of the whisker diameter (d) at different
supersaturations for Au-Catalyzed Si whisker grow by CVD. There is a critical diameter
limiting the size at which nanowire grow occur, as predicted by the Gibbs-Thomson effect. b)
Fitting of the data for V 1/2 versus 1/d. Extracted from [33].

MOVPE and MBE techniques [5][2][57][58]. Also, as well as the nanowire di-
ameter, the growth temperature has been further decreased and the proposed
kinetic dependence of the growth-rate as V ∝ (A−B/d)2 holds no longer true, as
it is normally seen that thinner nanowires grow faster than thicker ones[57][58].
The latter is explained as a growth regime in which the rate limiting factor is
the diffusion of adatoms from the substrate or nanowire sidewalls to the liquid
droplet of the growing nanowire, as will be further developed in section 1.3.4.
The possibility to grow much more smaller nanowires without any critical diam-
eter is to be found, as developed by Johansson [36], in the different environment
provided at modern MOVPE and MBE reactors, in which the growth tempera-
ture of III-V semiconductor nanowires is much more reduced than in the CVD
chambers used to grow in [33][1](from ≈ 1000◦C to 400 − 700◦C ). Then, fol-
lowing Johansson, for their MOVPE Au-catalyzed GaP nanowires, the vapor
pressure of III species on the liquid at the growth temperature of 470◦C is lower
and therefore supersaturation is larger. They estimate that the minimum criti-
cal radius in their nanowires for which Gibbs-Thomsom effect should be taken
into account is as small as R ≈ 0.34nm and that the vapor pressure of Ga on
the liquid gold droplet is approximately P ∗ = 2.48 × 10−9Pa at 470◦C, while
the vapor pressure on the chamber has the value P = 2.76 × 10−3Pa,much
larger than in the liquid droplet. Then, they estimate that in Givargizov ex-
periment the vapor pressure of Si on the liquid droplet had to be of the order
of P ∗ ≈ 10−5Pa at 1050◦C and the vapor pressure of the chamber of the order
of P ≈ 10−4Pa. Both pressures having similar magnitudes,the internal pres-
sure on the liquid droplet is important and supersaturation is reduced by the
Gibbs-Thomsom effect and becomes a limiting process in growth kinetics. Also,
Dubrovskii has studied in detail the interplay between Gibbs-Thomsom effect
and other kinetic mechanisms for the growth rate of Si and III-V nanowires in
MOVPE and MBE [59][60], finding that a growth rate following equation 1.11
is an asymptotic case of a more general expression. It only affects the growth
rate when the vapor-liquid supersaturation and nanowire diameter are very low.
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Furthermore, it has been shown by Dubrovskii and Glas [38] that, to properly
take into account the Gibbs-Thomsom effect for small nanowires, in which the
growth is mononuclear, it is necessary to carefully analyze the supersaturation
of the liquid with respect to the nanowire, and to be aware that the effective
surface and volume of the liquid droplet changes instantaneously as a critical
nucleus is formed. In a latter paper, the Dubrovskii-Glas model has been fit
to experimental growth-rate versus diameter curves of nanowires grown either
by MBE or MOVPE [42]. They propose values of nanowire diameter for which
Gibbs-Thomsom effect is important to be (for Si, GaAs and InAs nanowires),
respectively, 2.44 − 4.66nm, 2.24 − 4.1nm and 3.08 − 4.46nm. Two orders of
magnitude smaller than the ones of Si whiskers on CVD grown at 1050 ◦C.

1.3.4 Diffusion induced growth regime
As seen in the previous section, if the growth rate of the nanowire is dictated by
the influence of the Gibbs-Thomson effect, the nanowires with a smaller radius
grow at a slower pace than the nanowires with larger radius. This is not the
case when the nanowires are grown in MOVPE or MBE chambers, for which it
is normally measured that thinner nanowires grow at a faster rate than thicker
ones as experimentally corroborated in several works [36][57][60]. For example,
in figure 1.9a, extracted from [57], the inverse dependence between length and
diameter of nanowires is observed for MBE grown Au-catalyzed Si nanowires
at 550◦C [57], as well as, in figure 1.9b, for MOVPE grown Au-catalyzed GaP
nanowires grown at different temperatures (extracted from [36]).

(a)(a) (b)

Figure 1.9: a) Nanowire length versus nanowire diameter for MBE grown Au-catalyzed Si
nanowires at 550 ◦C, the inset shows a SEM image of the resulting nanowires. b) Same as
a), with MOVPE grown Au-catalyzed GaP nanowires at several temperatures, the inset also
showing SEM image of the resulting nanowires. In both cases, experimental data fits good
with the proposed Diffusion-Induced growth regime model developed in refs[36].

To study how diffusion influences the growth rate, the material balance in
the droplet has to be considered: When the nanowire is growing, atomic species
reach the liquid droplet from the vapor phase at a flux (Ja), as well as de-
sorb from the liquid surface with flux (Jdes). Both of these atomic fluxes have
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an effective section that scales proportionally to the surface area of the liquid
droplet, which is, in a first approximation, of the order of the squared radius
of the nanowires, R2. The real surface of the droplet is corrected multiplying
it by a factor that takes into account the contact angle of the hemispherical
droplet, but can be disregarded in this approximation as it does not change
substantially the magnitude of the contact area. The nanowire growth rate
(dL/dt) scales as the area of the liquid-nanowire interface, which is also of the
order of R2. If both of these contributions were counterbalanced, growth rate
would not have a kinetic dependence on the radius of the nanowire, and only
very small nanowires should be affected by the Gibbs-Thomson effect. But
diffusion of group III species on the substrate and nanowire sidewalls during
MBE growth and on the nanowire sidewall during MOVPE growth gives also
a net atomic flux directed to the liquid droplet[60][38], (jdif ). This flux scales
in magnitude with the perimeter of the contact interface between the nanowire
sidewall and the liquid droplet, R. Following [36] and [38], for Au-catalyzed
III-V semiconductor nanowires (although similar conclusions can be extracted
with silicon nanowires), the following simplifications are assumed:

• Small concentration of group V species into the liquid droplet. Group V
flux incomes mainly through the vapor phase directly to the droplet.

• Diffusion of group V atoms through the substrate or nanowire sidewalls
is negligible as the group V species are highly volatile at the growth tem-
peratures.

• Sufficient concentration (although small) of group V species in the liquid
droplet to guarantee the material supply for growing a nanowire mono-
layer.

• Time between nucleation events sufficiently large to refill the droplet with
enough group V species after completion of a nanowire monolayer.

Then, material balance for group III species in the droplet is expressed as:

dNIII
dt

= χIIIJA−DπR
2 + 2πRjdif,III −

πR2

Ωs
dL

dt
(1.12)

With χIII being a geometrical parameter that accounts; either for the angle of
impingement of the flux for MEB beams, or the catalytic efficiency for the de-
composition of organometallic species on the liquid droplet for MOVPE growth.
Ωs the atomic volume of a III-V dimer, and JA−D the net flux between adsorp-
tion and desorption currents from the vapor phase. If steady-state conditions
are reached, (dNIII/dt = 0), the growth rate(dL/dt) takes the form:

dL

dt
= χIIIΩsJA−D,III + 1

R
2Ωsjdif,III (1.13)

It is readily seen that the growth rate is inversely proportional to the nanowire
radius. The section of the nanowire scales with the droplet area but the diffusion
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current scales with the perimetral length of the nanowire. Then, the material
needed to grow a nanowire monolayer increases quadratically with the radius.
For sufficiently thick nanowires, the incorporation of group III species through
diffusion cannot supply enough material and growth rate is reduced.

The complex dependence of the nanowire growth rate to supersaturation,
pressure, temperature and time are not developed in the previous expressions
and have to be taken into account to model growth. Generally, the diffusion flux
is obtained from the concentration gradient on the edge of the nanowire top face:
jdif = 2πRD dn

dr |r=R, where D is the diffusivity of the atoms on the sidewall or
substrate, related to the diffusion length through: λs,w =

√
Ds,wτs,w, for which

λ is the diffusion length and τ is the lifetime of atomic species on the sidewall
or substrate.

The concentration gradient has to be obtained by solving the diffusion equa-
tion (Fick’s second law) with appropriate boundary conditions. Depending on
the model, several approaches have been followed; in some cases solving the
diffusion equation in the substrate and in the nanowire sidewall separately and
matching the boundaries at the nanowire bottom [42][36], or solving the equa-
tion only through the substrate and considering that there is no impingement
or desorption from the sidewalls, as in [38]. The former method is more relevant
to MOVPE growth when diffusion of group III species through the substrate
is negligible but not through the nanowire sidewalls. As well as to model lat-
ter stages of growth (in both MOVPE and MBE), when the nanowires are
longer than the diffusion length, and diffusion through adsorbed particles at the
sidewalls becomes dominant. The latter method fits for the modeling of MBE
growth (in which group III atomic species have larger diffusion lengths through
the substrate) when the nanowire is not very long, so that there is negligible
desorption or absorption of atomic species at the nanowire sidewalls. Whatever
the solving scheme applied, similar dependence are encountered, in the form of
hyperbolic trigonometric functions, that scale with the effective diffusion length
λs/L. With an appropriate parameter optimization, a good reproduction of the
diffusion current can be obtained using this expressions.

Additionally, the contribution of the absorption-desorption flux JA−D to
the growth rate has to be modeled. It takes into account the supersaturation
difference between the liquid and the vapor phase, the catalytic efficiency of the
liquid droplet to capture material and the desorption probability. These effects
have been considered with different degrees of detail. For example: in [36], they
do not consider the Gibbs-Thomson contribution to the supersaturation of the
liquid droplet. In [38][42], not only this contribution is considered, but also the
nature of the interaction between the vapor and the droplet, that varies with
the growth method (physical and geometrical in MBE or based on chemical
reactions in MOVPE).

Finally, when both diffusion and absorption-desorption fluxes are obtained,
the growth rate dependency with nanowire diameter can be fitted to the exper-
imental curves. The resulting growth-rate is a non-monotonic function which,
for very small nanowires, is regulated by the small size of the droplet. Thin-
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ner nanowires grow slower than the thicker ones giving a rising slope in the
dL/dt − R curve. When the diameter increases, growth rate increases up to a
maximum, after which diffusion current competes with the Gibbs-Thomsom ef-
fect and growth becomes diffusion limited with the falling slope in the dL/dt−R
curve depending on the inverse of the radius of the nanowire. The position of
the maxima is regulated by all the parameters that interplay during growth:
supersaturations, temperature, III/V ratio,droplet size and type of material.
Unfortunately, not all of these parameters are exactly known and estimations of
concentrations in the liquid droplet, vapor fluxes and interfacial energies have
to be made in order to fit the experimental curves to the model. In figure
1.10, extracted from[42], the experimental growth rate was fitted with respect
to these model giving a good agreement at all diameters for Si, InP and GaAs
nanowires, the first two grown with MOVPE and the last with MBE.

(a) (b) (c)

Figure 1.10: a) Experimental and modeled growth rate versus diameter dependence in
MOVPE grown Si nanowires with: Squared scattered points represent the experimental data, a
dashed-dotted line represents the contribution from direct impingement to the growth rate and
the dashed line is the diffusion-induced contribution to growth rate. The red line is the fit to
the experimental data taking into account both contributions. b) Length-diameter dependence
(squares) and theoretical fit to the model (red line) for MOVPE grown InP nanowires. c)
Length-diameter dependence (squares) and theoretical fit to the model (red line) for MBE
grown GaAs nanowires.

1.3.5 Self-Catalyzed III-V Nanowires
In VLS growth of Au-catalyzed semiconductor nanowires, it has been found
that gold diffuses into the sidewalls of the growing nanowire being aggregated
into the crystalline surface of the semiconductor [61][62]. This is considered as
a nuisance for the performance of several semiconductor devices, such as solar
cells or FETs, as the gold atoms enhance recombination of the semiconductor
charge carriers. It is possible to grow III-V semiconductor nanowires using a
liquid droplet entirely composed of group III element atoms, which is a metallic
liquid in the range of growth temperatures. When this is the case, the nanowires
are considered to be grown self-catalyzed, as the liquid droplet is also part of
the growing semiconductor compound. The group III liquid droplet plays the
same role as gold in VLS growth, acting as a catalytic attractor as well as a
nucleation center holding a triple phase line equilibrium between the nanowire,
the liquid and the vapor.
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For self-catalyzed III-V semiconductor nanowires, the most extensively ma-
terial studied is GaAs. Gallium is a metal that presents a very low melting
point (29.77◦C). At the nanowire growth temperature, adsorption of gallium
onto a substrate leads to Ga diffusion and Ga atoms can be pinned at special
craters or pinholes situated on the substrate to start forming liquid droplets.
This leads subsequently to the growth of nanowires in VLS mode, with the
same epitaxial orientation as the substrate. In particular, self-assisted GaAs
nanowires using Ga as a liquid medium were initially grown in a MBE reactor
in which a GaAs(111) or GaAs(001) substrates were covered by a oxidized sil-
icon layer of varying thicknesses [63]. The SiO2 layer was sputtered into the
GaAs substrates, after which the substrates were dipped in HF aqueous solu-
tion in order to passivate the surface and freed it from contamination. After
HF treatment, they were heated in the vacuum chamber at high temperature,
600−700◦C during 30 minutes. The thickness variation ranged from 6 to 90 nm.
It was seen, with SEM and AFM, that the post-treated surface presented small
craters or pinholes randomly placed. Those pinholes act as nucleation points
for the diffusive gallium species up to the moment in which the liquid droplet
starts capturing arsenic from the vapor and VLS growth of the nanowires be-
gins. There is an epitaxial relation between the thickness of the oxide layer and
the growth direction of the nanowires for thin SiO2 epilayers, as the pinholes
open up small sections of the underlying GaAs (111) or (001) substrate and the
nanowires grow following the same direction of the surface. For larger thick-
nesses, the oxide layer is rough and still has several pinholes, but the nanowires
grow in different directions with no epitaxial relation to the substrate. Instead
of GaAs, silicon, for which oxide occurs naturally, can be used as a substrate
[8][56][54][64]. Moreover, the growth of self-catalyzed nanowires by lithograph-
ically patterning a SiO2 layer with ordered arrays of holes has been realized
[65]. Gallium is trapped in the holes and the growth of the nanowires starts
from there. Even though GaAs is the most studied system for self-catalyzed
growth, several examples of other self-catalyzed III-V nanowires with gallium
and indium liquid droplets are reported in the literature, including GaP [66][67],
InAs [68] or InP [69] nanowires.

The substrate plays an important role in the realization of self-catalyzed
nanowires. In this regard, recent research has focused on explaining the impact
of the interaction between gallium and oxidized silicon on the yield of GaAs
nanowire growth[70][71]. Some degree of engineering of the oxide layer as well as
optimization of the proper growth temperature are necessary in order to achieve
higher yields. This is due to the different surface interaction between the gallium
atoms and the substrate, that changes the contact angles of the gallium droplet.
The most optimal conditions (higher density of vertical nanowires) are found to
appear for an approximate thickness of ≈ 0.9nm, giving a contact angle of the
gallium droplet of 90◦.

The binary nature of the liquid alloy that is developed in self-catalyzed
growth has major consequences for the growth rate and the crystal phase of the
nanowires. In section 1.3.2, it has been shown how the tuning of V/III-ratio and
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temperature during growth can lead to changes in the volume and the contact
angle of the droplet, and thus to a controllable growth of ZB/WZ sections along
the structure of the nanowire. For GaAs nanowires: having a high V/III ratio
leads to a decrease in the volume of the droplet, followed by a reduction of
the nanowire radius that grows tapered in the vertical direction, as the droplet
does not balance the incorporation of gallium with the consumption of it by the
nanowire growth, and it is finally crystallized. On the contrary, if the ratio is
small, the gallium droplet increases its volume and the nanowire evolves towards
larger radius and contact angles, probably creating a dense intermixing between
WZ and ZB phases, or even unstabilizing the droplet (which produces kinks and
changes in the growth direction [64]).

Despite the notorious effect of the V/III imbalance on the morphology and
crystal phase of the nanowire, it oftenly does not change the growth rate as
it has been shown that it is the amount of arsenic reaching the liquid droplet
alone that influences the rate at which self-catalyzed nanowires grow[55][72]. In

(a)

(b)

(c)

Figure 1.11: a) Surface density and growth rate of self-catalyzed GaAs nanowires grown by
MBE as a function of the Ga flux (left panel) and As flux (right panel). In the left panel the
As flux is fixed to 6× 10−6mbar and in the right panel the Ga flux is fixed to 2.2Å/s [55]. b)
Correlation between the arsenic beam pressure and the elongation rate of the nanowire. It is
seen that the elongation rate follows the changes on arsenic flux as it is changed periodically.
c) HAADF image of a single GaAs NW with thin AlGaAs markers (dark contrast). Distance
between markers changes when arsenic beam pressure is changed. b) and c) from [72]

figure 1.11a [55], it can be seen how the growth rate and density of nanowires
changes for MBE grown self-catalyzed GaAs nanowires when switching between
two series of parameters: Series I (left panel of the figure), in which the As
flux is fixed and the Ga deposition rate is ramped up showing no effect on the
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growth rate, only an increase in the nanowire density. In Series II, when the
As flux is changed (through equivalent beam pressure changes) for a fixed Ga
deposition rate, it is seen how the growth rate increases almost linearly as the
arsenic pressure is increased, while the surface density of nanowires is decreased
as the excessive amount of arsenic in the chamber probably impedes diffusion
of gallium, precluding crystallization of solid GaAs around the nanowires. This
growth regime, in which the arsenic flux limits the growth rate, has been studied
in detail by Ramdani et al. using a marker method [72]. In their work, the
growth of the GaAs nanowires is periodically marked by including Aluminum
in the MBE chamber at regularly spaced intervals for short periods of time.
When aluminum is included, ternary semiconductor AlGaAs is grown directly
on top of the GaAs nanowire as long as the aluminum shutter is switched on.
After switching off the aluminum shutter, if the arsenic pressure is paralelly
ramped up, it is seen how the distance between the AlGaAs markers increases
due to the increased growth rate of the GaAs nanowires, as depicted in figure
1.11b,c.

As long as the influx of gallium to the droplet is sufficient to keep its volume
approximately constant, the growth rate can be modeled considering arsenic
material balance, which can be expressed with the arsenic effective flux into the
liquid droplet(JAs,eff :Absorption-Desorption-Crystallization of the nanowire)
as:

dNAs
dt

= JAs,A−DπR
2 − πR2

ΩGaAs
dL

dT
(1.14)

From which follows a growth rate, in steady state conditions, (dL/dt) equal to:

dL

dt
= ΩGaAsJAs,A−D (1.15)

Where ΩGaAs is the atomic volume of a GaAs dimer. Equation 1.15 is straight-
forwardly integrated to give a linear relationship between nanowire length and
flux with time: L = ΩGaAsJAs,A−Dt. However, as proved in [72]. The As-
limiting regime only fits to the observed growth rate as long as it is considered
that arsenic reaches the liquid droplet not only from the direct beam but also
from the re-emitted arsenic coming from the surrounding nanowires or substrate.

As explained in the last section for Au-catalyzed III-V nanowires, standard
modeling proceeds assuming that the limiting effect on the growth rate comes
from the diffusion of group III species to the gold droplet through the substrate
or sidewall of the nanowire, while the droplet is a ternary alloy between gold and
the atoms of group III and V. For GaAs self-catalyzed nanowires, the situation
is simplified as the liquid droplet is made of gallium with a small concentration
of arsenic. Therefore, the number of parameters to fit to a model is reduced to:
Interfacial energy of the critical nucleus, concentration of arsenic in the droplet,
interfacial energy of the critical nucleus and prefactor of the nucleation growth
rate. These parameters can be extracted interplaying experimental curves to
a model as recently proposed by Glas [39]. The model takes into account the
material balance of group V in the droplet (as in equation 1.15) considering
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separate processes: Arsenic incorporation from the vapor through the beam
or through re-emission from the substrate or surrounding nanowires, arsenic
desorption from the droplet, and arsenic aggregation with gallium to nucleate
the GaAs nanowire. It has opened the way to precisely determine the unknown
physical parameters that can be used later to control the length and quality of
growing nanowires in similar systems.

1.3.6 Self-equilibration of the diameter of Ga-catalyzed
GaAs Nanowires

In the previous section, it was shown how, under a given set of assumptions for
the growth of Ga-catalyzed GaAs Nanowires, it was possible to model growth
rate as a linear function of the effective arsenic flux feeding the gallium droplet.
This model assumes steady-state conditions that are only valid as long as the
gallium flux into the liquid droplet is sufficiently well balanced with the loss
of gallium given up by the droplet to grow the nanowire, so that the influence
of gallium on the growth rate is minimal. This can be achieved growing with
larger than unity V/III ratios [53][55]. Plissard et.al [64][65] studied in detail
the influence of this ratio for a given temperature and substrate thickness, as
previously mentioned. When the ratio is much larger than unity, the growth
of GaAs is suppressed, as the liquid droplet is readily consumed by the high
imbalance between the two materials. In the opposite case, very low V/III ratio,
the droplets grows uncontrollably, leading to an increase of the wire diameter
and a further destabilization of the growth rate due to the higher wetting of
gallium on the sidewalls of the nanowire. Eventually, it can even suppress
vertical growth in favour of two-dimensional crystalline growth. This is in stark
contrast with Au-catalyzed GaAs nanowires, even though the V/III ratio has
major consequences on the polytypism of the wires, the range of ratios for which
vertical nanowires can still growth (even tough there is tapering) is broader [73].
According to these results, the Au droplet preserves the growth regime close
to steady-state conditions at all times, thus stabilizing growth. In this sense,
growth of Ga-catalyzed GaAs nanowires should not be that stable, as gallium
not only drives nucleation but also takes part on it. The fact that several groups
have reported high yield of long vertical self-catalyzed GaAs nanowires using an
optimized set of parameters[53][55], with almost perfect crystallinity, suggests
that a growth regime in which the gallium droplet balance remains stable is
achieved.

Recently, a relation between the distribution of the gallium droplet size on
a patterned SiO2 surface, and the resulting diameter of the MBE growth self-
catalyzed GaAs nanowires after 300 s of growth[74], has been encountered. The
substrate is a thin layer of SiO2 in which a regular array of holes has been
deposited using electron lithography. Prior to growth, a predeposition step of
gallium is set by switching on the Ga beam, in order to nucleate droplets inside
the patterned holes. After that, an arsenic beam is introduced to the chamber
and nanowire growth begins. The growth temperature is 630◦C with a V/III

41



equivalent growth ratio of 1.8 and a 2D equivalent GaAs growth rate of one
monolayer per second. The diameter of the regular array of holes on the SiO2
layer is 60 nm and the pitch between holes is 100 nm. Figures 1.12a,b and c
show various stages of growth: figure 1.12a shows the distribution of gallium
droplets on the array of holes prior to growth. The droplets present a sparse
distribution of sizes which ranges, from 20 nm, to complete filling of the hole.
In figures 1.12b and c, a top and 30 ◦tilted SEM images of the GaAs nanowires
after growth are displayed. The nanowires present a homogeneous distribution
in size and diameter with a very minimal amount of tapering. Thus, the large
distribution of sizes between gallium droplets (that should lead to the growth
of nanowires with a broad distribution of diameters) seems to be homogenized
during the growth. This implies that, under the growth conditions for these
nanowires, some dynamical mechanism at the droplet constrains the diameter
distribution to a narrow range of values. This is easily seen on figure 1.12d, in
which a histogram of the diameter distribution of the nanowires after 300s of
growth is superimposed to the size distribution of the gallium droplets. It can
be seen how the initial sparse distribution of gallium droplets narrows down to
a very stretched diameter distribution centered around 50 nm.

(d)

Figure 1.12: a)30 ◦tilted SEM image of the Ga droplets crystallized on the pinholes during
the Ga predeposition step prior to growth . b) A top SEM view of the resulting nanowire array
showing the projection of the hexagonal [111]B top facet, all the nanowires present similar
diameters, and a 30 ◦tilted SEM image of the nanowire array showing the homogeneity between
adjacent nanowires, c). For this array, hole size is 60 nm and pitch between holes 100 nm,
the scale bar is equal to 100 nm. In d), a histogram showing the distribution of nanowire
diameter (black bars) is overlayed to the larger diameter distribution of the gallium droplets
before growth (white bars).

To further investigated this effect, a model of the droplet radius evolution
during growth is developed. The evolution of the droplet size with time can be
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modeled considering material balance of gallium in the droplet:

dN

dt
= ηIπR2 + 2IλRsinα− πR2

ΩGaAs
dL

dt
(1.16)

The total amount of gallium is the balance between the impinging vapor flux (I)
on the droplet, corrected by a geometrical factor for the incidence of the beam
(η), which, for contact angle (β) larger than 90 ◦is equal to sin2(β). The gallium
flux is deposited at the nanowire sidewalls at an angle α and reaches the droplet
through sidewall diffusion with diffusion length λ. The last term is the gallium
incorporated to the nanowire. Considering that the volume is proportional to
the amount of gallium in the droplet: V = ΩGaN = (πR3/3)f(β), where f(β)
is a geometrical function relating the volume of a spherical cap and the radius
of its base, and assuming β as being independent of the radius, equation leads
to:

dR

dt
= −A+ B

R
(1.17)

Where A = ΩGa

ΩGaAsf(β)
(
dL
dt − ην

)
, with ν = IΩGaAs, this term stands for the net

balance between growth rate and gallium deposited on the liquid droplet directly
from the vapor phase. And B = 2ΩGa

πΩGaAsf(β)νλsinα, accounts for the diffusion
influx. The sign of A influences the asymptotical behaviour of the radius with
time. If A<0, meaning a high Ga influx to the droplet not compensated by the
nanowire growth, the radius of the droplet will increase. On the contrary, if A>0,
the Ga influx is lower and growth can be compensated with a sufficiently high
arsenic concentration. Furthermore, the radius can evolve towards a steady-
state value due to a focusing effect produced by the Ga diffusion flux that
balances, through the contrary sign of the term B, the size of the droplet. That
is, if the radius of the nanowire is smaller than a critical value Rc, the droplet
will increase its volume up to the steady-state radius and if the radius is bigger
than Rc, the droplet will shrink down to it, being Rc = B/A. Thus, under
appropriate V/III ratio, the imbalance between nanowire growth and gallium
incorporation from the vapor to the droplet is self-regulated to a steady-state
value by means of the gallium diffused through the sidewalls.

Considering a constant flux and growth rate, equation 1.17 has the following
solution:

t

τ
= Ro −R

Rc
+ ln

(
Ro −Rc
R−Rc

)
(1.18)

Where R0 is the initial radius of the droplet. The parameters in equation 1.18
can be extracted from the experimental results. First, the diameter of the
nanowires narrows down to 50 nm, thus Rc = 25 nm. Then, considering that
the length of the nanowires is ≈ 1µm after 300 s of growth, gives an equivalent
growth rate of dL/dt ≈ 3.33 nm/s. The equivalent two dimensional growth rate,
νcosα, equals 0.326 nm/s, thus giving v = 0.360 nm/s and α = 25◦. Taking the
contact angle as β = 115◦ and injecting all the parameters to extract the value of
A, it results on A = 0.300 nm/s. Therefore, the conditions for self-equilibration
regime are fulfilled. B can be extracted from Rc, giving a value of: B = RcA =
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7.50 nm2/s. The diffusion length is estimated after B with a value of: λ = 750
nm, which is indeed an approximate value, as diffusion on the sidewalls has
been considered to be constant at the initial stages of growth, and this is not
reflected in the model. Finally, τ = Rc/A = 83 s, shorter than the growth time
(300 s) , thus the narrowing of diameters can be considered to be homogenized
in the system when growth is stopped. In figure 1.13, the dependence of the
droplet diameter with time in equation 1.18 has been plotted for several initial
diameters (2R0), with the parameters extracted from the experiments. It is seen
that the initial sparse diameter distribution is narrowed to the critical radius
as the system evolves. For t=300 s, the distribution of diameter is almost
homogeneous and equal to the critical diameter found in figure 1.12d.

(d)

Figure 1.13: Representation of the nanowire diameter evolution with time for different initial
diameters as obtained from equation 1.18, under the experimental conditions described in [74].
The vertical dashed line marks the total growth time of 300 s.

As a final remark; in [74], self-equilibration mechanism for Ga-catalyzed
GaAs nanowires is observed and described for the first time, as well as predicted
theoretically. Shortly after the publication of this work, the self-equilibration
regime has been also described theoretically by Tersoff in [75]. The model of
[75] follows similar considerations as the ones herein developed, only considering
MOVPE growth and a slightly more developed expression for the diffusion cur-
rent through the sidewalls, but still leading to the same functional dependence
for the evolution of the system towards a critical radius. Additionally, Tersoff
has quantified the conditions for self-equilibration regime to occur to be:

1 < F5

F3
< 1 + λ

R
(1.19)

Where F5
F3

is the V/III ratio. Taking the MBE diffusion length here obtained of
λ = 750 nm, the critical radius of 50 nm and the V/III ratio of 1.5, the conditions
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for self-equilibration regime proposed by Tersoff are likely to be achieved in [74]
for the initial droplet size distributions. But it is necessary to be aware that
the correct inequality to be at work for MBE growth can be different as the
term λ/R should be corrected by some geometrical factor accounting for the
different nature of the vapor flux, that changes the effective capture section of
the nanowire sidewalls and of the liquid droplet.

To conclude: A growth regime in which the nanowire diameter tends to
a critical value has been achieved. It has been proved that it is possible to
reach a growth regime in which the different material fluxes (nanowire growth,
adsorption-desorption and diffusion) interact in a self-equilibrating regime. The
key point is that the volume of the droplet evolves as the system does. Thus,
for liquid droplets with small initial diameter, the diffusion contribution (which
scales as 1/R) to the growth rate will be much larger than the absorption-
desorption flux and than the rate at which the nanowire monolayers are grown.
Thus, the droplet will start to increase its volume, followed by an increase of
the diameter of the nanowire. As the diameter of the nanowire gets larger,
the weight of the diffusion term, 1/R, will be reduced, eventually leading to a
stabilization of the droplet size, as the diffusion current can be counterbalanced
by absorption-desorption and growth. In the opposite way, if the liquid droplet
size is initially large, the diffusion contribution is small and the droplet shrinks
in volume, as there is no sufficient incorporation of gallium from the vapor phase.
But as its size gets reduced, the diffusion term (scaling as 1/R) dominates again
and the system is stabilized, by increasing the droplet volume, against complete
consumption of the droplet.

The observed self-stabilization regime for Ga-catalyzed GaAs nanowires is
not only an indication for the more homogeneous diameter distribution that it is
normally observed when growing self-catalyzed nanowires [53][65]. It also sug-
gests new methods to interact between the growth parameters and the growth
dynamics in order to attain a total control of the nanowire aspect ratio. This,
in conjunction with the crystal phase control that it has been already achieved
in self-catalyzed GaAs nanowires, could lead to a precise engineering of such
nanowires.
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1.3.7 Conclusion
In this chapter, the VLS growth mechanism, which is the physical mechanism
involved in the majority of semiconductor nanowires grown either by MBE or
MOVPE reactors, has been described. An up-to-date review of growth mod-
els has been developed. Nanowire modeling fits in the frame of the nucleation
theory of growth for semiconductor crystals, but adapted to the special envi-
ronment provided by the liquid droplet from which the nanowires grow. First,
the relation between supersaturation and growth rate and how it enters in the
probability to form a given nucleus has been briefed. Then, the origin of the
polytypism on the growing nanowires has been explained with a nucleation
model that accounts for the different nature of the critical nucleus between the
ZB and WZ phases and the probability to form such nuclei depending on the
nucleation spot at the interface between the liquid droplet and the solid. In
III-V semiconductor nanowires, if nucleation takes places at the center of the
interface, the ZB phase is favoured. Otherwise, both phases can appear, with
higher probability to form WZ nuclei at higher supersaturations. Following
that, a review of the kinetic models accounting for the growth rate of gold
catalyzed semiconductor nanowires has been carried out. Starting from the ini-
tial models, the influence of the Gibbs-Thomsom effect was found to limit the
growth of smaller nanowires despite larger ones. More recent models explain
the experimentally observed opposite behaviour, smaller nanowires tend to grow
faster and this is a consequences of the larger diffusion fluxes from the substrate
to the nanowire. Finally, it has been shown for self-catalyzed semiconductor
nanowires that there is a different limiting factor for the growth rate, which is
related to the incorporation of group V species into the liquid droplet. As the
liquid droplet is made entirely of group III species, the growth rate is linearly
dependent on the amount of group V species that reaches it, considering that
the droplet supplies enough group III material to grow the nanowire. In the
last section, it has been proved that, for self-catalyzed nanowires, it is possible
to reach a dynamical regime during growth in which the balance between the
absorption-desorption fluxes and diffusion fluxes tends to stabilize the volume
of the droplet to a fixed, critical value, so that all nanowires finally show the
same morphological aspect-ratio. This has been termed as self-equilibration
regime and could have far reaching consequences for the absolute control of the
dimension and crystal shape of an ensemble of nanowires.

Even though the nucleation and kinetic models have successfully explained
the main observed trends between nanowire morphology, crystal structure and
growth conditions such as V/III ratio or temperature, they usually stand on
many uncertainties, as they depend on several unknown parameters such as the
concentration of atomic species in ternary alloys or the interfacial energies be-
tween the nucleus and the growing nanowire. Also, the interface between the
liquid and the growing nanowires can hardly considered to be ideally flat, with
the liquid droplet pinned at the TPL on the top facet of the nanowire. The more
general case has to consider the situation for which the droplet wets the lateral
facets and the growth regime is developed in several steps with the formation
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of truncated facets in the edge of the nanowire-liquid interface prior to the for-
mation of the top-facet of the nanowire [76]. There are two additional modeling
schemes accounting for these factors: First, Tersoff and Schwarz have developed
a continuum model that simulates the dynamical evolution of the nanowire mor-
phology, considering the dependence of the growth rate on supersaturation and
how it changes with the balance of forces at the TPL when the nanowire is
growing[77][78]. Second, Krogstrup et.al have developed an advanced model
based on kinetic transition-state theory [40]. Additionally, nanowire growth is
considered to proceed in a steady-state regime in which the nanowire material
supply is always guaranteed by the sufficiently large time between nucleation
events, so that, whenever a nucleation takes place, it is not affected by the pre-
viously grown monolayers. This is also an ideal-case assumption, as nucleation
events hold anti-correlation between them, so the formation of a new nucleus
affects the delay time for the formation of the next one, as studied in [79] and
[80].

For the following chapters, several aspects relating the surfaces of III-V
nanowires will be studied, using STM and optical spectroscopy. It is there-
fore necessary to understand what growth related mechanisms might influence
the nanowire surfaces, which can, ultimately, delimit what is the observed mor-
phology, atomic structure and underlying electronic state on the sidewalls of the
nanowires.
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Chapter 2

Characterization techniques

2.1 Scanning Tunneling Microscopy

2.1.1 Introduction

In the first part of this section, the mechanism responsible for tunneling trans-
port of electrons between different materials will be discussed, illustrated by the
main physical parameters governing the tunneling effect as well as how they are
used to create a scanning tunneling microscope (STM).
- Tunneling.
The energy necessary to extract an electron from a metallic surface is the dif-
ference between the Fermi energy level of the metal in which the electron is
bounded and the energy of the vacuum level, in which the electron is considered
a free particle. This energy difference is called the work-function of the metal,
and it is represented as: φ. Its magnitude is of the order of a few electron-volts,
for example, around 5.2 eV for gold and 4.5 eV for silver (The exact work-
function depends on the crystalline structure of the surface). When two metals
are faced in very close proximity, in the sub-nanometric range, the difference
between the work-functions of the two metals acts as an energy barrier. Classi-
cally, electrons with an energy less than the barrier should not pass, and thus no
electrical current can be produced, unless the work necessary to cross the barrier
is provided by an external source ; for example, a battery creating a large volt-
age difference between the metals to force the thermoionic emission of electrons
from one metal to another. Nonetheless, it is found experimentally that when
two metals are put together at nanometric distances and very low voltage dif-
ference between them, a small but detectable electron current is produced. The
origin of this current is a purely quantum phenomena which is called tunneling
effect. The tunneling effect is a consequence of the wave nature of electrons at
the atomic scale. In a STM, a metallic tip is brought at nanometric distances
to the surface of a metal or of a highly conductive sample. Even though the
energy barrier is larger than the energy of the electrons (the Fermi energy), the
wavefunction of the electrons does not completely vanish at the interface be-
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tween the surface of the tip and the vacuum, as there is a small probability that
the electron can be outside the metal, or equivalently, the wavefunction tails
into the vacuum. This way, for a given distance d, and a voltage V, between
the tip and the surface, the electron wavefunction of the tip can overlap with
the electron wavefunctions of the surface, opening a transmission channel if the
quantum transition rules for electrons are fulfilled. As found in many quantum
physics and STM textbooks [81][82][83], the transmission probability for tun-
neling can be obtained in a 1D geometry by solving Schrödinger’s equation for
a free electron in a constant potential. The tunneling junction is approximated
by a square barrier (vacuum) with an energy higher than the electron energy at
the tip/sample, such as the one depicted in figure 2.1. The zero of energies is the
Fermi level of the sample, the electrons in the tip are at an energy eV higher than
the sample. The magnitude of the barrier is then approximated by an effective
barrier height given by φ̄ = (φtip +φsample)/2− eV/2. The width of the barrier
is the distance d between the tip and the sample. Solving 1D-Schrödinger’s

ddTip Sample

eV

ftip
fsample

EF,SAMPLE

EF,TIP T(f,E,eV,d)

Figure 2.1: Sketch of the energy diagram of a tunneling junction. The main parameters and
energy scales involved in the process of tunneling of an electron from the filled energy levels of
the tip at a larger energy potential (eV) to the empty level of the sample are outlined in the
figure. The transmission probability depends on the tunneling distance, d, as well as on the
tunneling barrier height, which depends on the effective barrier height formed by the vacuum
energy levels of tip and sample, approximated by a square barrier (in dashed red line in the
figure).

equation in the three regions (tip, vacuum and sample) and matching the wave-
function continuity at the boundaries, the transmission probability for electrons
having an energy (E) in the range E = [EF,sample, EF,sample + eV ] is given by
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the following expression:

T (E, V, d) ∝ exp
[
−2d

√
2m
~2 [(φtip + φsample)/2 + eV/2− E]

]
(2.1)

In equation 2.1, m is the mass of the electron and ~ is the reduced Planck’s
constant. There is a direct exponential dependency between the transmission
probability for tunneling and the distance between the tip and the sample,d.
The tunneling current between tip and sample is directly proportional to this
transmission factor. Thus, changes as small as few picometers in distance will
result in exponentially amplified or decreased tunneling currents. This is the
most important factor determining the applicability of the STM as an ultrasen-
sitive surface corrugation probe, as will be explained in the next paragraph. It is
also important to note that the transmission probability depends on the applied
voltage between the sample and the tip. Looking at figure 2.1, all the electronic
states at the tip in the bias window (range of energies between EF,sample and
EF,tip) can take part in the tunneling current, but the electrons closer to the
Fermi level of the tip have a reduced barrier height, and thus can tunnel with
higher probability. Furthermore, this approximation for the transmission proba-
bility considers that the energy is conserved, corresponding to elastic tunneling.
There are also inelastic tunneling processes, which are important to track inter-
actions between electrons and phonons. But they are observable only at very
low temperatures. These processes are not studied in this work and will not be
further explained.
- Scanning.
As seen in the previous paragraph, the transmission probability for electrons
to tunnel between the tip and the sample is exponentially dependent on the
distance between them. Then, if the tip is brought in proximity to the sam-
ple and moved laterally along its surface at a constant distance and voltage
from it, nanometric changes in the morphology of the surface, as for example
the presence of terraces in a given crystalline surface, will change this distance
between the tip and the sample, resulting in a exponential change of the tun-
neling current. The tunneling current variations, in the nanoampere range, are
amplified and converted to voltage (with a current-voltage converter). Tunnel-
ing current images are composed by recording all the changes in current when
the tip scans a portion of the surface. The changes in tunneling current are
transformed to changes in height with equation 2.1, allowing to reconstruct the
topology of the surface, that is, scanning the surface. This method of scanning
is called constant height mode. The tip is moved by coupling it to a piezo-
electric material, which are non-centrosymmetric crystals with oriented electric
dipoles along a given crystalline direction. If such a material is polarized with
a large voltage, the electric dipoles rotate, inducing strain in the atomic struc-
ture, which finally results in nanometric elongations or contractions of the whole
piezoceramic piece. For STM, the piezoceramic materials used are ceramics of
the family of the PZT (lead zirconate titanate ceramics) [84]. To achieve a fine
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tuning on the movement of the tip, a tube shaped PZT is coupled to the tip,
as shown in figure 2.2. If the material is properly calibrated, it is possible to
precisely move the tip in the XYZ directions by applying voltage differences
between four separated metallic pads conformally sticked to the outer ring of
the tube and an inner metallic pad in the inner ring of the tube. The differ-
ent voltage combinations between the metallic pads allow to induce nanometric
deformations in the piezoceramic and thus to extend/shorten the tube and as
such the distance between the tip and the sample as well as to deflect/elongate
one side of the tube with respect to the other to be able to move laterally the
tip along the surface. The problem with the constant height scanning mode is
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Figure 2.2: a) Sketch of the tunneling junction and feedback controlling circuit in a scanning
tunneling microscope. The sample is represented as a series of two atomic planes in a square
lattice. The metallic tip scanning the sample is represented ideally with a conical shape, and
a sharp, needle-like end pointing towards the sample. The piezo-electric tube is coupled to the
tip. The electric circuit set a bias voltage between the tip and the sample. Then it collects
the tunneling current from the tip and amplifies it. After the current is compared in the
feedback controller circuit, a voltage is fed to the piezo-tube in order to change the tip-sample
separation and maintain the current constant. b) STM image of a clean Ag(111) surface taken
in the constant current scanning mode. The surface is composed by a series of stacked terraces
with irregular shapes. The color scale represents the height. V bias = −1V ,Itunnel = 10pA

that the surface is normally sloped with respect to the tip and the morphology
of the surface is not known, which can result in crashes of the tip against the
sample when the scanning is performed at distances larger than few nanometers
or in rough samples. It is then necessary to use a feedback mechanism in order
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to control the distance between the tip and the sample. This is done with the
constant current scanning mode, which is the basis of the use of a STM as a
surface scanning device. The working principle is depicted in figure 2.2 a. A
bias voltage is set between the tip and the sample, a tunneling current in the
nanoampere range is detected, amplified and converted to voltage. This tunnel
current is compared to a fixed reference set by the STM user, which is called
setpoint current. The difference between the reference and the detected current
is fed to high-voltage amplifiers controlling the elongation of the piezo-tube and
thus the distance between the tip and the sample. When the tunneling cur-
rent is compared to the reference, a digital or analog (depending on the model
of STM) PID controller (proportional integrator derivator controller) tries to
maintain the current constant at the reference value. This way, if the tip scans
along the sample and the distance between both electrodes is reduced as a result
of a morphology change such as an atomic step, the tunneling current increases,
but the feedback controller reacts by increasing the voltage in the piezo in order
to separate the tip until the detected current is similar to the reference. Then,
the changes in the voltage applied to the piezoceramic tube to shorten/extend
it in order to keep a fixed current follow the topography changes encountered
by the tip scanning the surface, reproducing a topographical image of it. As an
example, in figure 2.2 b, the topography of the (111) crystallographic surface of
silver was acquired in the constant current mode. The changes in height applied
to the piezoelectric tube in order to keep the current constant are transformed
to a false-color scale in which the darkest colors reproduce the deepest point of
the images while the brightest color, the highest point. The image represents a
series of steps, or step bunching along the surface of silver.
- Microscope.
The feature that makes STM such a powerful characterization tool is the ability
to discriminate not only the morphology of a surface but also, when the scan is
performed under stable enough conditions on flat, clean and conductive surfaces,
the atomic structure of the surface. To be able to understand what produces
the tunneling current while scanning a crystalline surface and what information
is obtained, it is useful to depict a more complete expression for the tunneling
current in a general case, extracted from Bardeen’s tunneling theory[82], in the
approximation of zero temperature:

I = 4πe
~

∫ eV

0
ρtip(E − eV )ρsample(E)T (E, V, d)dE (2.2)

In equation 2.2, ρ is the density of states of the tip or sample at a given energy
E, while T is the transmission factor of equation 2.1. The tunneling current
flowing between the tip and the sample at a fixed distance d and voltage V
arises from the product of the density of states between the tip and the sample
weighted by the transmission probability at any given energy and integrated
along the available energy states opened by the polarizing bias. The factor
(E − eV ) appearing in the density of states of the tip means that when the
polarizing voltage (bias) is positive (negative), the Fermi level of the tip is
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shifted above (below) the Fermi level of the sample, and the integration range
is then from 0 ((E = EF,sample = 0) to eV (E = EF,tip = EF,sample + eV =
eV ), as depicted in figure 2.1. In general, the three factors taking part on the
magnitude of the tunneling current have to be considered for every surface that
is scanned in order to interpret the images. On the surface of materials, there
are electrons bounded to the adatoms at different states. If these states are
localized approximately at the same position as the atom, as the tip is moved
along the surface, the tunneling current increases when the overlap between the
states of the tip and the sample is maximum (that is, when the tip is right on
top of the atom) and decrease otherwise. As the tip is moved along a chain
of atoms, the tunneling current increases at the atomic positions, the feedback
mechanism operates on the transmission factor by increasing or decreasing the
distance through the piezo-tube elongations. If the density of states of the tip
is considered approximately constant, the changes of tunneling current are then
directly ascribed to the spatial changes in the density of states of the sample at
a given bias. Thus the STM image of a crystalline surface reproduces, rather
than the atomic positions, the positions at which the density of electronic states
of the sample is larger, in the energy range allowed by the bias voltage and with
a transmission factor set by the voltage, distance and barrier height.

An example of the atomic contrast observed in the STM image of a crystalline
surface, relevant to this work, is found when scanning the (110) surface of GaAs,
as showed in [85]. GaAs is a III-V semiconductor with a ZB structure. If a GaAs
film is grown along the <100> direction, it is possible to mechanically cleave the
film in UHV, accessing the non-polar (110) surfaces with STM. In this surface,
the topmost Ga and As atoms are stacked in zig-zag rows forming an almost
ideal truncated bulk (110) ZB plane (figure 2.3 c). But as the Ga and As atoms
have different electronegativity, there is a small charge transfer from the Ga
atom to the As atom, producing a small buckling of the As surface atoms with
respect to the Ga surface atoms. As a consequence, the spatial distribution of
the electronic states occupied by the electrons in the (110) surface is centered
around the As atoms while the empty states are centered on the Ga atoms.
Then, when scanning the (110) surface of GaAs with a STM tip at negative
voltage (thus probing the occupied states of the sample, which are the valence
band states and the surface occupied states), the maximum contribution to the
tunneling current will arise from the As surface states and thus the contrast in
the image will give the information about the position of the As atoms (figure
2.3 a). When the scan is performed at positive voltages (thus probing the empty
states of the sample, or conduction band states and surface empty states), the
maximum contribution to the tunneling current arises from electrons of the tip
transferred into empty states of the Ga atoms, and thus at different positions
with respect to the As atoms (figure 2.3 b). Is is only when combining the STM
images taken at positive and negative voltages that a complete structural image
of the surface can be composed. Finally, it is noticed that in equation 2.2 the
temperature is not considered, in order to account for this factor, it is necessary
to include the occupation probability for electrons via the inclusion of a factor

53



Figure 2.3: Cross Sectional STM image of the (110) surface of GaAs acquired at positive
sample voltages of 1.9V (a) and negative sample voltages of -1.9V (b). c) Schematic top view
of the atomic structure of the GaAs(110) surface, with the gallium atoms represented by solid
circles and the arsenic atoms by open circles. The square line on figures a),b) and c) represents
the surface unit cell. It is seen that at positive voltages the tunneling current arises mainly
from the gallium surface atoms while at negative voltages it is produced by the arsenic surface
atoms. Extracted from [85]

in the integrand, accounting for the difference in the Fermi-Dirac distribution
function between the tip and the sample, which has the effect of broadening the
distribution of electronic states available for tunneling.

2.1.2 Theory of STM
In the last section, equations 2.1 and 2.2 have been used to illustrate the working
principles of a STM, and to intuitively understand the important parameters in
play when STM imaging is performed. Both expressions are approximations of
a more general case involving three systems: the sample, the vacuum and the
tip, whose wavefunctions have to be known precisely at all positions in space
in the range of energies of interest to interpret the STM results. To simplify
the problem, several approximations have to be considered to be able to obtain
a good understanding of the STM imaging without having to simulate the full
system. It is the purpose of this section to show the two most used models to
interpret and simulate STM images and spectroscopy measurements.
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- Bardeen’s Tunneling Theory.
Equation 2.2 was obtained prior to the invention of STM to analyze the experi-
ments of tunneling spectroscopy between metals by Bardeen. Obtaining the full
solution for the wavefunction of the system composed by the tip, the sample
and the vacuum is very complex. Bardeen’s approach divides the problem in
two regions split by the vacuum, with a solution of the Schrödinger’s equation
independently obtained in this two subsystems: sample+vacuum (ψsample) and
tip+vacuum (ψtip). Then, applying perturbation theory, the transfer rate(w)
of an electron from an energy level of one subsystem (Etip,i) to the other
(Esample,f ) is given by Fermi’s golden rule [81]:

wtip,i→sample,f = 2π
~
|Mfi|2 δ(Esample,f − Etip,i) (2.3)

Where δ is the Dirac delta-function and Mfi is the transition matrix element
between states f and i, given by:

Mfi = h2

2m

∫
S

[
ψtip,i(r)∇ψ∗sample,f (r)− ψ∗sample,f∇ψtip,i(r)

]
dS (2.4)

In the last equation, the integral is performed at an arbitrary surface at the
separation region between the tip and the sample. Summing-up the transition
rates between the wavefunctions of the different energy levels of the tip and the
sample and multiplying by the charge of the electron and the spin degeneracy
(×2e), the tunneling current is obtained as:

I = 4πe
~
∑
i,f

|Mfi|2 δ(Esample,f − Etip,i) (2.5)

Finally, considering the properties of Dirac’s delta-functions and the formal
expression for the density of states as a function of energy :

ρ(E) =
∑
n

δ(E − En) (2.6)

The expression 2.5 (counting only the states in the bias window and at 0K),
leads to the equation 2.2. Details of this derivation can be found elsewhere
[82][83].
- Tersoff-Hamann Approximation.
While equation 2.2 and its implication for STM have been explained in the
introduction. It is not straightforward to understand the different role played
between the sample and the tip in a STM that makes possible the interpretation
of an STM image contrast as arising mostly from the electronic distribution on
the sample. In principle, the wavefunctions of the tip and the sample enter sym-
metrically in equation 2.4. But in STM, the sample is a crystalline surface with
the atoms periodically arranged while the tip is a sharp conical metal, ideally
with a point-like end in which all the interactions are produced, in principle,
between the sample and the closest atom to the tip. This asymmetry was used
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by Tersoff and Hamann to simplify Bardeen’s Model as well as to gain a more
intuitive picture of the tunneling process [86].

Starting from equation 2.5, the sample wavefunctions are expanded as sur-
face periodic Bloch functions with the z-component of the wavevector being
complex and tailing into the vacuum. The apex of the tip is approximated by
a metallic sphere with center of curvature ro and radius R at a fixed potential,
whose wavefunction is the groundstate solution of Schrödinger’s equation in a
spherical well of constant potential (s-like solution):

ψtip,i ∝ κReκR(κ|~r − ~ro|)−1e−κ|~r− ~ro| (2.7)

In equation 2.7, κ is the inverse of the decay length of the wavefunction in
vacuum, which depends on the barrier height set by the different work-functions
between the tip and the sample.

Inserting equation 2.7 as well as the surface Bloch wavefunctions in equation
2.5, it is then possible to evaluate the matrix element to obtain a final expression
for the tunneling current proportional to [86]:

I ∝
∑
f

|ψsample,f (~ro)|2δ(Ef − Ei) (2.8)

This equation implies that the tunneling current is directly proportional to the
sum of the sample wavefunctions evaluated at the center of curvature of the
spherically-symmetric point-like metallic tip. In other words, the tunneling cur-
rent at each position of the tip with respect to the sample is proportional to the
density of states of the sample evaluated at the center of curvature of the tip
and sample at the energy of the tip Ei. Using the Tersoff-Hamann approach it
is then natural to interpret the role of the tip in STM imaging as a point-like
probe of the wavefunctions of the surface evaluated at its apex, and thus, at a
given distance between the tip and the sample.
This approach is one of the most used approximation to interpret and under-
stand STM images at various polarizing voltages. As long as the tip wavefunc-
tion is considered to be a s-like solution of Schrödinger’s equation, it is only
necessary to calculate the distribution of states on the surface (using any suit-
able simulation method) to be able to reproduce the experimental STM image.
However, not always the tip can be approximated by s-like spherical wavefunc-
tions, and the total wavefunction has to be expanded with higher order solutions
of the Schrödinger equation on the tip (p-like or d-like) to obtain a more accu-
rate description of the tunneling current. Details of this expansion can be found
in the book of Chen [82].

2.1.3 STM spectroscopy

So far, it has been shown how the STM is used to probe the topography as
well as the atomic structure of the surface by scanning the metallic tip over
it. It is also possible to perform spectroscopy. The STM user can control the
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tunneling current, the distance and the voltage between the tip and the sample.
Inspecting equations 2.1 and 2.2, it is seen that the unknowns are then the
densities of states of the sample and the tip and the barrier height. Then,
varying one of the user accessible STM parameters while keeping the others
fixed or free to change, can give access to the unknown parameters in equation
2.2. This is the basis of the STM spectroscopies.

For example, the transmission factor of equation 2.1 entering in the expres-
sion for the tunneling current varies exponentially with the distance between
the tip and sample multiplied by a square root factor including the voltage and
the effective barrier height. If the tip-sample distance is ramped up with the
piezo-tube and the tunneling current is stored as a function of the distance while
keeping the voltage constant, the curve of the tunneling current as a function of
distance will vary exponentially. By plotting the logarithm of this current with
respect to the distance, it is possible to extract the square root factor entering
in equation 2.1 to obtain the effective barrier height. The work-function of the
sample can be obtained if the work-function of the tip is known. This is called
current versus distance spectroscopy or I(Z) spectroscopy, this kind of experi-
ment was used as a proof of concept in the first published paper describing the
possibility of building a STM, published by Binnig and Rohrer in 1982 [87].
-I(V) spectroscopy.
Inspecting equation 2.2, if the tip is kept at a given distance from the sam-
ple (without applying a height controlling feedback) and the voltage is ramped
from negative to positive values, the Fermi level of the tip will be shifted up or
down with respect to the Fermi level of the sample. The tunneling current is
measured at each voltage. Looking at figure 2.2, at positive voltage, electrons
can tunnel from the tip in a range of energies within the bias window giving
a current proportional to the empty density of states of the sample, while at
negative voltages, electrons occupying the filled states of the sample within the
bias window can tunnel to the tip giving a current proportional to the filled
density of states of the sample. This is the basis of the current versus bias
spectroscopy or I(V) spectroscopy, which is a powerful spectroscopy method
to obtain information about the density of states of the sample to be studied.
This approximation is valid as long as it is considered that the density of states
of the tip is almost constant (and thus only contributes to the current with a
proportional factor). Also, the transmission factor depends on the voltage and
its effect has to be taken into account in order to get a meaningful signal.

To numerically show the information obtained performing I(V) spectroscopy
is useful to start from equation 2.2 and check how the tunneling current changes
when the voltage is varied:

dI
dV = 4πe

~
d
dV

∫ eV
0 ρtip(E − eV )ρsample(E)T (E, V, d)dE

= 4πe
~ [eρtip(0)ρsample(eV )T (eV, V, d)] +

∫ eV
0

∂ρtip(E−eV )
∂V ρsample(E)T (E, V, d)dE

+
∫ eV

0 ρtip(E − eV )ρsample(E)∂T (E,V,d)
∂V dE

(2.9)
The right-hand side of equation 2.9 is composed of three terms: the first one is
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proportional to the density of states of the sample at the energy eV multiplied
by the constant factor eρtip(0) and by the transmission factor T (eV, V, d). The
second one varies as the derivative of the density of states of the tip with the
voltage. So in the approximation of constant density of states of the tip it can
be considered to be very small. The third term is equal to the tunneling current
multiplied by a constant factor resulting from the derivative of the transmission
factor with the voltage.
As the transmission factor changes when the voltage is varied, one useful nor-
malization of the dI/dV signal to get values related with the density of states is
to divide the derivative by the current over voltage, in order to get the following
expression, after arranging terms, from equation 2.9:

dI
dV
I
V

∝
ρsample(eV ) +

∫ eV
0

1
T (eV,eV )

∂
∂eV T (E, eV )ρsample(E)

1
eV

∫ eV
0

1
T (eV,eV )T (E, eV )ρsample(E)dE

(2.10)

The second term of the numerator divided by the denominator is a slowly vary-
ing function acting as a constant background that can be discriminated from
the voltage varying density of states. The signal obtained with this normaliza-
tion is directly proportional to the density of states of the sample, which is used
in current versus voltage spectroscopy to analyze the electronic properties of
surfaces.

The utility of this spectroscopy is that it gives information about the density
of states locally. As the tip can be moved along the surface with very high pre-
cision, it has an enormous variety of uses in surface science and nanotechnology.
As for example: to characterize the atomic structure of the surface and the dif-
ferent role played by the dangling bonds in the reconstruction of semiconductor
surfaces [88], or to study the electronic properties of defects as well as the posi-
tion of the charge transition levels with respect to the Fermi level of the sample
[89], to study surface states of metals forming standing waves as in silver [90]
or to tunnel resonantly trough the discrete states of adsorbed molecules on the
surface of metals [91], to select just a few.

However, when the sample is a semiconductor with a large band-gap, addi-
tional features need to be considered. For example, when the voltage window
lies within the band-gap there are no states to tunnel into and the tunneling
current goes to zero. In this case, the derivative of the current dI/dV will be
null as well, but it will go to zero slower than the current, so that the normal-
ized signal, equation 2.10, can contain singularities in the band-gap edges. This
effect is softened, with a different normalization, by convoluting the tunneling
current signal at every voltage with a voltage dependent exponential function,
such as exp(−(V ′ − V )/∆V ) [92]. This way, the steep change in tunneling cur-
rent close to the band gap is smoothed and there are no singularities in the
normalized curve. However, if there are resonant peaks from electronic states
in the spectroscopy curve, they will be also smeared out and appear less sharp
in the normalized curve, but not shifted in position. The factor ∆V in the
exponential has to be optimized to find a good compromise between obtaining
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a sharp curve with well defined spectroscopic features but without artificial sin-
gularities close to the band edges. A good compromise value is to use a ∆V
equal to the band-gap of the material.

Also, when the sample is a semiconductor with a large bandgap and a low
conductivity, the distance at which the tip is set with respect to the sample
when performing the spectroscopy is important. In order to gain sensitivity to
tunnel into/out of states close to the band edges, it is necessary to approach the
tip closer to the sample to increase the transmission factor. But at very short
distances, and when the voltage increases beyond the band-gap window, the
number of states available for tunneling current can increase in such a way that
it overpasses the amplification range of the current converter, saturating the
electrical signal. To overcome this problem and increase the dynamical range of
the measurement, a varying voltage is applied to the piezoceramic tube while
performing the spectroscopy. This is done in such a way that the distance be-
tween the sample and the tip decreases at lower voltage where high sensitivity
is required while it increases when the voltage increases again, as described in
[92].
-Lock-In Technique
When performing I(V) spectroscopy, the tunneling current signal is obtained
as a function of the varying voltage. The current has to be amplified by a
current-voltage converter that amplifies as well the electrical noise during the
experiment. If the numerical derivative of the I(V) curve is performed, the den-
sity of states of the sample is recovered. However, the signal-to-noise ratio can
be very poor and masked by the noise and therefore the spectroscopic features
hard to distinguish. A solution is to use the Lock-In Technique, that is a tech-
nique in which the derivative of the tunneling signal, dI/dV , is obtained directly
at the same time as the current, and with a very high signal-to-noise ratio.

The working principle of the Lock-In Technique is based on the properties
of the harmonic functions. For example, taking two arbitrary cosine signals,
Sref = Acos(ωref t+ ϑ) and Smod = Bcos(ωmodt) oscillating at the frequencies
ωmod and ωref and with the phase difference ϑ, and multiplying them, the
following product is obtained:

Sref × Smod = 1
2AB(cos((ωref − ωmod) + ϑ) + cos((ωref + ωmod) + ϑ))

If the frequency of both signals is equal ωref = ωmod, the product transforms
to a constant, phase-dependent term, 1/2ABcos(ϑ), plus a term oscillating at
the sum of frequencies, 1/2ABcos(2ωref + ϑ). Then, if a low-pass filter with
a threshold frequency lower than ωref is applied to the signal, the remaining
signal is only the constant term, containing information about the phase and
the amplitude of both signals.

In the case of STM, the Lock-In Technique is implemented with an elec-
tronic circuit that does exactly what has been described in the previous para-
graph. The tunneling current has to be modulated periodically, this is done
when performing STM spectroscopy by adding a small harmonic signal to the
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bias voltage, at a given frequency (ωmod) and with a very slow amplitude(Vmod),
such that the voltage applied between the tip and the sample is V = Vbias +
Vmodcos(ωmodt+ ϑ), and the tunneling current (in first-order approximation):

Imod(Vbias +Vmodcos(ωmodt+ϑ)) ≈ I(Vbias) + dI

dVbias
Vmodcos(ωmodt+ϑ)) + . . .

A reference signal with the same frequency as the modulated signal is generated
in the Lock-In circuit, R = Acos(wmodt + ϑr). Both signals, the reference and
the modulated current, are passed through a multiplier circuit. The multiplied
signal is composed of several periodic harmonic terms varying as multiples of
the reference frequency as well as a constant term directly proportional to the
derivative of the current with respect to the voltage and the phase difference:
1
2A

dI
dVbias

Vmodcos(ϑ− ϑr)). If the multiplied signal is passed trough a low-pass
frequency filter, this term can be sorted out from the frequency varying terms
to directly obtain the dI/dV signal. A phase shifter is also added to the Lock-
In circuit to change the phase of the reference signal and optimize the phase
difference with respect to the modulated signal to obtain a higher amplitude.

The modulated tunneling current signal is computed as a sum of harmonic
functions containing not only the current signal, but all the noise contributions
to the signal oscillating at various frequencies (generally different from ωmod).
All these terms are amplified by the current-voltage converter, but the reference
signal “locks” the term containing only the first-derivative response, which can
be sorted out by low-pass filtering, thus leaving out all the noise signals with
harmonic response different than ωmod.

2.1.4 STM on semiconductor surfaces: Band Bending

When a polarized metallic tip is brought at tunneling distances from a metal-
lic sample, a strong electric field is developed across the junction. Inside the
volume of a metal, there is no net charge and the voltage is held constant. As
the metallic tip approaches the sample, there is a redistribution of charge in
the surface which screens the electric field so that the sample is kept at zero
potential. The tip reacts as well screening the surface charges in order to keep
the tip at the polarizing voltage. Then, the voltage between the tip and the
sample is well defined. This is not the case when the metallic tip is facing the
surface of a semiconductor material. Depending on the sign of the voltage and
type of doping, there might be not enough free charges in the semiconductor
to screen the voltage and part of it is dropped inside the semiconductor, thus
shifting in energy the position of the surface states. This effect is known as
tip-induced band bending (TIBB) and can have a significant effect on the shape
and energetic profile of the spectroscopic curves obtained with STM.

In general, even when the tip is close to the semiconductor at zero volt-
age, there will be a difference in electrostatic potential due to the different
work-functions, which is called contact potential. This effect already creates
a band bending at the surface whose sign depends on the magnitude of the
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work-functions. The contact potential can be expressed as:

∆Vc = φm,tip − χ− (Ec − EF,sample) (2.11)

In which, φtip is the work-function of the tip and χ the electron affinity of
the semiconductor. Then, the electrostatic potential of a polarized tip-sample
junction (V ), with the origin of potential at a point far deep inside the bulk
semiconductor, is:

∆φtip = eV + ∆Vc (2.12)

To estimate the magnitude of the Tip Induced Band Bending is necessary to
solve Poisson’s equation in the 3D geometry formed by the tip and the sample.
In the calculation, the boundaries of the potential are the value of the electro-
static potential of equation 2.12 at the tip, and the position of the Fermi level
(the zero energy reference) in a point inside the semiconductor not influenced
by the band bending. A very complete solution to this problem is treated by
Feenstra in [93], in which the Tip Induced Band Bending of a tip-semiconductor
junction is exactly solved for a 1D case. In general, however, knowing the three-
dimensional potential distribution in the tip-sample junction is necessary to cor-
rectly describe the band bending. The approach proposed in [93] is to integrate
the three-dimensional Poisson’s equation using a finite-differences discretization
scheme in a system of coordinates appropriate to the problem. Furthermore,
it requires to take into account that the Fermi-level of the semiconductor at
the surface is not well defined as it changes with the band-bending, thus it is
necessary to solve the equation using a self-consistency algorithm.

This approximate solution of Poisson’s equation is obtained in [93], allowing
to represent maps of the distribution of voltage between the tip and the semi-
conductor. In figure 2.4d, equipotential lines of the voltage between the tip and
the surface are depicted, where it can be seen that the potential penetrates into
the semiconductor region, with a maximum at the closest point from the apex of
the tip. The potential at this point is denoted φ0. Once the potential problem
is solved, the effect of the band bending on the position of the electronic states
of the sample can be approximated as a shift in the position of the levels by:

E − EF,sample = eV − φ0 (2.13)

A band diagram sketching this effect is depicted in figure 2.4a, where the poten-
tial of the tip is higher than in the sample and the semiconductor band bends
upwards. As the voltage increases, the magnitude of φ0 increases as well. For
example, on a n-type semiconductor as the one shown in figure 2.4a, if the
band bends upwards, the surface becomes depleted of electrons. The tunneling
electrons from the tip encounter a positively charged surface and no current is
produced unless the voltage is further increased to overcome this barrier. Then,
the apparent band-gap measured by the spectroscopic experiment is larger than
the real band-gap of the material.

More considerations rather than solving Poisson’s equation have to be taken
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Figure 2.4: a) Schematic diagram of energy bands of a tunnel junction between a metallic
tip and a semiconductor sample. The conduction and valence bands are denoted as EC and
EV . The tip-induced band bending produces and upward bend of the semiconductor band
at the surface, the amount of band bending is characterized by the difference in electrostatic
potential energy between the surface and the bulk of the semiconductor (φ0). The tip is at an
applied potential eV with respect to the semiconductor. b) and c) show quantum effects that
affect the tunneling current as a result of tip induced band bending. In b), an inversion current
of electrons is produced as the Fermi level of the semiconductor crosses the conduction band.
In c), localized quantum states in the surface can be produced as a result of the accumulation
layer on the surface. d) Simulation of the electrostatic potential distribution (lines defining
constant potential regions across the junction) produced by a metallic tip on a semiconductor
surface. The TIBB is calculated by discretization of Poisson’s equation as in [93], with an
hyperbolically shaped tip with radius (R) of 30 nm, distance to the sample (s) of 1nm and a
n-type doping concentration of 1× 1016cm−3. Extracted from [93][94].

into account to properly characterize tip-induced band bending: First, in a
semiconductor, the atomic plane exposed to the surface generally suffers a re-
construction to reduce its surface energy. A distribution of surface states arises
in the surface as a consequence of the arrangement of unsaturated atomic bonds,
or dangling bonds. The energy distribution of states depends on the type of ma-
terial and surface reconstruction. It is generally dispersed through a range of en-
ergies in the band-gap (close or resonant to the band-edges or deep in the band-
gap). Furthermore, when the semiconductor is doped, there is a charge transfer
between the free electron/holes in the bulk material and the empty/filled sur-
face states which leads to the creation of a surface accumulation/depletion region
producing a band bending at the surface as a consequence of the rearrangement
of charges. This effect is known as surface induced band-bending. Nonetheless,
when the metallic tip of the STM is approached to any of such surfaces and a
potential difference is applied between the tip and the sample, the distribution
of potential that is already on the surface added to the potential drop produced
by the tip can affect the spectroscopic curve, the degree of which is dictated
by the distribution and charge of surface states. The effect of surface states
has to be considered and simulated for each semiconductor to be studied, and
extends not only to intrinsic surface states but also to extrinsic states (as the
boundaries between domains in (2x8) reconstructed p-type Ge(111) surface [95]
or the step states of GaAs(110) [96]). In [95], the effect of such surface states is
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included on the finite-differences algorithm that simulates the tip induced band
bending. The surface states are modeled as a thin, charged 2D sheet limiting
the vacuum and the surface, with a charge distribution that depends on the
position of the charge-transition levels. One important consequence of having
a large concentration of surface states is that they can screen the electric field
of the tip, thus reducing the amount of band bending. In such a situation, it
is said that the Fermi level of the surface is pinned by the defect states, while
when the material is semi-insulating and no surface states screen the electric
field of the tip, the tip induced band-bending can be large enough so that the
depletion region enters far into the semiconductor and no tunneling current is
detected [97], corresponding to a surface with the Fermi level unpinned.
Second, quantum effects derived from the tip-induced band bending can alter
the tunneling current detected in the spectroscopic measurements. Two of these
effects are presented in figure 2.4b and c. If the voltage of the tip produces a
very large band bending, it is possible that the the minority carrier band crosses
the Fermi level of the semiconductor, such that a tunneling electron current is
produced between the majority carrier band and the minority carrier band and
from there to the tip (figure 2.4b). This effect is known as inversion, and its
magnitude have to be considered in order to interpret its impact on the shape
of spectroscopic curves at large voltages. For example, it has been studied in
[95] at the (111) surface of p-type Ge. Also, when there is a surface accu-
mulation layer, as in figure 2.4c, the electrons might be confined in localized
states between the surface and the conduction band of the semiconductor. Res-
onances with these states can appear when the voltage along the tip varies in
a spectroscopic curve. Their energy depends not only on the properties of the
semiconductor but also on the shape of the tip and magnitude of TIBB. To
properly account for this effect in the simulation of an I(V) curve, it is nec-
essary to solve self-consistently the Poisson and Schrödinger equations taking
into account the contribution of these states to the tunneling current. As the
solution of the Schrödinger equation in the system involves advanced simula-
tion techniques, sometimes it is suitable to separate the semiconductor states
in the effective mass approximation for spatial directions parallel to the surface
and then solve the one dimensional Schrödinger equation in the perpendicular
direction to the surface. In this direction, there is a complex voltage profile
induced by the tip, which requires the use of numerical techniques to obtain
an exact solution, such as the shooting method, as described by Feenstra in
[98]. Additionally, there can be quantization also along the surface of the semi-
conductor, as on small heterostructures or quantum dots. Both cases has been
treated, with the appropriate solution of the Schrödinger equation in a confined
potential, in order to reproduce the spectra obtained in [99] to calculate the
band offsets in the presence of InGaP/GaAs heterojunctions or to measure the
electronic impact of InAs quantum dots in GaAs[100].
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2.1.5 Omicron LT-STM

The STM used to explore the samples studied in this work is an UHV low-
temperature STM fabricated by the company Omicron, now Scienta-Omicron
[101]. In figure 2.5, a picture of the Omicron LT-STM is presented. The STM

Figure 2.5: Picture of the Omicron LT-STM located in the basement of ISEN, at Lille.
Three square boxes with different colors surround the three main elements of which the STM
is composed: Analysis chamber (Red Line), Preparation chamber(blue line) and Fast entry
lock chamber (green line). The tower behind the STM holds the power supplies and controllers
for the different pumps, detectors and heaters installed in the STM.

is composed of three main stainless steel vacuum chambers, highlighted in the
figure by colored square boxes: the green square box surrounds the fast-entry
lock chamber (centered on the picture), while the sample preparation chamber
is highlighted by a blue square box (left side of the picture) and the red square
box corresponds to the analysis chamber in which the STM main stage is set
(right side of the picture).

The two main chambers, preparation and analysis, are pumped by the com-
bination of a turbo-molecular pump, an ion-getter pump as well as a titanium
sublimation pump (TSP). Each chamber holds three of these pumps in order to
achieve ultra high vacuum (UHV) independently. The fast-entry lock chamber is
pumped with the turbo-pump of the preparation chamber. Once high vacuum
is achieved with the turbo-pumps, the combination of ion-getter pumps and
TSP’s allows the system to maintain a base pressure of the order of P ≈ 10−10

Torr. The functions of each chamber can be summarized as:
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• Fast entry lock chamber: It serves as an auxiliary chamber to take
samples or tips in or out of the preparation chamber. The magnetically
fixed transfer rod contains three slots so that three samples/tips can be
transferred at each time. It is pumped by the combination of a rotary
pump as well as a turbo-pump. A mechanical gate valve connects it with
the preparation chamber.

• Preparation chamber: In this chamber the samples/tips are prepared
so that they are suitable to perform STM imaging/spectroscopy. The
preparation chamber contains a storage compartment with the capacity
to hold five tips/samples. Depending on the kind of samples, different
preparation routines are necessary. The main element of the chamber is
a XYZ manipulator, which contains a 3D movable heating stage in which
samples are placed. Just below the sample mounting slot of the heating
stage there is a resistive heating module composed of a tungsten filament
that is heated to increase the temperature of the samples by thermal con-
tact (max.heat power:60W). In the base of the stage, a type K (NiCr/Ni)
thermocouple controls the temperature on the stage. Furthermore, there
is a top contact in the upper part of the heating stage which can be coupled
with the Omicron sample holders in order to heat the samples by applying
a direct DC current through them (max.current 5A). The temperature of
the sample is controlled through an external pyrometer placed on a view-
port just on top of the heating stage. Also, there is an additional fixed
sample stage at the bottom of the chamber, just below the XYZ manipula-
tor. Finally, and ion-mass spectrometer is set on the preparation chamber
to gain control over the chemical environment of the chamber and also to
track different desorption processes occurring during the preparation of
the samples.
Semiconductor samples are annealed in the heating stage at high temper-
atures in order to clean the surface from pollution and oxide aggregates
as well as to induce surface reconstructions. For metallic surfaces, a com-
bination of cycles of annealing and ion sputtering is performed in order
to achieve a clean surface. For this, an ion-gun is placed at the bottom of
the chamber facing the heating stage at a fixed angle. The heating stage
can be turned upside down with the XYZ manipulator.
Sometimes it is necessary to perform sample preparations involving a me-
chanical contact between different substrates in UHV: For example, when
transferring vertically oriented nanowires from the as-grown samples to a
clean semiconductor surface on which they are deposited horizontally with
respect to the surface, or when the preparation of cross-sectional STM sur-
faces by UHV cleaving is necessary. In these cases, the fixed sample stage
is used. This secondary stage allows for direct current heating of the sam-
ples and can be put to face samples at the main heating stage in order
to perform the mechanical operations such as nanowire cleaving. Further-
more, it serves as an auxiliary stage to evaporate materials form this stage
to the surface of the samples placed on the main heating stage. In this
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LT-STM, there have been synthesized 2D solids such as Silicene[102] by
evaporating silicon from a Silicon (111) surface on a clean Ag(111) surface
in a controllable way as well as self-assembled molecular monolayers, by
heating a specially prepared sample with molecular powder to evaporate
different molecules on top of p-type Si(111)-B surfaces[103].
The preparation chamber is connected with the analysis chamber by a
mechanical gate valve.

• Analysis chamber: In figure 2.5, it can be seen that the analysis cham-
ber is somewhat larger than the other chambers, with a vertical tube-like
shape. This geometry serves to place the cryostats surrounding the STM
stage in the center in order to cool down the chamber, as well as to suspend
the whole stage with metallic strings to increase the mechanical stability.
Additionally, an eddy current damping system just below the STM stage
further assists in the stabilization against external vibrations. The cool-
ing system is composed of two cryostats. One outer cryostat, conformally
covering the STM stage in order to shield it thermally, and a smaller inner
one directly in contact with the STM stage to cool it down. The outer
cryostat is filled with liquid nitrogen, and the inner cryostat can be filled
with liquid nitrogen (to achieve 77K operation) as well as with liquid he-
lium (to go down to 4K). A heating resistor placed inside the STM can
be used to access intermediate temperatures in the range 4K-Room tem-
perature. The temperature is read with an inner diode glued to the base
of the stage.
Outside the outer cryostat, a carousel stage with seven slots serves to
transfer samples from the preparation chamber as well as a reservoir of
samples/tips. A wooblestick is used to introduce the samples/tips from
the carousel into the STM stage.
In the STM stage, the tip is mounted magnetically just on top of the
piezo-ceramic tube and below the sample. The coarse approach of the
tip is achieved with slip-stick inertial sliders, with traveling distances of 5
mm in the XY direction and 10 mm in the Z direction. The fine approach
is performed with a piezo-ceramic tube that supports the tip, with sensi-
tivities of 16 nm/V in the XY directions and 6 nm/V in the Z direction
for room-temperature operation and 2.8 nm/V in the XY direction and 1
nm/V in the Z direction for 4.2K operating temperature. The maximum
allowed voltage on the piezoelectric is ±140V . Just on top of the analysis
chamber, the SPM pre-amplifier (small metallic box on top-right of figure
2.5) is externally connected to the tip-sample circuit.

Finally, the tips used to characterize all the materials of this work are tungsten
tips, which were prepared in two steps: First, electrochemical etching outside
the STM with a procedure discussed in [104], and then annealing in UHV.
Briefing: A small tungsten wire is cut and placed into the Omicron tip holder.
The tungsten wire is immersed in a NaOH solution in which a DC voltage is
applied between the tip and the solution to create an ionic current. This current
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etches the immersed part of the tip, and the etching rate is higher close to the
triple phase contact point than to the end of the wire in such a way that it forms
a very thin neck. This neck is eventually broken by the weight of the remaining
immersed tip, leaving a very sharp tip with a crystalline apex. After the tip is
transferred to the preparation chamber of the LT-STM, it is annealed in UHV
in order to remove the oxide layer as well as residues of the electrochemical
etching.
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2.2 THz-Time Domain Spectroscopy

2.2.1 Introduction
The measurement of the physical processes occurring in the picosecond and sub-
picosecond time range on a semiconductor nanostructure relies on the use of an
ultrafast excitation source such as a femtosecond-laser. When a semiconductor
material is excited by a very short focused laser pulse in the femtosecond time
scale and with the main wavelength of the pulse at an energy equal or higher
than the semiconductor bandgap, a distribution of electrons will be excited to
the conduction band as well as holes in the valence band. Depending on the
type of material and geometry of the nanostructure, the distribution of electron-
hole pairs can be split and decay to equilibrium following different paths as a
result of radiative or non-radiative recombination inside the material having a
variable duration in the range of the picoseconds up to the nanoseconds. Also,
a fraction of the laser beam is separated spatially before arriving to the target
sample. This fraction of the beam, which depending on the experiment can be
called probe beam or sampling beam is then delayed with respect to the pump
beam by altering the optical path mechanically and subsequently targeted to
the sample or detector. Changing the delay between the pump and probe beams
and measuring the change of some physical properties of the sample as a func-
tion of this delay, as for example the transmissivity or reflectivity of the probe
beam, it is possible to track the decay processes at the sample and infer phys-
ical properties such as the lifetime of the photogenerated carriers. This is the
base of the optical pump-probe technique with sub-picosecond resolution. The
probe signal can be detected and converted to an electrical signal (e.g.: change
of reflectivity of the probe beam directed to a photodiode current), despite the
fact that the bandwidth of electronic equipment is limited up to the GHz range.
The realization of this technique relies then on the possibility to apply periodical
and similar optical pulses to the target sample at a given repetition rate. In this
way, if the period between pulses is larger than the time it takes for the material
to recover its equilibrium properties and the pump-probe optical path difference
remains fixed at a given delay, it is possible to retrieve the averaged response of
the material at that fixed delay between pump and probe pulses. By scanning
the delay and measuring the material response for each delay, the response of the
material as a function of time is recovered. Such a detection technique is called
Equivalent Time Sampling (ETS) and is the basis of the detection setup used
when working with ultrafast signals in the time domain such as the terahertz
emitted from optically excited semiconductors and nanostructures.

There are different ultrafast spectroscopies. When the optical pump beam
is targeted to a sample, it excites a distribution of photoexcited carriers. The
decay processes followed in the next picoseconds by this distribution of carriers
are tracked by measuring the changes in reflectivity or transmissivity across the
sample with an optical probe beam, which is targeted to the sample at dif-
ferent delays with respect to the pump beam. This technique is called Optical
Pump-Probe spectroscopy and it is used to measure the lifetime of the core-shell
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GaAs-(LT-GaAs) nanowires described in chapter 4. To probe if a semiconductor
sample emits THz radiation after photoexcitation, a different detection scheme
must be used: the pump beam impacts the target sample and a THz pulse is gen-
erated, this pulse is focused onto a THz radiation detector, which captures the
amplitude and phase of the THz waveform in the time domain. The sampling
beam is targeted to the detection system at different delays in order to probe
the emitted THz pulse. This technique is called THz-emission spectroscopy and
it has been used to explore the emission properties of photoexcited semiconduc-
tors in the THz range [105][106]. Furthermore, it has been used to investigate
the emission properties of semiconductor nanowires in the THz range and the
results are presented in chapter 5. Additionally, it is also possible to set a more
complex scheme in which the ultrafast laser beam is split into three different
beams. One beam goes to an auxiliary sample to induce a THz pulse with a
known intensity and power, this THz pulse (THz probe beam) is then directed
to the target sample. The second portion of the ultrafast laser pulse acts as a
pump beam for the target sample, so that it excites a distribution of electrons
and holes in the material, which then are probed by the THz probe beam at
different delays between both beams. The transmitted THz probe beam, inter-
acting with the target sample, is focused onto a THz detector in a time delay set
by the third fraction of the initial laser beam (THz detection beam). This setup
is called Optical Pump-THz probe spectroscopy and is a very powerful tech-
nique to study the transport properties of semiconductor nanostructures in the
picosecond range without using contacts. One advantage of this technique is the
use of two differential delay lines, which makes possible to probe the transmit-
ted beam at different frequencies, from where it can be extracted the dielectric
function of the material in the THz range (and then the complex refractive in-
dex or conductivity). More details are provided in [105][107]. This technique
has been successfully applied to study the conductivity, mobility, and scatter-
ing rates as well as the plasma resonances of several semiconductor nanowires
in a contactless fashion: GaAs Nanowires[108][109], GaN nanowires[110], InAs
nanowires[111], InP nanowires[111] and doped GaAs nanowires[112].

2.2.2 Experimental setup

In chapter 5, THz-emission spectroscopy has been used to characterize the THz
radiation emitted from semiconductor nanowires in the time domain. A photo-
conductive antenna has been used as the detection media. A detailed review of
the experimental scheme will be developed in the rest of the section, followed
by a discussion of the main features encountered in THz curves measured with
time domain spectroscopy (THz-TDS) using photoconductive antennas as de-
tectors, which can give more insight into the fundamental physical parameters
determining the emission profile detected from the nanowire samples.

A sketch of the optical measurement setup used to perform THz spectroscopy
in the time domain is displayed in the figure 2.6:

In the upper part of the figure the femtosecond laser is depicted as a square
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Figure 2.6: Schematic representation of the THz-time domain spectroscopy used to capture
the THz emission spectra of the samples with nanowires. Upper part box sketches the position
of the laser. The red line represents the femtosecond-pulse laser beam, which is split into
sampling and pump beam. In the bottom of the figure, the nanowire sample is displayed in
the right lower part, with the THz pulse represented by a blue line and the LT-GaAs PCA
antenna in the lower part of the figure. Details of the experimental setup are described in
text.

box. It is a Ti:Sapphire Laser (MAI-TAI), which in these measurements have
been operating at a repetition rate of 76MHz, a wavelength of 820 nm and a
pulse width of 120fs. The experiment can be schematized with the following
elements:

• The femtosecond pulse exiting the laser is placed onto an optical circuit.
In the first part of the circuit, the beam is separated by a beam splitter
and divided into a sampling beam and a pump beam.

• The pump beam is passed through an optical chopper wheel spinning at
1.3kHz, which serves to modulate the signal in the Lock-In amplifier at
the same frequency as the periodic reference.

• The pump beam is focused to the target sample with a convergent lens
with a focal distance of 50 mm. The distance between the target sample
and the lens is adjusted so that the sample lies on the focal plane of the
lens.
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• A distribution of photoexcited electron-hole pairs is created along the tar-
get sample, which in the case of this study has been either a semiconductor
reference (InAs) or substrates with the vertically oriented core-shell GaAs
nanowires. Ultrafast dynamical processes inside the sample lead to the
radiation of an electromagnetic pulse whose main frequency components
lie within the THz range.

• An additional focusing lens with a focal distance of 25 mm is placed at a
given distance and angle after the target sample, in order to collimate the
THz radiation. The collimated THz pulse is subsequently passed through
a film of black polyethylene, which is transparent in the THz range but
absorbs light in the wavelength of the laser in order to avoid parasitic
signals from the reflected part of the pump beam on the target sample.

• The THz pulse is directed to a Silicon hemispherical lens that focus the
beam into the detector. The detector is a LT-GaAs photoconductive
dipole antenna (PCA) with a response time of approximately 200fs. The
THz beam has to be focused, using the Si lens, onto the LT-GaAs pho-
toswitch, which is placed in a gap of 30 µm between two metallic pads of
the antenna. Such an antenna geometry is optimized to yield resonances
of the impinging electromagnetic field in the THz range. When the pulse
is properly focused into the photoconductive material, the electric field
of the THz pulse resonates with the antenna and polarizes it depending
on its phase. Then, the voltage between the pads of the photoconductive
antenna will vary as the waveform change its phase with time.

• The sampling beam is directed to a mechanical delay line formed by two
moving mirrors facing each other at an angle of 90 ◦, the stage formed
by the mirrors is moved and controlled by a stepping motor with a step
resolution of 40 fs in order to increase or decrease the optical path and as
such scan the delay between the two beams.

• The sampling beam is further directed towards the LT-GaAs PCA from
the opposite side on which the Si lens is placed. The beam impacts the
LT-GaAs material and creates a distribution of electron-hole pairs in it
that effectively short-circuit the gap between the pads of the antenna. If
the THz beam arrives at the same time, the THz electric field polarizes
the antenna giving the e-h pair distribution a net direction from which
an electrical current in the nanoampere scale will flow between the pads.
The direction of this current will depend on the phase of the THz field.

• The current between the two electrodes of the antenna is collected and
further amplified and converted into voltage by a current-voltage converter
with an amplification factor of 107V/A.

• The electrical signal is further fed to the Lock-In amplifier in order to
increase the signal-noise ratio and finally collected by a computer or an
oscilloscope.
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Using the presented scheme, the THz emission characteristic in the time
domain from the semiconductor nanowires samples as well as from a InAs (n-
type) reference have been measured. Each time a new sample is placed on
the pump beam line, a careful optimization of the laser spot focus as well as
the directionality of the emitted THz pulse onto the LT-GaAs PCA has to be
performed.

In the figure 2.7a, an example of a time domain curve obtained using this
setup to detect the THz emission waveform from an InAs (n-type) sample is
displayed. The physical mechanism involved in the generation of a THz pulse
from an InAs surface is related to the great difference in mobility between the
electrons and holes in this material. This THz waveform has been studied in
several works [113][114][115] and it is produced by a mixture of physical effects
in which the dominant one seems to be the so-called photo-Dember effect. The
electron-hole distribution behaves as an oscillating dipole as a consequence of
these effects, generating a dipole radiation pattern.

a) b)

Figure 2.7: a) Time-domain waveform capturing the THz pulse emitted from a n-InAs bulk
sample using the optical setup described in this section. The excitation wavelength was 820
nm and the average power of the pump beam 12 mW. b) FFT spectra of the THZ-TDS spectra
of figure a), the multiple dips present along the curve represent the water absorption lines of
the THz beam.

Following the THz waveform of 2.7a, when the delay is 0 no signal is detected
because the sampling beam and the THz beam do not overlap in time at the
PCA. By scanning the delay up to 120 picoseconds difference, one peak with
positive voltage appears. It is followed in the next few picoseconds by another
similar peak of negative voltage. The signal with increasing delays contains a
train of small and noisy peaks. The amplitude of the voltage captured by the
detector is proportional to the amplitude of the THz electric field and the voltage
sign to the orientation of the radiative dipole. To gain further insight into the
emission profile it is convenient to perform the Fast Fourier Transform of the
time domain curve. As displayed in figure 2.7b, the FFT gives information about
the bandwidth of the emitted pulse as well as the radiated power. Several dips
can be detected interlaced along the FFT peak. They correspond to absorption
resonances of the THz pulse with the water molecules present in the air, since the
THz radiations are highly absorbed by water molecules [116]. One way to avoid
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such spectral dips is to cover the space in which the THz beam is transmitted
with a cage and purge the air with some THz inert gas such as nitrogen.

2.2.3 Modeling THZ-TDS curves

Performing THz-emission spectroscopy experiments on a semiconductor nanos-
tructure allows to access the waveform of the THz radiation emitted by the
sample with respect to time, which is a consequence of the ultrafast dynamics
followed by the photoexcited electron-hole pair distribution within the nanos-
tructure. In a THz-TDS curve, the waveform of the radiated THz radiation
in the far field will be translated to a time dependent voltage curve with in-
formation about the magnitude and phase of the radiated electric field in the
sub-picosecond timescale. The shape of the waveform can yield information
about the lifetime of the photoexcited carriers inside the semiconductor nanos-
tructure as well as the physical mechanism involved in the charge separation
and the recombination. However, extracting physical information from these
curves requires careful consideration of the excitation setup (femtosecond laser)
as well as the detection setup.
The aim of the rest of the section is to reproduce the keypoints of a physical
model for the THz-emission spectroscopy experiment developed by Jean-Louis
Coutaz and collaborators and fully detailed in [117][118]. Coutaz’s model con-
siders a THz pulsed radiation produced from a LT-GaAs photoswitch coupled
to a dipolar antenna. But the main physical consequences influencing the shape
of the curves can yield valuable information to the case of pulsed emission
from semiconductor surfaces (chapter 5, section 5.1.1). As explained before,
a femtosecond laser pulse is targeted onto a semiconductor THz emitter at a
given wavelength to create electron-hole pairs. If the emitter is GaAs grown
at low temperature (LT-GaAS) embedded in some biased antenna geometry,
the electron-hole pairs will be split by applying an external bias between the
electrodes of the antenna and accelerated towards them. The amplitude of the
electric field of the radiation emitted by the current transient will be propor-
tional in the far field to:

ETHz ∝
djem(t)
dt

(2.14)

The photocurrent transient which generates the pulse is formed by a initial fast
rise in which the photocarriers are generated and split, followed by a generally
slower decay. The rise is triggered by the femtosecond laser pulse. The decay
is a consequence of the collision and recombination of the accelerated electron-
hole pairs. The time resolved photocurrent is approximated by the convolution
operator between the temporal profiles of the optical pulse power and the current
density generated inside the photoconductor by:

jem(t) = Popt(t)⊗ [nem(t)qvem(t)] (2.15)

In equation 2.15, Popt(t) can be modeled by a Gaussian curve with a FWHM set
by the femtosecond pulse duration (τlas). The current density depends on the
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density of photoexcited carriers, nem(t), which generally involves the dynamics
of recombination of holes and electrons, but in this model is approximated by
the change in electron population with a single exponential decay time (τem),
as holes are less mobile in LT-GaAs and have less influence in the photocurrent
transient. The velocity of the carriers (vem) is obtained by integrating the dy-
namical equation in the Drude model approximation, in which the acceleration
is produced by the electric field EDC (external bias in the case of LT-GaAs an-
tenna), and there is a damping term associated with scattering between carriers
(collision time, δτ):

dv(t)
dt

= − v(t)
δτem

+ qEDC
meff

(2.16)

If equation 2.16 is solved and inserted into equation 2.15 along with the carrier
density and optical temporal profile, the following expression is obtained:

jem(t) ∝
∫∞

0

[
Pem

τlas
exp(− 4ln2(t−t′)2

τ2
las

)
]
×[

exp(− t′

τem
)
]
× q

[
q δτemmeff

(1− exp(− t′

δτem
))EDC

]
dt′

(2.17)

In which Pem is the averaged laser power, the first bracketed term represents
the Gaussian laser pulse, the second term is the temporal dependence of the
electron density and the last term is the solution to equation 2.16. The solution
of the integral gives the following expression:
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em
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(2.18)

In this equation, τ̃las = τlas

2
√
ln2 and 1

τ̃em
= 1

τem
+ 1
δτem

. Only considering one type
of carriers (electrons) and a simplified version of the Drude model, the equation
reproducing the photocurrent is already a complex expressions with a mixture
of constants terms, exponential and error functions. A more detailed expression
can be obtained considering light and heavy holes acceleration by adding the re-
spective equation of dynamics to the photocurrent density. Also, when the THz
emitter is not a biased photoconductive antenna, but a semiconductor surface,
it is needed to solve the respective equations of dynamics of photoexcited car-
riers, considering that the electric field separating the carriers could arise from
a different origin (as a built-in electric field in the surface of the semiconductor
or the photo-Dember field, as explained in chapter 5, section 5.1.1).

Finally, the emitted THz radiation in the far field is obtained by considering
the classical Hertzian dipole approximation, that is, by deriving the photocur-
rent expression as in equation 2.14, then, the spectrum of the THz pulses can
be obtained by the Fourier transform of equation 2.14, giving the following
expression:

ETHz(f) ∝ q2PemEDCf × (τem − τ̃em)exp(−(πfτ̃las)2)
meff (1− 2iπfτem)(1− 2iπf τ̃em) (2.19)
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2.2. THZ-TIME DOMAIN SPECTROSCOPY

In equation 2.19, f is the frequency of the spectra. By inspecting equations
2.14, 2.18 and 2.19, very important aspects determining the shape of the THz
radiation emitted in the far field as well as the characteristic of materials that
can be good THz emitters are deduced. First; the proportional dependencies,
the emitted THz amplitude will increase linearly with the power of the laser
pulse as well as with the magnitude of the bias electric field accelerating the
electrons and holes. In figure 2.8a, the temporal profiles of the laser pulse, the
photocurrent in the material as well as the THz radiated in the far field are
displayed overlay. It is seen that the laser pulse, which has a Gaussian shape in

a)
b)

c)

Figure 2.8: a) Calculated photocurrent in the emitter overlay to the amplitude of the
radiated field versus time, the temporal shape of the laser pulse is drawn as a dotted line.
Results obtained for fittings using the model of [117]. In the curves: δτem = 30fs and
τlas = 120fs. b) Calculated frequency spectra for the THz emitted field for different laser
pulses durations. c) Calculated frequency spectra for the THz emitted field for different carrier
lifetimes in the emitter. Curves extracted from [117].

the femtosecond range, gives rises to a fast increase in the photocurrent along
the emitter. When the pulse finishes, the photocurrent reach its peak value,
and starts decreasing in a slower fashion as long as there is recombination of
photocarriers within the material. Then, the radiated THz field in the dipole
approximation has two peaks, a short first peak whose width is determined by
the rise time of the photocurrent with the laser excitation, and a second one, of
opposite sign, as a consequence of the decay of the photocurrent whose width will
be determined by the lifetime of carriers. The sharpness of this second peak will
be enhanced if the material is a good photoconductor as LT-GaAs[119], and the
peak will be more blunt and undefined if the material has slow lifetimes and low
mobilities[120]. Also, the sign of the electric field in the antenna is conserved,
the relative sign of the first peak with respect to the second one will be flipped
if the electric field separating the carriers changes its orientation, as it is also
seen in equation 2.18.

In figures 2.8b and 2.8c , the Fourier transform of the THz radiation in the
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far field is represented (equation 2.19) as a function of the pulse width (τlas)and
lifetime of the material (τem), respectively. It is seen in figure 2.8b that the
bandwidth of the emitted signal is determined by the width of the laser pulse,
increasing with shorter pulses. This is a consequence of the first fast transient
in the photocurrent of equation 2.18 and figure 2.8a, whose sharpness depends
on the width of the laser pulse. As the laser pulse gets shorter, the photocurrent
rise is more step-like and higher frequencies are contained in the spectrum. As
seen in figure 2.8c, shortening the lifetime of the material does not change the
bandwidth of the emitted field but decreases the amplitude of the spectrum
at low frequencies influencing the emitted power (which is proportional to the
square of the THz electric field) as well as the signal-to-noise ratio of the signal.

This model is further extended in [117] to obtain the response in the detec-
tor. As the detector is a LT-GaAs photoconductive antenna, the equations of
dynamics of the carriers will be very similar. The optical pulse modeling the
sampling beam has similar temporal profile but less power, and the accelerating
field in the antenna is the THz radiated field that reaches it. In general, the
amplitude of the current depends on the amplitude of the THz field for a given
laser pulse power. The bandwidth of detection is also determined by the dura-
tion of the laser pulse and the resonant frequencies of the antenna. Also, as with
the emitter, the lifetime of carriers in the antenna determines the signal-to-noise
ratio of the signal. The antenna response has been studied in [121]. The work-
ing regime is different depending on the lifetime of the photoconductor. First,
the detector samples the THz signal at each time if the carrier lifetime of the
antenna is shorter than 1 picosecond, giving a Dirac impulse photocurrent re-
sponse, whereas if the lifetime of the antenna is much larger than 1 picosecond,
the antenna will integrate the signal at each point, giving a more broadened
and undefined photocurrent transient in the detector. In the case of our exper-
iments, the lifetime of the LT-GaAs antenna is approximately 200fs, so that it
can be considered to be in the regime of point to point photo-sampling.

Detection of radiation with photoconductive antennas was pioneered more
than thirty years ago by Auston[122]. Since then, the materials performing as
photoswitches (from RD-SOS (Radiation Damaged-Silicon on Sapphire) to LT-
GaAs) have been improved to obtain better response and the detection band-
width can be as high as 30THz when using very short femtosecond-pulses of
30fs [123]. Another very popular kind of detectors, offering higher detection
bandwidth but a less simple setup are the electro-optical crystal. Details can
be found in [105]. These two detection methods are the most oftenly used in
the literature to measure THz radiation emitted from nanowires.

In chapter 5, the THz-emission spectroscopy setup described in this section,
using a LT-GaAs photoconductor antenna as the receiver, has been used to de-
tect the THz radiation emitted from an ensemble of core-shell GaAs nanowires.
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Chapter 3

Preparation and
Characterization of III-V
Nanowires Surfaces

3.1 Introduction

Nanowire surfaces are as important as the bulk in determining the nanowire
electrical properties due to their high surface-to-volume ratio. In the previous
chapter, the influence of the surface on the resultant properties of nanowire
field effect transistors was reviewed (Section 1.1). The mobility in semicon-
ductor nanowires can be largely influenced by the surface crystalline structure
and morphology, normally dampening its performance. Different passivation
techniques have been followed in order to enhance this property. For example,
the adsorption of different molecules at the sidewalls of the nanowires produces
a large band bending along the radius of the nanowire, this changes the con-
ductivity of the wires. Such effect is used to build very precise gas sensors.
Furthermore, the research in thermoelectric nanostructures pursues the syn-
thesis of nanowires with larger figures of merit (ZT). The figure of merit is a
parameter indicating how efficient a thermoelectric actuator is. It is defined, at
a temperature T, as: ZT = S2σ

κe+κth
T , where S is the Seebeck coefficient, σ the

electrical conductivity and κe, κth are the electronic and phononic contribution
to the thermal conductivity, respectively. It is seen that an increase of the figure
of merit requires an increase of the Seebeck coefficient as well as the electrical
conductivity, and also a reduction of the thermal conductivity. As these param-
eters are normally interdependent in a material, different strategies have to be
taken into account to optimize ZT. In [124], it was shown that the thermal con-
ductivity of phonons was greatly reduced by creating rough surfaces in silicon
nanowires. Therefore, the surface morphology of nanowires needs to be charac-
terized in detail to optimize the performance of such devices[125]. Finally, one
of the ultimate goals in the synthesis of nanowires is to control the crystal phase
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in which they are grown, as there is intermixing between ZB and WZ phases
(Section 1.3.2). The surface atomic reconstruction is not usually the one with
the lowest surface energy. The study of the different surface reconstructions (or
facets) is of paramount importance to understand better the interplay between
the growth and the parameters changing the crystal phase as well as the re-
sulting surface structure. Also, nanowires tend to show lateral growth on their
surface, which is developed in parallel to the VLS growth at the droplet. This
overgrowth can change the properties of the nanowire by inducing new surface
reconstructions and defects. As reviewed in section 2.1, one suitable tool from
which it is possible to assess at the same time the morphology, atomic struc-
ture and electronic properties of the nanowire surfaces is the scanning tunneling
microscope (STM).

This chapter covers the most important procedures for the preparation of
III-V semiconductor nanowire surfaces in order to study them with STM, as
well as what is the main information that can be extracted with this tool. As
stated in the previous paragraph, the nanowires are very sensitive to chemi-
cal or atomic changes in their surface. Their exposition to oxygen can change
the electrical and morphological state of the surfaces. For any reliable STM
characterization of the nanowire surface after growth, it is thus necessary to
clean the surfaces that might have been exposed to air to recover a surface
which is, ideally, as similar as possible, morphologically and electrically, to the
ones obtained after the growth. As described in section 3.2, mainly, two sur-
face preparation strategies have been followed by different groups. In the first
one, the nanowires are exposed to air when transferred to the STM . The oxide
on the surface is removed inside the UHV chamber of the STM by annealing
the nanowire substrate at a given temperature (which depends on the type
of semiconductor compound) and bombarding it with atomic hydrogen . The
other method is realized by covering the as-grown nanowire substrate by a thin,
amorphous arsenic capping layer just after the growth. This procedure can be
performed when the nanowires are grown by MBE, as a molecular beam of As2
or As4 can be evaporated controllably onto the nanowire substrate at room
temperature. The As layer protects the surfaces of the nanowires from reacting
with the atmosphere. The As layer is further desorbed with an annealing at
moderate temperatures inside the UHV system containing the STM. Then, as
III-V semiconductor nanowires are normally grown vertically with respect to
the substrate, it is necessary to transfer them to a sample in which they lie
horizontally, so that the sidewalls can be accessible within the scanning range of
the STM. This is done by cleaving them inside UHV with respect to a suitable
substrate, as covered in section 3.3.1. Later, in section 3.3.2, the main surface
crystalline structures adopted by the III-V nanowires are summarized. This is
supported by a review of STM studies of typical III-V nanowire surfaces. It
is seen that both cleaning methods yield reliable and comparable results with
respect to the different atomic reconstructions encountered on the surfaces of
the nanowires. However, it seems that there are some important morphologi-
cal and electronic differences between the surfaces of the nanowires cleaned by
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3.1. INTRODUCTION

atomic hydrogen and by arsenic decapping. As suggested by the STM images,
the interaction of the As capping layer with the nanowire sidewalls when the
annealing of the layer is performed can produce surfaces with very different
morphologies. Furthermore, these morphologies are not encountered by other
cleaning methods. The sidewalls of two of the nanowires studied, self-catalyzed
InAs and GaAs, show complementary morphologies. In the first case, a large
distribution of holes of different sizes appear on the sidewalls while for the sec-
ond nanowire, there are rounded islands dispersed along the sidewalls. This is
further explored by making a study of the atomic structure of the two nanowires
as well as the distribution of point defects and the position of their Fermi level.
First, for GaAs nanowires, section 3.4.1 describes a possible mechanism in which
the most favourable surface point defects produced during the desorption of the
As capping layer are dictated by the Fermi level position at the surface of the
nanowires. Second, for InAs nanowires, section 3.4 , it is seen that the observed
morphology is dictated by the onset of congruent evaporation at the tempera-
ture used to desorb the As capping layer, but this morphology can be further
tuned by reducing the decapping temperature below the congruent temperature,
taking into account what is the position of the Fermi level on the surface of the
nanowire. Finally, in the concluding section (3.5), the main results encountered
in the chapter are summarized. The surface morphologies observed with the As
capping desorption method are put in perspective by comparing them with the
resulting morphologies observed with the atomic hydrogen cleaning method.
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3.2 Surface preparation of Semiconductor Nanowires
for STM

When a semiconductor is exposed to air, molecules present in the atmosphere
can adsorb or desorb from the surface of the material until the chemical po-
tentials between the surface and the atmosphere are equal, and equilibrium is
reached. Even though the surface of a semiconductor is generally reconstructed
to reduce the number of dangling bonds to a minimum, it can still be very
reactive with adsorbed molecules such as oxygen. This generally leads to the
creation of a superficial thin insulating layer. The apparition of such layers pre-
vents the realization of scanning tunneling microscopy in stable conditions.
Indeed, imaging semiconductor surfaces with STM relies on the proper prepara-
tion of the surface prior to the measurement. This can be achieved in different
ways: First, the use of ultra-high vacuum conditions (UHV), with base pres-
sures down to 10−9 Torr, allowing to reduce the number of adsorbates in the
atmosphere and thus slowing down the adsorption of molecules on the surface;
second, the realization of a clean and flat surface, for which it is necessary either
to anneal the surface in-situ to remove the adsorbates from the surface and/or
induce a given surface reconstructions, or to cleave the surface in UHV in order
to gain access to unexposed surfaces of the semiconductor.

Any UHV-STM will be prepared to operate in very low vacuum conditions
by the combined used of ion-getter pumps and titanium sublimation pumps.
But to transfer the nanowires from the growth chamber (being that a MOVPE
or MBE chamber) to the STM UHV chambers, they have to be exposed to
air. Therefore, the sidewalls of the nanowire can get contaminated. Several
approaches have been followed in order to prepare the nanowire sidewalls for a
reliable characterization:

The sidewalls of the nanowires can be passivated ex-situ using wet chemical
methods in order to create nonreactive surfaces and prevent molecular reactions
with oxygen[126]. However, atomic characterization with STM can be difficult
as the surface often becomes rough and the interaction of the tip with the pa-
ssivating molecules can lead to unstable or atomically difficult resolved images.
In order to inspect the bare surfaces of the nanowires with STM, in-situ methods
are more suitable.

First, it is possible to anneal the nanowires to induce a desorption of the
oxygen complexes on the sidewalls. In [127], a fast and controlled current (Rapid
Thermal Annealing) is used to anneal a sample containing Si nanowires. Auger
measurements were performed in parallel to the annealing, observing that the
oxygen peak disappears after increasing the current in the substrate to heat
the nanowires up to 800◦C during short periods of time. The morphology of
the surface does not change as it is proved by comparing the roughness on the
sidewalls of the nanowire before and after the thermal annealing with an electron
microscope. Even though this method is easy and fast, it is not suitable for the
surface of III-V semiconductor materials, as the temperatures used to desorb
the oxygen could induce the evaporation of the group V chemical species as they
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3.2. SURFACE PREPARATION OF SEMICONDUCTOR NANOWIRES FOR STM

are very volatile, resulting in rough surfaces with a high amount of group III
clustering [128].

Another approach consists in combining a more moderate annealing with
the bombardment of the surface by atomic hydrogen. Such a method is called
hydrogen cleaning method. It has been applied to clean and characterize the
surface of several nanowires with STM, as InAs[129], GaAs[130] or other III-
Vs [131]. In general, an optimization process has to be done for each different
material as the decomposition temperatures of the oxide species are different,
depending on the kind of group III or V materials. For example: for InAs it was
shown that a temperature range and annealing times of 350− 400◦C, 3-30 min,
yield good results to obtain clean and well-resolved surfaces. For GaAs, the
temperature has to be slightly higher, 550◦C, due to the higher decomposition
temperature of gallium oxide. Also, it is known that the exposition of the
surface of the nanowire with oxygen can change its morphological and electrical
properties due to the high surface-volume ratio of the nanowires. For example,
in [132], it was shown that self-catalyzed InAs nanowires exposed to oxygen
can induce a high amount of monoatomic steps on the surface, whose shape is
influenced by the atomic structure along the nanowire.

Finally, the surfaces of the nanowires can be protected just after the growth is
performed. They are capped inside the growth chamber with a protective layer.
In the case of III-V semiconductor nanowires and MEB growth, it is very suitable
to cover the nanowires with a thin layer of arsenic deposited after growth at room
temperature and under high As2 flux. This way, the nanowire sidewalls are
homogeneously covered by a thin and amorphous metallic layer which prevents
any exposure of the surface to air when transferring the nanowires from the
growth chamber to the STM UHV chambers. In the figure 3.1b, a HAADF-
STEM image of a Au-catalyzed InAs nanowire coated with an As capping layer
is depicted. In the image, it is possible to distinguish the core of the nanowire
with the crystallized gold droplet on top, as well as a thin layer of As conformally
coating the whole structure of the nanowire.

Once the as-grown nanowire substrate is transported to the STM chamber,
the arsenic coating layer is desorbed by passing a electrical current through
the nanowires substrate. The arsenic desorption is tracked with an ion-mass
spectrometer. A fast and steep increase in the As2 mass peak is detected when
the temperature of the substrate is raised above 200◦C, as depicted in figure
3.1c. After a certain amount of annealing time, which depends on the thickness
of the coating layer, the As peak in the spectrometer disappears, as seen in the
figure. This indicates that the arsenic layer capping the nanowire sidewalls has
been completely desorbed. Then, the nanowires can be transferred to a suitable
substrate in order to study them with STM. This method has been applied to
study the surface of GaAs[134], InAs [135] as well as ternary nanowires [62]. In
figures 3.1d and e, a comparison of an as-grow InAs nanowire ensemble prior
and after As decapping is depicted with cross-sectional SEM images. It is seen
that the overall nanowire morphology is not affected by the desorption process
of arsenic.
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Figure 3.1: a) Different surface treatments for the study of semiconductor nanowires with
STM. b) HAADF-STEM image of an As-capped InAs nanowire grown by molecular beam
epitaxy. c) Real-time mass spectrometry monitoring of As desorption during annealing in the
STM preparation chamber at about 350◦C, under ultra-high vacuum conditions. (d,e) SEM
image, in cross-section mode, of As-capped InAs nanowires before and after the desorption of
the capping layer. The scale bar is 200 nm in b), 1 µm in d) and e). Extracted from [133].

3.3 Sidewall morphology of As decapped III-V
semiconductor nanowires

3.3.1 Transfer of Nanowires in UHV

To characterize the nanowire sidewalls with a STM, it is necessary to be able to
place the tip in a stable way along the lateral facets. Such a geometry implies
that the nanowires grown vertically along the [111]/[0001] direction must be
placed with the growing axis lying parallel to any given substrate. This way,
given that the nanowires have a hexagonal cross section with six-equivalent
facets on the sidewalls, when one of these facets is facing the substrate, the
opposite facet will be parallel to the substrate. If the nanowire diameter does
not excess the range of tip retraction accessible with the piezotubes at the
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3.3. SIDEWALL MORPHOLOGY OF AS DECAPPED III-V SEMICONDUCTOR NANOWIRES

measurement temperature, it is possible to find nanowires on the substrate
without crashing the tip, as well as to place the tip on the upper sidewall of the
nanowire to inspect its atomic/electronic properties.

As the decapping of arsenic is done in UHV, the procedure used to transfer
the nanowires has to ensure that the nanowire surfaces remain clean. Also,
the substrates on which the nanowires are being transferred must have a good
conductivity as well as very low roughness. One suitable material is highly
doped n-type silicon with (111) surfaces reconstructed in the 7x7 configuration.
The Si(111) (7x7) surface has been very well characterized with STM and its
preparation is simple to achieve, by annealing the Si crystal at high temperatures
[136].

Furthermore, the surface of silicon has been coated by evaporating a thin
silver layer on top in UHV. This is done to enhance the electrical coupling with
the nanowires. The Ag layer has been grown by annealing a small Ag sample
in UHV in order to evaporate the material up to the silicon surface. The silicon
is held at room temperature during the process. The resulting Ag coating layer
for an evaporation time of 1 minute is shown in figure 3.2. The STM picture
was acquired over a length of 1µm, at negative voltage. As seen in the height
profile, the Ag layer is formed by a series of regular islands of different heights
homogeneously distributed along the surface. The height difference between
the deepest island and the highest island is 1.2 nm, as it is seen in the profile
of the picture. Such a surface height profile extends over the whole surface.
Even though the roughness is higher than the bare Si surface, the waviness
of the surface is reduced, so that the cleaved nanowire can land horizontally
without any tilting along large distances. Also, the contrast of the image seems
to indicate that the silver islands form at preferential heights. This effect has
been broadly studied [137][138][139]: the Ag island are stabilized by electronic
quantization effects.

The procedure to transfer the nanowires in UHV is schematized in figure
3.3a. First, the nanowire as-grown substrate (figure 3.3b) with the vertically
oriented nanowires is placed facing the host Si substrate with the Ag overlayer,
as visible in the left part of figure 3.3a. The sample holder in which the nanowire
substrate is held has been specifically designed by adding a small metallic soft
spring to the back of the substrate as well as a small window in the metallic plate
of the holder. When the nanowire substrate touches the host sample the spring
is slightly retracted. If the back of the nanowire sample plate is tracked with a
camera, it is possible to detect when the mechanical contact has been made to
avoid any damage of the Ag/Si substrate. Later, the nanowire substrate is tilted
with respect to the Si substrate using the XYZ manipulator described in section
2.1.5 (middle picture of figure 3.3a). As the nanowires are micrometrically long,
they are bent against the Ag/Si substrate, eventually promoting the cleavage
of the nanowires perpendicularly to the sample. If the tilting is done carefully
along the same angle and direction, the distribution of cleaved nanowires on the
host substrate will be localized at the contact point between both substrates
and with all the nanowires lying almost parallel to each other, as shown in
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Figure 3.2: STM image showing the morphology of the thin silver overlayer grown on top of
a Si(111) 7x7 surface. The image was taken at -3V and 1pA. The blue line marks the height
profile showed in the graph below the image.

figure 3.3c. The distance between consecutive cleaved nanowires is generally
not homogeneous and it is not controlled with this cleavage method. In figure
3.3c, the flat lying individual nanowires are separated by a few micrometers from
each other, although it is not rare to find several nanowires stacked together at
the same position due to electrostatic interactions. Such bundles of nanowires
have been previously described with STM observations [129].

Once the nanowires have been transferred, they must be located by using
the STM tip in broad scanning ranges, the procedure to find nanowires and scan
the surface with STM is described later in section 4.4.

3.3.2 Facets and Surface Morphology in III-V Nanowires

The origin and engineering of the different crystal phases developed during the
growth of a III-V semiconductor nanowire is one of the most active areas of
research in this field. However, the crystalline facets formed at the surface of
the nanowires are not so well treated in the literature and precise information is
hard to find. Indeed, the post-growth characterization technique is usually SEM
imaging. In this case, even though general morphological aspects of the nanowire
are measured, as length and diameter, the crystalline structure of the facets is
not distinguishable, and can only be inferred based on the symmetry observed
on the sidewalls. Furthermore, none of these techniques is capable of proving
nanometric morphological features along the surface, as steps and certain point
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3.3. SIDEWALL MORPHOLOGY OF AS DECAPPED III-V SEMICONDUCTOR NANOWIRES

Figure 3.3: a) Nanowire transfer procedure in UHV. b) SEM image of <111> oriented Si
nanowires grown by chemical vapor deposition before the manipulation of the sample. c) SEM
image of Si nanowires deposited on a fresh Si(111) (7x7) surface. Extracted from [133].

defects, that can be very important in determining the surface properties of
nanowires. Nonetheless, as stated in section 1.3.2, the crystalline structure in
which the nanowires grow is generally not governed by thermodynamics, but
rather by kinetics. Its main consequence is the nucleation of WZ phases in
otherwise ZB crystals, but also the growth of crystalline surface facets with an
atomic reconstruction that does not necessarily has the lowest surface energy.

III-V semiconductor nanowires growing along the [111]/[0001] directions gen-
erally adopt a symmetry in which the cross-section is a hexagon with six lateral
facets. The commonly observed facets are conformed by crystalline planes with
low Miller indexes: in a ZB nanowire, {110} and {112} facets, and its equivalent
counterparts in WZ crystals,

{
112̄0

}
and

{
101̄0

}
facets, respectively. All these

facets are depicted schematically in figure 3.4, in which the unreconstructed
crystalline structure of the given surface is drawn for the first two surface lay-
ers, indicating the unit cell, as well as the orientation of the facet with respect
to the growth direction of the nanowire. The {110},

{
112̄0

}
and

{
101̄0

}
facets

are non-polar, while the {112} facet is polar. The {110} facet is formed by
stacked rows of anions and cations along the [110] direction in a zig-zag fashion.
It is important to note that these rows are not oriented parallel with respect to
the growth direction, but making an angle of 35◦. This is a consequence of the
different stacking sequences of the ZB structure along the [111] direction formed
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when the nanowire is growing, as explained in section 1.3.2. The other facets
are oriented parallel to the growth direction.

{110} {1010} {1120}

[1
11

]/
[0

00
1]

[0001][111]

1st layer anion
1st layer cation

2nd layer anion
2nd layer cation

{112}

Figure 3.4: Schematics of the different crystalline structures forming the facets of III-V
semiconductor nanowires, where a hexagonal tube represents a slice of nanowire in which the
different atomic structures are drawed overlayed to the sidewalls as well as enlarged in the
picture below the nanowire, as viewed from the top with detail from the two topmost layers.
From left to right: {110}, {112} type facets of ZB phases (blue hexagons), and

{
101̄0

}
,{

112̄0
}
type facets of WZ phases (grey hexagons). The red arrows mark the growth direction

of the nanowire. The red dashed lines mark the unit cell of the different atomic structures.

In [51], Dubrovskii approximated the surface energy of these different facets
by calculating the energy necessary to create the unreconstructed surfaces as
counted by the number of dangling bonds exposed by sectioning a given atomic
plane. He obtained results close to previously calculated values with other me-
thods. For example, the energy of these facets for GaAs is: γ110 = 1.543J/m2,

γ112 = 1.79J/m2, γ101̄0 = 1.30J/m2, γ112̄0 = 1.543J/m2. It is noted that
the facet with the lowest energy for ZB structure is the {110}, while for the
WZ is the

{
101̄0

}
. For InAs, the energy of the facets is: γ110 = 1.06J/m2,

γ112 = 1.19J/m2, γ101̄0 = 0.91J/m2, γ112̄0 = 1.06J/m2. Again, the lowest en-
ergy facet are the ZB {110} and the WZ

{
101̄0

}
. Also, there is another kind of

facets that develops when the growth of the nanowire proceeds in the coherent
twinning regime, as described in section 1.3.2, in which {111}A and {111}B
microfacets are developed in the [112] direction. The orientation of the micro-
facets changes when a new growing layer is twinned with respect to the previous
ones.
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In the review of Dick et.al [46], the type of facets encountered for different
III-V nanowires grown by MOVPE with different conditions are discussed. Some
trends regarding the facet distribution are encountered: When the nanowires
have a ZB structure, the most common observed facets are

{
112̄
}

or {111}
type facets when twins are formed. In ZB sections of the nanowires, {110}
facets, even though they have the lowest surface energy for ZB structure, are
found less frequently, with some important exceptions: These facets are found
when the crystal purity of the nanowire is high, that is, with a few number
of stacking faults or twins (as with self-catalyzed GaAs nanowires [54]). Also,
{110} type facets are frequently observed when the nanowires have a shell, or
when there is an important degree of lateral overgrowth [62]. When the growth
proceeds creating {111} microfacets, as they are not parallel to the growth
direction, twins appear along the growth direction, eventually forming twinning
superlattices (section 1.3.2). Furthermore, it is observed that sometimes, rather
than creating twins to change the orientation of the facets, the crystal adopts
{110} facets. For WZ structure, the

{
101̄0

}
facet is the most frequently observed

facet.
A very suitable technique to study the atomic structure of the different

facets encountered on the sidewall of III-V semiconductor nanowires is STM.
Due to the capabilities of the instrument described in the previous chapter, it
is possible to know the atomic structure of the surface in a very precise way,
with information not only about the surface atomic structure but also about the
morphology of the surface. That is, the roughness and the distribution of point
defects, as well as their influence on the electronic properties of the nanowires.
The crystalline structure of {110} facets of ZB nanowires or nanowire sections
as well as the

{
112̄0

}
facets and

{
101̄0

}
facets of WZ nanowires have been

characterized in several works [134][62][129][130][140].
Also, the morphology of the surface has been inspected by STM. As stated

in the introduction, a very important feeding mechanism for the liquid droplet
driving the growth of the nanowires comes from the diffusion of group III species
along the sidewalls of the nanowire while the nanowire is growing. The diffusive
species can get stacked along the surface of the nanowires and nucleate new
terraces with group V species that get directly attached to the sidewall. This
effect is known as lateral overgrowth or tapering, and its signature is generally a
larger section of the nanowire across the basis than on the top of the nanowire,
where the droplet is. The degree of tapering will be larger for longer nanowires.
The lateral growth on the surface of the nanowires can be characterized with
STM. Generally, it is found that the transition from diameters of larger section
at the bottom of the nanowire to diameters of lower section at the top of it is
given by the formation of terraces perpendicular to the growth direction of the
nanowire. This kind of terraces have been found for InAs nanowires with WZ
structure [132], where a method to infer the degree of tapering is proposed, as
well as for other nanowires [131]. Additionally, different types of surface steps
are found at the different facets of the nanowires as a result of the incomplete
nucleation of an atomic layer along one facet, for example:{110} type facets, in
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which monoatomic terraces are seen stacked along directions forming 35◦ with
respect to the growth direction. These follow the atomic structure of the facet,
as in ZB phases of GaAs nanowires [134]. In [134] and [130], for WZ phases
in GaAs nanowires, it is seen that the steps that form on the

{
112̄0

}
surface

facets have an elongated shape, with rows following the growth direction, while
in [130] steps of the

{
101̄0

}
facets are perpendicular and parallel to the atomic

structure of the facet, forming squared terraces.
As the nanowires are growing, there is intermixing of crystalline phases be-

tween ZB and WZ structures. Even though there are ways to cope with this
situation in order to reduce the intermixing [46][73], the nanowire crystalline
structure at the basis or top of the nanowire will always have some degree of
polytypism. This has an impact when lateral overgrowth is produced, as the
boundary between facets having different crystalline structure can serve as a nu-
cleation point for the diffusing particles, eventually nucleating new facets with a
different orientation than the growth orientation. Such an effect has been seen
in [62] and [130], and studied deeply in [141]. The following effects are observed:{

112̄0
}
facets tend to nucleate in the edge between two

{
101̄0

}
facets and at

the boundary with {110} facets, transforming the hexagonal cross-section of the
WZ nanowire into a dodecagonal cross-section with the edges of the hexagon
being flattened by

{
112̄0

}
facets. Also, when the nanowire grows with twin-

ning superlattices of {111}A and {111}B microfacets, they evolve to {110}
facets, and the nucleation starts along the trenches of the microfacets, eventu-
ally transforming the whole surface of the nanowire to hexagonal cross-sections
with {110} facets. In [62], strips of {110} facets growing at the edges of the
twinning superlattices are imaged by STM.

So far, the papers referenced for the description of the surface of the nanowires
with STM do not share the same cleaning method. In the group of Lund,[130][140]
[129][141][132], the method used to prepare the surfaces of the nanowires is done
by removing the oxide layer with atomic hydrogen cleaning. In the group of
Lille,[62][134][142][135], the method used to clean the surface of the nanowires
is through desorption of As capping layers. Even though the observed fea-
tures along the surface of the nanowires show similar trends between the two
research groups with respect to the facet crystalline structure and step morpho-
logy, there are additional surface features which are encountered by decapping
the nanowires with arsenic, and are not seen for equivalent nanowires cleaned
by hydrogen. Also, the electronic properties of the facets as measured by STM
spectroscopy are not similar. The origin of these is further investigated.

The sidewall of a series of different III-V semiconductor nanowires after
arsenic decapping have been inspected with STM. The differences in surface
morphology are presented in figure 3.5 for four different nanowires, with the
following morphological characteristics:

• Figure 3.5a: The figure shows the sidewall of an InAs nanowire. The
nanowire has been grown in MBE using gold aerosol particles as catalyst,
and starting the growth from a InP stem, as described in [62]. The side-
wall depicted in the STM picture is flat and does not show any particular
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a)a)

b)b)

c)c)

a)a)

d)d)

⟨ 1̄ 1̄ 1̄ ⟩ / ⟨00 0 1̄⟩

Figure 3.5: STM images of the sidewall morphology observed on different As-decapped III-V
Nanowires: a) Au-catalyzed InAs nanowires (-3V, 10pA), b) Self-Catalyzed InAs nanowires
(2V, 20pA), c) Self-Catalyzed GaAs nanowires (-4V, 17pA), d) Self-catalyzed core-shell
GaAs/LT-GaAs nanowires (-3V,10pA). On the left, a schematic representation of a nanowire
with a dashed red-line marking the portion of the sidewall that it is imaged with STM. The
scale bar for all the images is 20 nm. The black arrow marks the growth direction of the
nanowire. All STM images were acquired at 77K.

morphological feature along the growth direction or perpendicular to it.
A distribution of small bright protrusions can be observed, dispersed all
along the surface. These are individual Sb atoms, and appear as a con-
sequence of the inclusion of Sb in the MBE chamber to grow the ternary
compound InAsSb in the latter stage of growth [62]. Additionally, several
clusters appear on the bottom part of the STM image. These clusters arise
from the segregation of gold atoms from the droplet during the growth of
the nanowire, which are distributed close to the edge of the sidewall, and
thus can be imaged by STM[62][135]. As there are no particular steps in
the terrace, the atomic structure can not be distinguished at this scale.
However, the height contrast allows to distinguish a series of rows perpen-
dicular to the growth direction and distributed equally spaced all along
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the picture. It is then a WZ section of the nanowire showing a
{

101̄0
}

facet.

• Figure 3.5b: This is the STM picture of an InAs nanowire. The nanowire
has been grown in MBE by the method of self-catalysis described in sec-
tion 1.3.5. The catalyst particles are In droplets and the nanowires grow
following the [111]/[0001] directions, with the substrate being oxidized
Si(111). Such nanowires are known to present a high degree of ZB/WZ
intermixing[68]. In the picture, depressions of different sizes are observed
on the sidewall of the nanowire: two dips of elongated shape are observed
at the left, with a more rounded one at the middle, as well as a bigger
dip extending from the terrace to the nanowire. These series of dips hold
no particular crystallographic direction. Similar dips have been observed
all along the sidewall of the nanowire, as well as on the sidewall of all
these kind of nanowires studied by STM. The dips have a height of one
monoatomic layer. The atomic structure of the nanowire can not be dis-
tinguished at this imaging scale.

• Figure 3.5c: The figure shows the STM picture of the sidewall of a GaAs
nanowire. The nanowire has been grown by self-catalysis from Ga droplets,
as described in detail in section 1.3.5. Nanowires grown with this method
generally present a very homogeneous ZB structure with {110} facets.
In the picture, the sidewall of the nanowire is flat with two monoatomic
islands on it. In the left of the picture, the island starts from the edge of
the sidewall with rounded shaped steps and a thin strip of steps extending
to the opposite sidewall edge. At the right of the picture, a terrace with
rounded steps is seen, starting from the edge of the sidewall. These islands
do not follow any particular crystallographic direction and are located
all along the sidewalls of the nanowire, generally with rounded shapes
and starting from the edge of the sidewall. Another picture of the island
distribution along a larger portion of the sidewall of the nanowire has
been depicted in figure 4.6d. No other assumptions about the facets can
be made on these sidewalls at this imaging scale.

• Figure 3.5d: The figure shows the STM picture of the sidewall of a core-
shell GaAs nanowire. The nanowire has been grown by self-catalysis from
Ga droplets, with a shell made of low temperature grown GaAs. The
shell has been incorporated after completing the growth of the core. The
procedure is detailed in section 4.3. In the picture, the sidewall of these
nanowires, unlike the others, has a large degree of roughness. Height pro-
files acquired along the growth axis on a length of 2 µm give an average
height roughness of 4 nm. It is caused by pyramid like mounds which are
confined by the two parallel edges along the sidewalls of the nanowires.
They are formed by a series of flat terraces stacked at different heights.
The terraces, however, seem to have regular step edges, following crys-
talline directions with some of the step having angles of 35◦C with respect
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to the nanowire growth direction. This is a signature of ZB crystal phase
with {110} facets[134].

3.4 Influence of As decapping in surface mor-
phology

The morphological differences encountered by As decapping III-V semiconduc-
tor nanowires in similar conditions suggest that the origin could be ascribed to
the interaction between the surface and the capping layer, that is: electronic or
thermal effects influenced by the dynamics of the As capping layer when it is
desorbed. To further pursue this hypothesis, STM images resolving the atomic
structure of the surface as well as the electronic properties from spectroscopy
curves have been performed on the sidewall of the self-catalyzed InAs and GaAs
nanowires (figure 3.5b and c, respectively). These two nanowires present after
cleaning very different surface morphology, the former having a random distri-
bution of rounded holes or pits while the latter presents a series of rounded
islands pinned to the edge of the nanowire sidewalls.

3.4.1 Self-Catalyzed GaAs Nanowires
To characterize the atomic and electronic structure of self-catalyzed GaAs na-
nowires, the scanning range is reduced to a small nanometric window in a flat
region of the nanowire sidewall and the tunneling current is acquired in the
constant current scanning mode at low temperature (77K in the case of these
nanowires). The scanning tunneling spectroscopy (STS) is performed by placing
the tip on a particular location of the sidewall in which there are no point
defects or steps. The tunneling feedback is switched off and the sample voltage
is ramped from negative to positive values in order to scan the valence and
conduction bands of the nanowire as well as to obtain information about the
position of the Fermi level. Furthermore, as explained in section 2.1.3, when
the bias voltage magnitude is in the range of energy of the band gap of the
material, no tunneling current flows between the tip and the sample. To obtain
a measurable tunneling current close to the edges of the band gap, it is necessary
to decrease the tip-sample tunneling distance without getting to point contact.
Such an operation reduces the barrier height to an extend that a high enough
sensitivity is achieved.

The results for the GaAs nanowires are presented in figure 3.6:
Figure 3.6a depicts a STM image, with atomic details, on the sidewall of the

GaAs nanowire of figure 3.5b. The image shows a series of rows stacked parallel
to each other along the [01̄1̄] direction and forming and angle of 35◦ with the
growth direction (marked by a green arrow in the picture). This is the signature
of a {110} type surface facet. Therefore, the crystal phase present in the scanned
area is the ZB structure. The atomic contrast from the image (which is taken
at negative voltage) arise, as explained in previous chapter, from the tunneling
between the tip and the surface states centered on the As adatoms. However,
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Figure 3.6: a) STM image with atomic resolution of a ZB {110} type sidewall of a self-
catalyzed GaAs nanowire. Black arrows point to a few of the many As antisites dispersed in
the surface. The green vertical arrow marks the orientation of the image with respect to the
growth direction. The image was taken at -3.5V and 20pA. b) STS spectroscopy data taken
in the nanowire sidewalls of a). The temperature of acquisition was 77K. The setpoint current
200pA. The red line shows the experimental data. The black, green and blue lines correspond
to simulated STS curves with different parameters, as detailed in the text.

there is a large distribution of protuberances situated between two rows of As
adatoms, in the position where the Ga adatoms lie. Some of the protuberances
have been marked by a black arrow in the picture. By counting their number,
a very high density is deduced, around 4 × 1013cm−2. When such a feature
appears, the contrast in the STM image is almost similar to the adjacent As
adatoms. Also, the four closest surface As adatoms seem to be slightly strained
by their presence.

These point defects have been studied in [143], in which they are described
as surface arsenic antisite defects. In [143], STM images of cross-sectional (110)
surfaces of different n-type III-V semiconductors such as GaAs, GaP and InP
are compared. The same defect appear in all samples, yielding the same atomic
contrast as in figure 3.6a. The defect is seen to appear at negative as well as
positive voltages with almost the same contrast in tunneling current, indicating
that they are not charged [89]. Furthermore, the electronic properties of these
defects are studied by STM as well as simulated with DFT to obtain the for-
mation energy and the spatial localization of the wavefunction. The calculated
wavefunction of surface antisites obtained from the simulation shows that it is
very localized around the antisite lattice site. It has no satellite tails extending
to the nearest neighbours, unlike bulk antisites as the ones observed in LT-GaAs
([144] and chapter 4). Also, as they are electrically neutral, as seen by STM and
DFT, they do not contribute to the pinning of the Fermi level at the surface.

Figure 3.6b shows the current versus voltage spectroscopy data (in log scale)
obtained on the sidewall. The experimental current obtained as a function of
voltage is plotted with a red line, in which the position of the edges of the valence
and conduction bands are indicated by black arrows. In the region of the band
gap, no tunneling current is detected, and the acquired points correspond to
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electrical noise. Simulated STS curves with different parameters are overlayed
to the experimental curve and represented with thinner lines (black, green, and
blue). The simulation of spectroscopic curves has been performed following the
same methods presented in section 2.1.4, and references can be found therein.
To simulate the experimental data, it is necessary to calculate the degree of
band bending occurring at the surface of the semiconductor and determine how
it affects the observed band gap. Normally, the exact tip-sample distance as
well as the geometrical shape of the tip (radius, angle between the apex and the
conical shank) are unknown. These parameters have to be optimized in order
to obtain a reasonable fit.

The first thing to notice in the experimental curve is that the Fermi level is
positioned at an approximately equal distance from the conduction band edge
and from the valence band edge, suggesting that the nanowire is intrinsic. The
apparent band-gap width measured at the surface is equal to 1.5 eV, consistent
with the bulk band gap of GaAs. It is known that the Fermi level is unpinned
for the (110) surfaces of undoped GaAs and the degree of band-bending very
large. This is studied in [97]: a large portion of the tip voltage can drop on the
surface producing an upward band bending. Then, the onset of the conduction
band does not appear until very large voltages, leaving a large apparent band-
gap. The blue line in the figure is a simulation of the conduction band current
onset if the Fermi level is not pinned. It yields a very large band-gap, with a
width close to 2.5eV . However, this is not what is seen in the experimental
data of figure 3.6b. Thus, the Fermi level has to be pinned at the surface of
the nanowires. As the surface antisites are neutral, they can not pin the Fermi
level. Then, the pinning is likely to be produced by extrinsic states, such as the
charged states occurring at the steps of the (110) surface of GaAs, as stated in
sections 2.1.4 and 4.4.2, as well as in reference [145] for cleaved (110) surfaces
of intrinsic GaAs and in [134] for (110) facets of GaAs nanowires. These states
enter in the simulation of the tip-induced band bending being modeled as a
distribution of states at the surface of the material. They are distributed at
positions in the band gap dictated by the charge transition levels. Their effect
is introduced in Poisson’s equation as a charged sheet at the interface between
the semiconductor and the vacuum [95]. The extrinsic states can pin the Fermi
level at the surface by screening the tip voltage and their effect is noticeable
even if the spectroscopy is performed at a certain distance from the step edge
[100]. Looking at the sidewalls of these GaAs nanowires (figure 3.5c), the steps
formed by the nucleation of the aforementioned islands can be responsible for
this pinning. In figure 3.6b, the green and black lines simulate the conduction
band current when the Fermi level is pinned by a Gaussian distribution of
4× 1013cm−2 surface states centered at a position close to the conduction band
onset at 0.75 eV. That alone is enough to reproduce properly the onset of the
conduction band edge observed in the experimental curve, taking into account
only the effective mass of the lowest conduction band.

To further tune the simulation curve to the experimental one, it is neces-
sary to increase the effective mass of the electrons in the conduction band from
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meff,c = 0.063mo, in which mo is the free-electron mass, to meff,c = 0.5mo

(black line in the figure). This is a better estimate for the effective mass of the
conduction band close to the band edge, as discussed by Ebert in [146]. The
increase in effective mass is produced by the Ga atoms of the surface layer,
the surface band of states has a different effective mass and dominates the tun-
neling current at the conduction band edge. The simulated curve differs from
the experimental one at larger voltages because bulk states from the different
conduction bands contribute to the tunneling current. However, the current in
the conduction band is considered as coming from one band in the simulation,
within the parabolic band approximation. As seen in the figure, the experimen-
tal curve is better fit with this consideration at low voltages. For the simulation
of the valence band (black line), the tunneling current from electronic states
arising from the heavy and light hole valence bands is considered. Also, one
thing to notice is that there is a small current in the experimental curve for
voltage values within the band-gap. This is the current produced by the wave-
function tails of these extrinsic states pinning the Fermi-level and it has been
also described for nanowires in [134]. However, these states are considered in
the model of [95] only through their electric signature in the band-bending but
not in the computation of the tunneling current. That is the reason explaining
its absence in the simulated curves.

Now it is possible to depict a model for the encountered sidewall morphology
based on the electronic properties measured on the sidewalls of the self-catalyzed
GaAs nanowires. The GaAs sidewalls exhibit a ZB crystal phase with {110} type
facets. A series of rounded islands nucleating from the edges between two facets
are observed all along the sidewalls (figure 3.5c). A large distribution of point
defects in the form of As antisites are observed in the surface. Furthermore,
the Fermi level is pinned in the middle of the band-gap, the nanowires being
nominally undoped. These nanowires have been protected by an amorphous
As capping layer after growth, which has been desorbed in UHV prior to the
measurements (section 3.2). It is then possible that this surface morphology
might be governed by the different point-defect concentration occurring at the
surface. The dynamics of these point defects when the evaporation of the As
capping layer is performed drives the formation of the morphology found at the
surface of the nanowire.

The equilibrium concentration of point defects in a surface depends on the
total formation energy of such defects (the difference in the total energy of the
material with and without the defect). If these defects are charged, an electron
(hole) is taken from the bulk material in order to negatively (positively) place
the charge on the defect so that the formation energy of charged defects also
depends on the position of the Fermi level in the material multiplied by the
charge state of the defect, qEF . The charge state, q, includes the magnitude
and sign of the charges in the defect as: q = ±n, where n is an integer number
accounting from the number of charges of the defect. Additionally, the chemical
potential of the atomic species involved in the defect formation must be taken
into account, as there might be a change in the number of particles of the system
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in order to create the defects. Then, the formation energy of a charged defect
can be expressed for a III-V semiconductor as [147]:

εform = ETotdef − ETotideal − nAµA − nCµC + q(EF ) (3.1)

In the equation, ETotdef and ETotideal are the energy of formation of a slab of the
semiconductor crystal with and without the point defects in its atomic structure,
respectively. µA and µC are the chemical potentials of the respective anion and
cation species of the III-V semiconductor and nA,nC are the number of anion
or cation species added or removed from the material in order to create the
given point defect. EF is the position of the Fermi level in the semiconductor
with respect to the valence band maximum. Regardless of the total formation
energy difference, there is a linear dependency between the position of the Fermi
level and the formation energy, whose slope is given by the sign and magnitude
of the charge of the defect. Then, positively(negatively) charged defects will
have a higher equilibrium concentration the more the material is p-type (n-
type), whereas for undoped materials, uncharged defects should have the lowest
formation energy. However, it should be noticed that in the actual formation
of defects in a surface there are different thermodynamical processes involved
(atomic diffusion, substitutions, surface reactions...) so that the concentration
of defects in the surface is governed by the formation barriers rather than from
the initial and final energy of the system. For example, in [148][147], for anion-
rich surfaces, the neutral anion antisite is the defect with the lowest formation
energy for (110) surfaces at all positions of the Fermi-level. But as the formation
of antisites needs more than one atomic process, the most stable point defect
encountered experimentally is generally not antisites for p-type(n-type) surfaces,
as accounted below.

Several studies of the most stable point defects in the (110) surfaces of various
III-V semiconductors have been made in the last years by using cross-sectional
STM: It was found that positively charged anion-vacancies (As/P vacancies)
are formed on the(110) surface of p-type InP and GaAs semiconductors [149].
Furthermore, the formation barrier of the vacancies is studied by comparing
the vacancy concentration change with respect to different annealing times and
temperatures. In [150], the formation barrier is studied as a function of the
Fermi-level position for p-type (110) InP and GaAs with different doping con-
centrations, finding that the barrier decreases with increasing p-type doping
in both cases, thus increasing the vacancy concentration. No In/Ga vacancies
are found on p-type materials, unless they are produced by the STM tip. On
the contrary, when the material is n-type, the point defects encountered in the
surface in the largest amount are negatively charged defects, as cation vacan-
cies. In [151],Ga vacancies seem to be the dominating surface defect for (110)
n-type GaAs. This suggest that in n-type material the energy barrier might also
decrease for negatively charged defects when the Fermi-level position moves to-
wards the edge of the conduction band. When the semiconductor is pinned
midgap, uncharged point defects have been observed, as neutral Ga vacancies
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in (110) GaP [152] as well as neutral antisites in GaP, InP and GaAs (110)
surfaces [143].

In view of these results, it is possible to elucidate the most likely point de-
fects to be produced when the As capping layer is evaporated from the nanowire.
During the evaporation of the As layer, the conditions at the surface of the
nanowires are As-rich, favouring the creation of As related point defects with
different charging state depending on the Fermi level. These defects can be As
adatoms, being uncharged or negatively charged (depending on Fermi level posi-
tion), uncharged As antisites or cation vacancies (Ga or In for these nanowires),
which are negatively charged. If the Fermi level is pinned midgap, uncharged
point defects can also form, like surface As antisites.

For GaAs nanowires, uncharged antisites are created, as detected experi-
mentally. In order to create an antisite, the following model is proposed: A Ga
atom is ejected from its lattice site, creating a Ga vacancy. These are negatively
charged, even for midgap Fermi level pinning, with a formation energy of ap-
proximately 1.2 eV, as shown in [153](figure 4.5 thereof). The charged defects
can become uncharged if the vacancy site is replaced by an arsenic atom, cre-
ating a surface arsenic antisite, whose formation energy is approximately -0.25
eV for midgap Fermi level pinning [148]. These antisites remain in the surface
layer, as the barrier for inward diffusion is very high [153](figure 4.25 thereof).
As there is a large supply of As atoms from the capping layer and the nanowire
is intrinsic, this process is more effective compensating the surface than the
formation of As vacancies. Then, considering that the congruent temperature
for GaAs is around 680◦C [154], the Ga atoms diffuse along the sidewall of the
nanowire but do not evaporate (this has also been shown in nanowire growth
publications, as [38]). Therefore, they diffuse on the sidewall until they are
pinned at a position with higher energy barrier for diffusion, as the edge be-
tween two facets of the nanowire. From there, the Ga atoms act as seed particles
to nucleate an island of GaAs in the As-rich conditions, with the excess of As
from the cap. This effect is responsible for the distribution of monolayer height
islands observed on the sidewalls of these nanowires (figure 3.5c).

The mechanism of island formation driven by the Ga adatoms ejected from
the nanowire sidewalls can be further corroborated by studying the distribution
of such island on the surface. In figure 3.7, the density distribution of atomic
heights is obtained from the STM images of the sidewalls of the GaAs nanowires
(as the sidewall portion of the inset). It is seen that the GaAs island occupies
approximately 25% of the total surface area of the sidewalls of the nanowire,
which stands for a 12.5% of Ga atoms. Such a percentage is in line with the
density of surface antisites, which is 4 × 1013cm−2, as extracted from figure
3.6a. This density of surface antisites accounts for the 10% of the total number
of atoms on a {110}-type surface. Thus, the concentration of Ga atoms ejected
from their lattice sites to form the surface antisites roughly matches the con-
centration of Ga atoms encountered in the islands created along the sidewall of
the nanowire.
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Figure 3.7: Histogram showing the distribution of heights extracted from the STM images of
the sidewalls of the GaAs nanowires, as the one depicted in the inset. A height of 0 nm marks
the atomic plane of the atoms on the sidewall of the nanowire. The height of the atomic plane
of the islands is one monolayer of GaAs, 265Å. Approximately one third of the sidewall is
occupied by islands. Inset: STM image used to construct the height distribution histogram. It
depicts the sidewall of a self-catalyzed GaAs nanowires with the As-layer decapped at 380◦C.
The image was taken at Vbias = −4V and I0 = 5pA.

3.4.2 Self-Catalyzed InAs Nanowires

Next, the atomic and electronic characterization of the sidewall of InAs nanowires
are presented in figure 3.8. Figure 3.8a depicts an STM image taken in constant
current scanning mode with atomic details of a sidewall of the InAs nanowires
presented in figure 3.5b. The image has been taken in a reduced area away
from the large hole islands observed on the surface. The image shows a se-
ries of stacked rows, making an angle with the growth direction (marked by a
vertical green arrow in the figure), which corresponds to the ZB crystal phase
with {110}-type facets. The sample voltage is negative, with a value equal to
-0.7V. At this voltage, the filled surface states of the As adatoms contribute
more to the tunneling current and the contrast in the image arises from the
filled dangling bond states of As, which are located inside the valence band.
Opposite to the GaAs sidewalls, the stacking of the ZB phase gets interrupted
every few nanometers. Such a trend is observed on the whole sidewall of these
InAs nanowires studied by STM. It is the signature of WZ stacking faults and
twins. In the figure, the stacking faults (considered as a single atomic layer
of WZ structure intermixed in the ZB crystal phase, section 1.3.2) have been
marked by horizontal blue arrows, and the ZB twins have been marked with
horizontal green arrows. The image shows that the sidewall presents a very
high density of stacking faults and ZB twins, pointing to a very large degree of
intermixing, with a preferential ZB structure. Such a density of growth related
defects can be linked with experimental observations for InAs nanowires relat-
ing morphological aspects with the density of defects. For example: in [7], it
has been observed that Au-catalyzed InAs nanowires grown by MOVPE having
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Figure 3.8: a) STM image with atomic resolution of a ZB {110} type sidewall of a self-
catalyzed InAs nanowire with intermixing of stacking faults (blue arrows) and ZB twins (green
arrows). The green vertical arrow marks the orientation of the image with respect to the
growth direction. The image was taken at -0.7V and 50pA. b) STS spectroscopy data taken
in the nanowire sidewalls of a). The temperature of acquisition was 77K. The setpoint current
20pA. The red line shows the experimental data. The black, green and blue lines correspond
to simulated STS curves with different parameters, as detailed in the text.

diameters between 80-90 nanometers exhibit a very high degree of intermixing,
with preferable segments of ZB phase interrupted by stacking faults and twins
every few nanometers. This is consistent with the diameter of the herein studied
nanowires, between 80-100 nm, as measured by the change in tip-sample height
when scanning over the nanowire. Furthermore, when the InAs nanowires are
grown by MBE and self-catalysis with In droplets, as in [68], a large degree of
intermixing is observed by tracking the crystal phase with X-rays at the different
stages of growth. It is seen that during the first stages of growth (in which the
nanowires are short), the liquid droplet is In-rich, favouring the growth of WZ
structure with several stacking fault, while at the latter stages of growth (the
nanowires are longer) the In-droplet can be solidified due to the more As-rich
conditions. They suggest that in this case the favoured structure is changed to
ZB, but with stacking faults, WZ inclusions and twins. The threshold in length
for a nanowire having a predominant WZ phase to a ZB phase is measured in
[68] to be around 240 nm. In the InAs nanowires studied here by STM, a length
larger than 240 nm has been always observed, thus supporting a predominant
ZB crystal phase.

The electronic properties of the InAs sidewall have been obtained by placing
the STM tip on top of a ZB phase area of the sidewall and performing current
versus voltage curves. The results are shown in figure 3.8b. As with the GaAs
nanowire, the experimental curve is represented with a broad red line, as well
as with the axis in log scale. The simulated curves are represented by thinner
lines (green, blue and black). Simulations have been performed using the same
methodology as with the GaAs sidewalls.

There is a strong difference between the electronic properties of InAs side-
walls and GaAs sidewalls: First, the position of the Fermi level (Sample voltage
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equal to 0 V in the figure) overlaps with the onset of the conduction band edge
states contributing to the tunneling current at positive voltage. At negative
voltages, the shape of the current is more complex, as there is tunneling current
at all voltages, and a change in the curvature of these currents is produced at
-0.5 eV. The change in curvature is a consequence of the onset of a different
band of states contributing to the tunneling current. The onset of the valence
band is marked in the figure and it has been delimited by the method proposed
by Feenstra [92]. The measured width of the band-gap is approximately 0.5 eV,
which is also consistent with the bulk band-gap of InAs at 77K, so that the
degree of tip-induced band-bending is very low.

The Fermi level position indicates a n-type surface, even though the nanowires
are nominally undoped. This effect has been studied and it is related to the
formation of an accumulation layer on the {110} surfaces of InAs (downward
band-bending at the surface), no matter the degree of doping on the bulk InAs
[155]. Thus, the surface states of InAs are electron rich, such that the Fermi
level crosses the conduction band. The origin of such a phenomenon is related
with the electrochemistry of In-adatoms, and can also be produced by extrinsic
defects such as unintentional hydrogen impurities adsorbed at the surface during
growth, as proposed in [156]. Then, as shown in [157], if tunneling spectroscopy
is performed and the sample voltage is ramped down, when the Fermi level of
the tip crosses the Fermi level of the sample the accumulation layer is further
bent downwards, producing a triangular quantum well between the conduction
band and the vacuum (as depicted in figure 2.4b). Electrons in the tip can
then tunnel into the conduction band states through localized resonances on
the quantum well. The position of such resonances varies dynamically with the
degree of band bending, such that several current channels are opened during
the voltage ramp, contributing to the current at negative voltages. The resulting
tunneling current produced from the accumulation layer states has been simu-
lated and it is plotted with a green line in figure 3.8b, where it perfectly fits the
experimental curve in the band-gap region. When the voltage is further ramped
down, eventually there are states in the valence band within the bias window
that contribute as well to the tunneling current, thus increasing the magnitude
of the detected current up to the point in which it is the main contribution to the
observed spectra. The current due to the valence band states has been depicted
with a blue line in the figure and fits properly to the experiments for voltages
larger than the valence band edge onset. It is only when summing up the cur-
rent from states within the valence band and the accumulation layer states (as
marked by a black line in the figure) that the experimental curve is perfectly
reproduced, thus confirming the pinning of the Fermi level by an accumulation
layer at the surface. The same spectral shape has been observed experimentally
and simulated by Feenstra et.al for the accumulation layer states on the {110}
surface of n-type GaAs. In figure 3.8b, the deviation between the fitted curved
(black) and the experimental curve at larger voltages is produced by the under-
estimation of states contributing to the tunneling current and non-parabolicity
effects, because the model only considers states coming from the lowest energy
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conduction band in InAs as well as the heavy and light hole valence bands in
the parabolic band approximation.

In the InAs nanowires, there is a large intermixing between ZB and WZ
crystal phases, but a predominant ZB structure with {110} type facets is found.
Vacancy islands with different sizes and shapes are observed distributed all along
the sidewalls. No other point defects in a large concentration are observed with
STM. The surface is n-type, the Fermi level is pinned on the surface at the
conduction band edge position due to an electron accumulation layer.

When the As capping layer is evaporated at approximately 380◦C from the
nanowire sidewalls, In and As adatoms are evaporated during the decapping pro-
cess, and InAs has a congruent evaporation temperature (387◦C [158]), similar
to the decapping temperature. These In and As adatoms are thus evaporated at
equal rate from the surface with the rest of the capping layer. This is a thermal
effect, and it leads to the creation of this specific pattern produced by holes
all along the sidewall of the nanowire. A similar morphology has been recently
studied on GaAs-(100) surfaces annealed at low pressure at the congruent tem-
perature of GaAs [159]. When the congruent temperature is reached and Ga and
As atoms evaporate at the same rate, the same surface topography, decorated
by a random dispersion of holes of different sizes is observed by AFM images.
Furthermore, in [132], for In-catalyzed InAs nanowires cleaned by atomic hy-
drogen, a winding pattern of stripped holes is found along the sidewalls of the
nanowire. The formation of the holes could be as well ascribed to the formation
of vacancy island during the cleaning, as it is done at a temperature close to
the congruent temperature of InAs (380◦C).

To further corroborate this hypothesis, another piece of the same substrate
with As-capped InAs nanowires has been decapped at a temperature of 325◦C,
lower than the congruent temperature. The temperature of desorption has been
chosen to be high enough to assure that the amorphous As layer is desorbed,
even though it occurs at a lower rate. The As desorption has been tracked with
a mass spectrometer, as described in section 3.2. The surface morphology on
the sidewalls of InAs nanowires decapped at different temperatures (325◦C and
380◦C) is depicted in figure 3.9. The image at the right shows the sidewall of
the InAs nanowire in which the As layer has been evaporated at a temperature
close to the congruent temperature of InAs (marked by a red bar in the temper-
ature scale placed above the figure). The observed morphology is the same as
the one already described in figure 3.5b. It can be described as a flat facet with
rounded and elongated monolayered pits or holes of different sizes dispersed all
along the sidewall. As described in the previous paragraph, these depressions
arise as a consequence of the congruent evaporation of In and As atoms from
the surface of the nanowires. The image in the left of the figure shows the
sidewall of the InAs nanowire in which the As layer has been evaporated at
325◦C, below the congruent evaporation temperature. As seen in the figure,
the surface morphology shows a more complex pattern, with a larger amount of
holes of different sizes. Some of these holes have a very irregular shape. Some
terraces can be also seen in the lower part of the picture, suggesting a nucleated
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Figure 3.9: STM images of the sidewall morphology observed on self-catalyzed InAs
nanowires decapped at different temperature. Left: As-decapping temperature of 325◦C
(2.5V,10pA). Right: As-decapping temperature of 380◦C (2V,20pA). The blue line above
the two images depicts a temperature scale from 300 to 400 ◦C. The black bar marks the
desorption temperature of the nanowire depicted on the left. The red bar marks the congruent
temperature of InAs, TInAs, and the desorption temperature of the nanowire depicted on the
right. The scale of both STM images is 25 nm.

growth extended from the edges of the sidewalls during the decapping of As. To
explain this morphology, it is possible to evoke a similar mechanism of the In
adatoms during the desorption of the As capping layer as the one suggested for
the GaAs nanowires. Then, when the As layer is desorbed, negatively charged
In vacancies are formed. In adatoms are not evaporated and thus can start
nucleating island from the edges of the sidewalls or from the edges of previously
formed vacancy island. This explain the irregular shape observed on some of
the holes, and it is due to the stacking of In adatoms on the hole step edges.
To support this claim, it is worth noting that the material, as shown above, is
n-type, thus the energy barrier for the formation of In vacancies can be lower
than the formation of surface As antisites. Then, the In adatoms ejected from
the vacancies contribute to the lateral overgrowth of islands. Indeed, the forma-
tion of In vacancies was seen to appear in the surface of cleaved InAs materials
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even at room temperature [160]. Also, the creation of such island vacancies in
(110) surfaces have been characterized by Kanasaki et.al [161][162] from pho-
tothermal excitation of surfaces with laser pulses. The same trend is found for
(110) GaAs and InP: When the material is p-type, positively charged monova-
cancies form in the surface after laser irradiation. When the number of laser
pulses applied to the surface increases, the number of vacancies does so as well,
but only in the form of monovacancies. On the contrary, when the material is
n-type, negatively charged monovacancies are created by the laser irradiation.
But as the number of laser pulses increases, the vacancies start to aggregate
forming vacancy island of different sizes along the exposed surface. As the neg-
atively(positively) monovacancies are equally charged with one electron(hole),
the non-aggregation of vacancies at the surface of the materials should be ex-
plained by the Coulomb repulsion between the monovacancies. This is the case
for p-type materials, as already pointed out by Ebert [149]. The formation
of vacancy island in n-type materials is explained by Kanakasi et al. as re-
sulting from the role of hole localization in the bond breaking mechanism[162].
On negatively charged monovacancies, there is an upward band bending locally
around the vacancy. This increases the probability of hole localization (which
is similar to one electron leaving the chemical bonds around the vacancy), the
bond strength is weakened at the vacancy position, and the probability that the
neighbouring adatoms break their bonds and are expelled then increases. Then,
in n-type InAs sidewalls, it is possible to create negatively charged In vacancies
during the evaporation of the capping layer at 320◦C.
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3.5 Conclusions

In this chapter, the different cleaning methods of the surfaces of III-V nanowires
as well as the influence of these methods on the resulting surface properties
have been outlined. As stated in the introduction (section 3.1), controlling the
roughness and structure of the surface after the nanowire has been grown is of
paramount importance not only for the resulting properties of several nanowire
devices, but also to understand better the underlying growth mechanism influ-
encing the surfaces during growth. The study of such surface properties in a
precise way can be done with a tool such as STM, which combines the ability to
measure very precisely the atomic structure, surface morphology and electronic
properties of the sidewalls of the nanowires. To properly characterize the sur-
face, it is therefore necessary to protect the nanowires from oxygen exposition
when transferring them from the growth machine to the UHV chamber of the
STM. In section 3.2, the two most used cleaning methods for III-V semiconduc-
tor nanowires have been reviewed. They deal with either removing the oxide
species formed in the surface of the nanowires by bombarding the sidewall of
the nanowires with atomic hydrogen at a temperature between 350− 400◦C, or
avoiding exposure of oxygen to the sidewalls of the nanowire by capping them
with a layer of amorphous arsenic in the latter stage of growth in MBE cham-
bers. The As capping layer is easily removed by annealing in the preparation
chamber of the STM at temperatures above 200◦C. The nanowires need to be
put lying parallel to the substrate in order to study them with STM. This is
done by cleaving the nanowires to a clean surface, as stated in section 3.3.1,
where the convenience of using a Si surface with a thin layer of Ag on top has
been explained.

Section 3.3.2 describes the different results obtained with STM on nanowires
cleaned by the two methods, allowing to discriminate between the dominant
atomic structure of the different crystalline facets on the sidewalls of the nano-
wires as well as the effects of lateral overgrowth on these facets. The similar
conclusions encountered in this regard for differently cleaned nanowires con-
firm the utility of STM as a very suitable tool for surface structure analysis
and to understand the interplay between growth and crystal phase composition
of nanowires. However, the morphology and electronic properties of the sur-
faces seem to be different between apparently equivalent nanowires when the
cleaning methods vary from As decapping for InAs and GaAs nanowires (sec-
tion 3.3.2)[134][135][142], to hydrogen cleaning on InAs and GaAs nanowires
[130][140], while in the former case, the surface morphology is decorated by a
series of extended defects such as islands for GaAs nanowires or vacancy clus-
ters for InAs nanowires, in the latter case, surfaces do not have any particular
accident rather than step nucleation along specific crystalline directions as a
result of lateral growth on the surface of the nanowires.

To explore further the possible interplay between the As decapping process
and the observed surface morphology, it is necessary to study the distribution
of point defects encountered in the surface of these nanowires. Highly resolved
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STM images as well as tunneling spectroscopy to study the electronic properties
of the surfaces, including the pinning of the Fermi level, is performed on these
nanowires. In section 3.4.1, it is found that for As decapped Ga-catalyzed
GaAs nanowires, the dominant crystal phase is ZB with {110} type facets. The
Fermi level is pinned in the middle of the gap. There is a large distribution of
surface As antisites all along the sidewalls. For As decapped In-catalyzed InAs
nanowires, the preferred crystal phase is ZB with {110} type facets, but there
is a high degree of intermixing also, so that the ZB facets are interrupted every
few nanometers by stacking faults and twins. In the InAs nanowires, the Fermi
level is pinned in the conduction band as a result of the formation of an electron
accumulation layer at the surface of InAs. There is not a particular kind of point
defect present in the surface rather than vacancy islands. Finally, in section
3.4.2, the observed STM and STS results are used to describe the mechanism
whereby the observed surface morphology is produced during the decapping of
the As layer: In the case of GaAs nanowires the material is intrinsic; uncharged
defects are favoured, from which the ones of lowest formation energy are surface
As antisites given the As-rich conditions. As the formation of an antisite is
accompanied by the expulsion of a Ga atom from its lattice site and the Ga
adatoms do not evaporate at the decapping temperature, it is suggested that
they start nucleating islands of GaAs at the edges of the sidewalls. For InAs
nanowires, indium and arsenic adatoms may evaporate from the surface as the
decapping temperature is similar to the congruent temperature of InAs. If
the decapping temperature is reduced below the congruent temperature, the In
adatoms do not evaporate. The n-type surfaces favour the creation of negatively
charged defects, mainly in the form of In vacancies, which can increase its size
to get stabilized. The In adatoms also form island from the sidewall and step
edges much like as the Ga adatoms on GaAs nanowires.

To conclude this chapter, a few points are discussed regarding the validity
of this model for the surface morphology by comparing both preparation meth-
ods used to image nanowires: First, the growth methods are different. The
nanowires cleaned by atomic hydrogen have been grown in MOVPE using gold
particles as catalyst. The nanowires capped with As have been grown in MBE
using self-catalysis. The InAs nanowire shown in figure 3.5a has been grown
using a Au seed particle as well, and it does not present any particular surface
accident. The role of Au incorporation in the crystal of the nanowire has been
studied before [62][127], and it is seen to diffuse to the atomic layers close the
nanowires sidewalls, eventually clustering at the surface when the sidewalls are
annealed. This might suggest that the diffusion of gold from the crystallized
droplet to the As capping layer during the evaporation of the layer can block
the different formation mechanism of extended defects. Although a connection
between Au droplets at the sidewalls of the nanowire and a preferred surface
morphology is not clear at the moment, given the apparently similar surfaces for
both cleaning methods, it might be worth to explore this relation. Second, there
are few studies on the cleaning of (110) surfaces of cleaved semiconductors using
As capping layers, because these surfaces are usually studied by cross-sectional
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STM cleaved in UHV, and therefore no surface preparation is necessary. De-
spite this, in [163], it was shown, using photo-emission spectroscopy, that this
method is “extremely non-intrusive”. It seems to have a minimal influence on
the morphology of the surface after decapping. It also respects the Fermi level
pinning that the surface had before adding the capping layer. In the opposite
to As decapping, studies of hydrogen cleaning in GaAs surfaces showed that
the atomic hydrogen interacts very strongly with the surface of the GaAs, pro-
ducing complex reactions and with different energy barriers to desorb either
the arsines complexes or gallium oxides[164], which could eventually affect the
surface morphology. Also, atomic hydrogen has been seen to be chemisorbed
at the (110) surfaces of GaAs with a (1 × 1) reconstruction. This affects the
electronic properties of the surface [165]. Even though in [129] and [130], it is
claimed that hydrogen cleaning does not alter the nanowire sidewalls, it might
be interesting to further study, with STM, the sidewall of nanowires produced
in the same growth chamber with and without As capping at the end of the
growth, and also with and without Au-droplet catalysis. Such a systematic
analysis has never been done before, but it could be a large step forward in the
understanding of the surface properties of III-V nanowires.

Finally, it is worth mentioning a few results relating the electronic properties
and the point defects observed in hydrogen cleaned nanowires: In [130], STM
imaging and spectroscopy is performed on GaAs nanowires. On the nanowire
sidewalls, there are large sections of ZB {110} type facets. On these facets, it is
observed that the majority of point defects are positively charged monovacan-
cies. Local STS measurements show that the material is slightly p-type in these
ZB sections. This result is in line with the discussion of the previous sections
regarding the formation energy for charged defects and the Fermi-level position,
in particular the results of Kanasaki et.al on p-type surfaces [162] as well as
those of Ebert on differently pinned surfaces [89].

In this work, it has been proved that, even though the As capping layer
does not seem to change neither the surface reconstruction nor the electronic
properties of the surface, it can eventually assist in the formation of extended
defects by the combination of thermal activation and Fermi level position when
the layer is evaporated. This result can have large consequences for the under-
standing of the surface properties of III-V semiconductor nanowires and how
they are changed by capping them with metallic layers, which might allow to
create better electrical contacts with the nanowires.
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Chapter 4

Structural and electronic
characterization of
Low-temperature grown
GaAs Nanowires

4.1 Introduction

The development of ultrafast laser, reaching the femtosecond width pulse regime,
has allowed to explore the properties of materials in the THz range of the elec-
tromagnetic spectrum. The THz range encompasses the region of the electro-
magnetic spectrum of the submilimeter wavelength range between 1 and 0.1
mm, lying between the infrared and the microwave regions. The THz waves
have encountered many applications in scientific research and technology, a brief
summary can be found in chapter 5. In order to detect and emit such waves it
is necessary to couple the femtosecond pulses with materials with a very short
carrier lifetime that are able to follow the fast electromagnetic transients. Some
examples of such materials are III-V semiconductors that have been damaged
with radiation or by plastic deformation to create a large amount of defects.
These defects act as traps for the photoexcited carriers, thus reducing the life-
time, such as electron irradiated GaAs [166], or H+ bombarded InP [167]. Ano-
ther way to introduce defects is to epitaxially grow the semiconductors at low
temperature. GaAs grown at low temperature is the most investigated material
in this regard. When GaAs is grown at low temperature, the growth proceeds
in a non-stoichiometric way with an excess of As. This excess of arsenic is in-
corporated as antisite defects in a large concentration to the GaAs crystalline
structure. Also, they are the cause of the very short carrier lifetime encountered
in this material. Furthermore, if the material is annealed (at a high temper-
ature) for very short periods of time after growth it becomes semi-insulating.
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Even though, the carrier lifetime is still very short. This makes LT-GaAs very
suitable for its use as a THz radiation photodetector, normally integrated in
photoconductive antenna circuits [123][118]. The origin of the semi-insulating
properties of LT-GaAs films and its main structural and electronic properties,
as well as the different investigations regarding these characteristics, will be the
purpose of the first part of the chapter.

On the other hand, the synthesis of III-V semiconductor nanowires offers
a large flexibility to combine different semiconductors in axially or radially
extended heterostructures, which have made possible to extend the range of
nanowire applications and cover almost all the relevant areas of semiconductor
devices technology. Indeed, III-V semiconductor nanowires are usually grown
by the VLS method, in which a liquid metallic droplet drives the growth of
the nanowire. While this growth procedure has many advantages, the metal-
lic droplet must remain liquid to sustain the growth (at least in self-catalysis
schemes), which limits the range of temperatures at which nanowires can grow.
This has been the main topic of chapter 1. Then, in the second part of this
chapter, a new scheme to integrate a film of LT-GaAs material as a shell of
a self-catalyzed GaAs nanowire is described. The core-shell GaAs/LT-GaAs
nanowires has been characterized by STM as well as SEM, HR-TEM, Cathodo-
luminescence and pump-probe reflectivity measurements to assess their struc-
tural and electronic properties. The observed structural features as well as the
STM spectra performed on the sidewall of the nanowires reveal the incorpora-
tion of point defects with similar properties to those found in LT-GaAs films.
This work presents a novel way to incorporate unexplored materials such as
LT-GaAs as part of nanowires, and this could be relevant as nanowires has been
proved to enhance the emission properties of THz radiation due to its geom-
etry and aspect ratio, that reduces the radiation losses commonly observed in
conventional thin-film THz emitters.
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4.2 Low-Temperature Grown GaAs

4.2.1 Growth and structural properties
Since the beginning of the eighties, GaAs growth performed with MBE is con-
trolled to a high degree [168]. Usually, MBE growth of GaAs proceeds along the
< 100 > direction at a substrate temperature in the range of 580− 680◦C. Gal-
lium is evaporated from a liquid source and impinges on the growing substrate
with an unitary sticking coefficient. At the conventional growth temperature,
gallium is liquid and diffuses along the substrate. Furthermore, it is hardly re-
evaporated. Arsenic is incorporated through solid or vapor sources and reaches
the substrate aggregated as a dimer or tetramer, depending on the type of
source. Arsenic sticking coefficient is less than unity for it is know to be very
volatile. There is a chemical reaction with gallium involved in the decomposi-
tion of arsenic and subsequent incorporation to the GaAs matrix. Therefore,
desorption events of arsenic are very common and the growth of a monolayer
is limited by the diffusion of gallium. Under these conditions, stoichiometric
GaAs is guaranteed as long as there is sufficient excess As in the environment,
which is achieved having a high V/III equivalent beam pressure ratio. A good
crystalline material is grown with few deep level defects and sometimes a small
unintentional impurity addition (mainly Carbon) that tends to give the material
p-type character.

In the context of semiconductor devices technology, Low-Temperature grown
GaAs (from now on, LT-GaAs) was for the first time presented in 1988 by
Smith et al. [169] with the purpose of introducing it as a buffer layer in GaAs
MESFET devices between the Semi-Insulating GaAs substrate grown by the
liquid encapsulated Czochralski (LEC) method and the active GaAs channel
that could prevent undesired backgating effects.

LT-GaAs is grown by MBE on top of (100) SI-GaAs substrates at a tem-
perature range between 200 − 300◦C, and with a high V/III EBP [169][170].
The growth rate is 1µm/h≈1 ML/s . Low-temperature grown means that the
growth temperature (200−300◦C) is much lower than the range of temperatures
used to grow crystalline GaAs, as described above. The diffusion dynamics of
gallium is changed as well as the rate of reactions between gallium atoms and
As tetramers. In this way, there is an excess of arsenic incorporated into the
GaAs crystalline structure leading to a non-stoichiometric material. The ar-
senic in excess enters the GaAs by creating different types of point defects in a
high concentration. The principal type of point defects created are the arsenic
antisite defects (AsGa, attachment of an As atom on the Ga atom lattice site of
the GaAs ZB crystalline structure, Fig. 4.1a). Additionally, gallium vacancies
and arsenic interstitials are produced during the growth of the low-temperature
layer.

The creation of arsenic antisites in a high concentration is supported by
several characterization techniques. In [170], by using X-Ray diffraction and
TEM, LT-GaAs was shown to maintain a crystalline structure with an increase
in the relative lattice parameter of 0.001 (Fig. 4.1b), due to the strain induced
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by the As antisite tetramers, whose bond length is larger than that between
Ga and As. Also, a large quadruplet EPR signal, characteristic of this kind of
defects, is observed without any noticeable photoquenching (Fig. 4.1 c). From
the amplitude of the EPR signal, a concentration of antisites equal to NAsGa

=
5 × 1018cm−3 is extracted , pointing to an excess of arsenic of approximately
0.02% in the material. Finally, LT-GaAs showed semi-insulating properties and
the resistivity was further increased upon a post-growth annealing at 600◦C for
2 mins. EPR signal was also seen to decrease after annealing as a consequence
of a reduction in the concentration of arsenic antisites.

Shortly after the first report of LT-GaAs, the excess As of the post-growth
annealed material was shown to be redistributed as arsenic aggregates, as ob-
served by TEM. Their sizes ranged between 2 to 10 nm, with a concentration of
1017−1018cm−3 (fig. 4.1 e). [171]. Also, LT-GaAs photoexcited carriers showed
a very short lifetime, in the order of picoseconds [119], which, in conjunction
with the high dark resistivity of the annealed material has made it a very suit-
able material for photodetection of very fast optical pulses (optical properties
will be extended on section 4.2.3).

However, the nature of the semi-insulating properties and its high resistivity,
especially after annealing, were not completely understood and a large amount
of research has been devoted to elucidate this point. The arsenic antisite acts as
a double donor being in the LT-GaAs material neutral or partially ionized (and
thus having two charge transition levels in the band gap: the (0/+) and (+/++)
levels) [170]. The electronic states of the antisite lie close to the middle of the
band gap forming a band of deep defects (Fig. 4.1 d). The Fermi level is pinned
in the middle of the band gap rendering the material semi-insulating[173], which
stands for a compensation mechanism mediated by positive charges, as ionized
acceptor dopants or positively charged point defects. Gallium vacancies are
also produced during growth in a large amount (but not detectable with EPR
or near-infrared absorption(NIRA), [174]) and possess an acceptor character.
Therefore, they are considered the main compensation agent for the ionized
arsenic antisites. After LT-GaAs is annealed at 600◦C, the concentration of
arsenic antisites is reduced by more than one order of magnitude [174] to form
arsenic aggregates [171]. It has been suggested that the aggregation of arsenic
is assisted by the gallium vacancies [174] in such a way that their concentra-
tion is also greatly reduced. Once annealed, the material has the Fermi level
pinned mid-gap again and it is semi-insulating, which led Warren et.al to de-
velop a model considering arsenic aggregates responsible for the compensation
of the annealed material. This compensation is achieved through the formation
of Schottky barriers between the GaAs and the aggregates, enabling a charge
transfer that pins the Fermi level at the Schottky barrier height [172]. For other
researchers [175][176], even though the concentration of antisites of the annealed
material is reduced below detectable limits with EPR or infrared-absorption, the
concentration of gallium vacancies is also reduced, most likely reacting with the
antisites in such a way that the material is still compensated. Also, it is not
clear whether arsenic interstitial are formed, nor what is their concentration
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Figure 4.1: a) Atomic structure of the cubic cell of Zinc-Blende GaAs with an arsenic
antisite, where the arsenic atoms are represented by red spheres, the gallium atoms by blue
spheres and the arsenic antisite by a yellow sphere. b) X-ray diffraction spectra of LT-GaAs
grown at 200◦C for both unannealed and annealed at 600◦C for 10 mins. (a to b), and LT-
GaAs grown at 270◦C kept unannealed as well as grown at 275◦C and annealed (c to d). In
all cases the resulting material shows crystalline properties. When the growth temperature is
very low (curve a), the main diffraction peak is shifted as a result of the strained lattice by the
high concentration of As antisites. c) Sketch of the density of states of LT-GaAs. The Fermi
level is pinned in the middle of the band gap and a large concentration of As antisites form a
deep band in the band gap. The As antisite is a double donor and can be neutral or partially
ionized. d) EPR quadruplet spectra of LT-GaAS grown at 200◦C and not annealed, measured
at 8K. In the upper curve the material was not illuminated during the acquisition and in the
lower curve it was illuminated with white light. The EPR quadruplet signal is attributed to
the ionized antisite defects. From the intensity of the signal, a concentration of antisites of
5 × 1018cm−3 is estimated. Both graphs b) and d) are extracted from [170]. e) TEM dark
field image of LT-GaAs buffer layer grown at 220◦C and subsequently annealed. The arsenic
precipitates are seen as bright sphere-like particles. f) Conduction band diagram of LT-GaAs
with As aggregates modeled as potential wells. The Fermi level of the aggregates is pinned
in the middle of the GaAs band gap forming a depletion layer around them. According to
Warren’s model, in the case in which the diameter of the aggregates is in the same order of
magnitude as the distance between the aggregates, the material is semi-insulating. Both e)
and f) extracted from [172].
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and contribution to the charge compensation of the material [177][178] as well
as their role in the formation of the As aggregates. For Stellmacher et.al [179],
the formation of complexes between antisites and interstitials, aside from the
antisites, has to be considered during the growth of LT-GaAs in order to un-
derstand the dynamics of As aggregation. The aggregates might be produced
by the diffusion of the more mobile arsenic interstitials, having intermediate
reactions with the vacancies and antisites.
Whatever the compensation mechanism responsible for the Fermi level pinning,
annealed LT-GaAs is a semi-insulating material which maintains a very short
carrier lifetime. This property can be unidirectionally related with the excess of
arsenic incorporated as a band of deep donor antisites or arsenic aggregates after
annealing, in both cases, acting as electron traps and enhancing photo-excited
carrier recombination.

Both compensations mechanism of annealed LT-GaAs can be summarized
as follows:

• Arsenic aggregates model: Arsenic in excess was seen to coalesce form-
ing aggregates of various sizes when growing several layers of LT-GaAs in
alternance with layers of normal GaAs (which leads to an increase of the
grow temperature to 600◦C after the LT-GaAs layer is grown)[180]. The
LT-GaAs layers were grown at 250◦C, 1µm/h and V/IIIEBPratio = 16.
A large amount of clusters of nanometric size in the range from 2 to 10
nm and at a concentration of 1017 − 1018 cm−3 was revealed by HR-
TEM characterization in the region where LT-GaAs was grown (Fig. 4.1
e). Warren et al. [172] proposed, in line with these results, and having
a semi-insulating LT-GaAs even if it was highly Si-doped, a mechanism
whereby the arsenic aggregates could compensate the excess charges on
the material by the formation of buried Schottky barriers with the GaAs.
The aggregates could accumulate or deplete charge in n-type (0.8 eV bar-
rier height) or p-type (0.6 eV barrier height) material, depending on the
amount of donors or acceptors. In both cases, with the Fermi level pinned
at the Schottky barrier height.
Following [172], if Gauss’s equation if solved approximating the arsenic ag-
gregate as a sphere of radius ro with azimuthal symmetry in the potential,
and considering that the potential difference between the aggregate and
the semiconductor bulk falls within the depletion region of width rs − ro,
that the charge density in the depletion region arises only from the con-
tribution of ionized antisites with concentration NDD and that there is
continuity of the potentials and electric fields in all space, the maximum
depletion radius rs can be calculated with respect to the built-in potential
φb and the aggregate radius ro as:

φb = (qNDD/6ε)
{

2r3
s/ro + r2

o − 3r2
s

}
(4.1)

A sketch of the conduction band profile with three As aggregates is de-
picted in figure 4.1f. Considering a mean cluster radius of 3 nm, with a

111



typical Schottky barrier height of 0.8eV for GaAs and a density of donors
equal to NDD = 1× 1018cm−3, the depletion region radius obtained using
equation 4.1 is 1.9 nm. In [172], they reasoned that under these conditions,
and for a cluster density equal or higher than 1016cm−3, the depletion re-
gions will begin to overlap, as shown in the figure, when the distance
between aggregates becomes smaller than their mean diameter, and the
material will become semi-insulating, even if it is highly doped. In other
words, the amount of charge carriers that an aggregate holds is equal to,
considering Laplace’s equation:

nm = (4πε/q)roφb (4.2)

For an average aggregate size of 3 nm, this is equal to n− = 22 and
n+ = 16 for n-type and p-type material, respectively. Multiplying this
number by the arsenic aggregate density renders the total charge that
they are able to compensate in the material. Thus, for a fixed aggregate
size, compensation depends on the density of clusters. For LT-GaAs, it is
enough if the number of dopants does not exceed 2.2×1018cm−3 to have a
semi-insulating material. This estimated quantity of defects is higher than
the detectable density of arsenic antisites after annealing of LT-GaAs.

Shen et.al performed photoreflectance measurements on a heterostructure
of n+-GaAs/Undoped GaAs/LT-GaAs. Either as-grown(unannealed) or
annealed for a few seconds at 600◦C [173]. By matching the measured
carrier density at the LT-GaAs film with the Poisson-Schrodinger solu-
tion of the potential under the effective mass approximation, they were
able to estimate the position of the Fermi level along the heterostruc-
ture, which was pinned in the middle of the gap both for the annealed
and unannealed LT-GaAs upper layer. For unannealed LT-GaAs, a con-
centration of ionized donors of N+

DD = 1 × 1018cm−3 is measured and
the position of the Fermi level is pinned just above the antisite donor
band:EC − EF = 0.47eV , and EC − EDD = 0.57eV . They argued that
compensation is mediated by acceptor defects which can be Ga vacancies
or Ga antisites, with an estimated concentration of N−A = 1× 1018cm−3.
If such concentration of acceptors is not included in the simulation, the
Fermi level is not pinned. Then, there must be a large concentration of
acceptor defects pinning the Fermi level in LT-GaAs . For the annealed
LT-GaAs, the Fermi level position was shifted down to EC−EF = 0.65eV
and the number of ionized donors was reduced to N+

DD = 1 × 1017cm−3.
The Fermi level is pinned at the same position no matter how long the
annealing time (from 30 s up to 300 s). Such pinning would require a very
high amount of acceptor defects that are not likely to be developed as the
number of donor defects is seen to be reduced, the number of vacancies
being reduced as well. Thus, they argued that the only way to match the
result is to fit it to Warren’s model. Furthermore, the Fermi level position
EC−EF = 0.65eV is very close to the Schottky barrier height. Feenstra et
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al. [181] studied UHV cleaved < 110 > surfaces of annealed LT-GaAs by
STM. They imaged a large amount of arsenic aggregates of various sizes
with a depletion region surrounding them. Additionally, local tunneling
spectroscopy measurements on the aggregates showed that the Fermi level
was pinned on the middle of the LT-GaAs band gap, and a high density
of midgap states capable of pinning the Fermi level was observed. Even
though compensation by acceptor defects such as vacancies was not ruled
out, they were not able to detect any appreciable amount of these kind of
defects with STM. Finally, aggregation of arsenic has been theoretically
modeled using molecular dynamics and density functional tight binding
(DFTB) theory to study the energetic balance of the creation of As anti-
sites [182]. It is found that arsenic antisites can diffuse and the formation
of arsenic aggregates of even two arsenic atoms is energetically favourable
with respect to the single antisites, as these keep the lattice strained. Also,
larger clusters have lower binding energy, thus Ostwald ripening of arsenic
aggregates must occur.

• Point defect model: It has been also stated that the concentration of
ionized antisites as well as gallium vacancies before and after annealing
is high enough to firmly pin the Fermi level in the material. According
to Liu [174], the arsenic aggregates do not necessarily undergo a charge
transfer with the material, what stands for flat-band conditions between
the aggregates and LT-GaAs. Such conclusions were reached by compar-
ing magnetic circular dichroism (MCDA) measurements, which gives an
estimation of the concentration of ionized antisites with near infrared ab-
sorption (NIRA) measurements with and without illumination. Indeed,
these techniques yield the concentration of ionized antisites due to the re-
duction in the absorption of the material which arise as a consequence of
photoquenching processes. Comparing both measurements, they showed
that the concentration of neutral antisites is approximately twice larger
than the one of ionized antisites. From this comparison, and having that
the stoichiometry for the formation of arsenic antisites is double in com-
parison with the single stoichiometry of the gallium vacancies, it is implied
that the ionized antisites and the gallium vacancies are in such a concentra-
tion that the material is always compensated even after annealing. Thus,
without the need of charge transfer with As aggregates. In [183], MCDA
and NIRA measurements are put against X-Ray measurements to get an
estimation of the relative change in lattice parameter (as well as relative
volume change due to volume conservation) as a function of the density
of antisites as:

∆a
ao

= ∆V
Vo

=
r3
AsGa−As − r

3
Ga−As

r3
Ga−As

1
2.2× 1022 [AsGa] (4.3)

Where, rAsGa−As is the interatomic distance between the antisites and
the surrounding arsenic atoms and rGa−As is the interatomic distance
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between gallium and arsenic in normal GaAs. The main claim of the point
defect model is that the properties of the arsenic antisites can explain
structural changes in the material (as bulk volume). Even though the
number of antisites is seen to be reduced upon annealing, it does not
assign a definite role to the arsenic aggregates, whether they appear or
not. Then, structural characterization techniques alone do not give an
unified vision about the nature of the defects in the material, further
complementary techniques, as electrical and optical characterization have
to be performed to solve these issues. This will be developed in the next
two sections.

4.2.2 Transport models

As stated in the previous section, there is no clear consensus whether the com-
pensation mechanism is due to acceptor defects, as gallium vacancies or even
residual carbon impurities or due to the formation of buried Schottky barriers
with the arsenic aggregates. Similar discrepancies were found when studying the
transport properties of LT-GaAs samples before an after annealing at different
temperatures, either by temperature dependent Hall measurements [184][185]
or by temperature dependent resistivity measurements, to study activation en-
ergies and breakdown voltages [175][176]. Look studied the Hall resistivity of
LT-GaAs for as-grown samples [184]. It was shown that the Hall resistivity stays
almost constant for LT-GaAs grown between 200− 300◦C. Conversely, the car-
rier concentration follows an anomalous dependence with the temperature as it
is reduced at increasing measurement temperatures. For the annealed sample,
the tendency was reversed, with the resistivity increasing up to 5 orders of mag-
nitude for 550◦C annealed samples and the carrier concentration increasing for
higher measurement temperature. In order to fit these results, he proposed a
two-band model by which transport is carried out by hopping of holes through
the dense band of antisite defects as well as by thermally excited conduction
band electrons as:

ρ−1 = σ = σCB + σDD = enCBµ+ σDD (4.4)

with σDD being the hopping contribution to the conductivity:

σDD = CDDe
−γ/aN1/3

DDe−εd/kT (4.5)

where CDD and γ are constants, a is the extent of the donor wave function
in a hydrogenoid-like model (a = ~/(2m∗EDD)1/2), which is estimated to be
a = 8.67Å from a deep donor level position of EDD = 0.75eV . εd is the dif-
ference in energy between the Fermi energy and the donor energy level. The
model fits well from the range of temperatures between 300 and 400 K for both
as-grown and annealed LT-GaAs. The increase of resistivity upon annealing is
due to the reduction on the concentration of arsenic antisites, which reduces
the effective wavefunction overlap necessary to guarantee hopping and keeps
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the conduction band electrons as main charge carriers. For temperatures below
300K, it is shown that the dominating transport mechanism is variable-range
hopping. As said before, Warren et.al suggested in their model [172] that the
increase in resistivity for LT-GaAs samples annealed at 600◦C is rather due
to the overlapping of the depletion regions of the As aggregates with the bulk
GaAs. Look [185] calculated that the maximum overlap for their samples, if
As aggregates are formed, should fill about 30% of the volume. Also, if the
charged aggregates were to completely overlap, the resistivity should be much
lower than the measured value, and should show a minimum when the situa-
tion of complete overlap is close to be reached due to percolative conductance
along the bulk. Both conditions were not observed in resistivity measurements
of annealed LT-GaAs. However, the hopping model, assigning the main contri-
bution of conductivity to the point defects, does not explain how the material
is compensated. In [185], Look argued that the material must be compensated
due to extrinsic defects such as grain boundaries or other extended defects, but
without estimating what is the impact of these defects on the resistivity of the
material.

Luo et al. [175][176] studied the resistivity and breakdown voltage of both as-
grown and annealed LT-GaAs samples at different temperatures and proposed a
synthesized transport model. In this model, the arsenic antisite is considered as
a monoatomic cluster. As the material is annealed, the number of monoatomic
clusters is reduced, but their size increases to form bigger As aggregates. The
probability p for electrons hopping from one cluster to another can be expressed
by:

p = vphe
−2αR (4.6)

where vph is the attempt frequency, α is related to the distance of decay for
the cluster wavefunction and R the average jumping distance between cluster,
which is linked to the density of clusters NT (single antisites(monocluster) or
aggregates) by:

R = [9/(8παNT )]1/4 (4.7)

The hopping conductivity is finally written:

σ = (1/6)e2R2pNT /kT (4.8)

what results, inserting equations 4.6 and 4.7 in equation 4.8, in a conductivity
depending on the density of clusters, similarly to the result obtained by Look
for the hopping between antisites. The main assumption of Luo’s model is that
the hopping is produced between arsenic antisites in the as-grown material,
and the As aggregates in the annealed material. As the density of clusters
is reduced when the material is annealed (at the expense of increasing their
size), the hopping probability is reduced and thus the resistivity increases. Also,
they considered a compensation mechanism mediated by the aggregates forming
Schottky barriers, the formation of As aggregates having an activation energy
of Ea = 2.1eV .
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4.2.3 Optical properties
LT-GaAs presents a very fast carrier recombination time, which, added to the
high resistivity of the annealed material and a high enough mobility has allowed
the integration of the material as a photodetector of very fast optical pulses,
such as the ones in the THz range [186][187]. It can be integrated with photo-
conductive antenna to produce fast transient pulses in the range of THz [123]
as well as coupled with a photomixer setup for detection and emission of THz
fields [188].

The lifetime of the photoexcited carriers in LT-GaAs has been studied by
several groups using pump-probe techniques with equivalent time-sampling tech-
niques (section 2.2.1). The changes in the relative transmission or reflection of
the material impinged by femtosecond laser pulses are tracked as a function of
the delay time between pump and probe laser beams. When the pump beam
arrives, it generates an electron-hole plasma which is rapidly (in femtoseconds)
thermalized through carrier-carrier or carrier-phonon scattering. The photogen-
erated carriers induce a change in the optical absorption of the material through
the mechanism of bandfilling, band-gap renormalization and free carrier absorp-
tion. The absorption change can be related to a change in the refractive index
of the material, as shown by the Kramers-Kronig relations [118]. As the photo-
generated carriers are recombined in the next few picoseconds, the changes in
absorption will follow the decay of the excited photocarrier population as a re-
sult of trapping and recombination from defects in the material. Several groups
have adopted this approach to study carrier recombination in LT-GaAs, either
following changes in the transmission [189][190] or the reflection [191][192] of
the illuminated material, as well as THz pump-probe [193]. Also, electro-optic
sampling and photoconductive Austin switches have been used to characterize
the lifetime of the material [119].

Regardless of the technique, similar trends have been encountered with re-
spect to the lifetime of photoexcited carriers in LT-GaAs but with dispute about
the nature of the recombination mechanism for the annealed material. In gen-
eral, the tendencies for the photoexcited carrier lifetimes can be summarized
by looking at figure 4.2a. The change of the lifetime is twofold. First, for as-
grown LT-GaAs between 200 − 300◦C: as the growth temperature is reduced,
the amount of excess As incorporated to the material is increased and as such,
the amount of electron and hole traps, thus the recombination probability is
increased and the lifetime gets shorter accordingly. However, there is a lower
limit for which the material starts to increase its polycristallinity and incorpo-
rate large defects due to the extreme non-stoichiometry. Therefore the mobility
of the carriers decrease and the lifetime increases. After LT-GaAs is annealed
at different temperatures (between 400 − 700◦C), the number of point defects
is reduced, most likely to be incorporated as arsenic aggregates. The material
becomes highly resistive and the lifetime increases. The larger the annealing
temperature, the higher the increase in lifetime.

There is a general remark to be made about the similar growth temperature
used by different groups to grow the material, and the dissimilar structural and
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(a)(a)

(b)(b)

(c)(c)

Figure 4.2: a) Photocarrier lifetime of LT-GaAs vs growth temperature for several different
annealing temperatures. From [191]. b) Band diagram of LT-GaAs showing the main excita-
tion and decay processes with their corresponding lifetime for the model of [190] (described in
section 4.2.3). c) Lifetime curves in transmission mode for LT-GaAs as grown at (left) 250 and
(right) 300 ◦C. Dashed lines represent the experimental data and solid lines the simulation of
the dynamics predicted in [190]. Both b) and c) extracted from [190].

optical properties encountered. The determination of the growth temperature
in the range 200−250◦C can not be so precisely determined, as the temperature
reading in this range is done with the use of thermocouples. The temperature
measured by the thermocouple is slower and very sensitive to the thermal con-
tact between the substrate and the thermoresistive material. It is necessary to
calibrate them with other temperature measurement instruments such as pyrom-
eters (which are only sensitive above 250◦C). Therefore, some dispersion in the
values of the growth temperature can be encountered in the range 200− 300◦C
between different systems.

By looking at figure 4.2c, a typical transmission change curve for a pump-
probe characterization experiment, extracted from [190], of as-grown LT-GaAs
is depicted. The samples are grown at two different temperatures. At 0 delay
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time, the pump and probe laser beams arrived at the same moment to the
sample. The carriers are photoexcited, a very sharp and fast change of the
normalized transmission is observed, related to an increase in absorption mainly
due to the band-filling processes, as stated by [192][190] [189] and [191]. This is
followed by a rapid change in transmission as carriers recombine onto LT-GaAs
recombination centers (such as antisites or vacancies) giving rise to the steep
falling slope of the curve in a very few picoseconds. The curve is continued
by absorption non-linearities, either by a small dip at 2 ps for the 250◦C as-
grown samples, or by a reduced transmission that is followed by a very slow
recovery time (300◦C as-grown sample). These features can not be fitted in
the transmission curve by a single decreasing exponential as it would be the
case if there were a single recombination mechanism (like fast antisite trapping)
operating in the as-grown sample, and suggest a more complex recombination
dynamics mediated by more than one process. Benjamin et.al developed a
model to explain this behaviour as produced by the ultrafast recombination
dynamic between photoexcited carriers at the deep level defect band up to the
conduction band[190] as well as by the production of two-photon absorption
(TPA) events. The model can be expressed as follows, with population-balance
equations, fig.4.2b:

dN

dt
= Iα

hν
− N

τ1
+ n

τ3
(4.9)

Equation 4.9 represents the change of population at the bottom of the con-
duction band: The first term is the absorption of photo excited carriers from
the valence band (I:light intensity, α:band-to-band absorption coefficient, hν:
photon energy, which is resonant with the energy gap of GaAs), second term
stands for recombination with the band of defects in the middle of the gap with
a lifetime τ1, as indicated by the arrows in the figure, and the third term is
related to the thermally recombined carriers from the top to the bottom of the
conduction band with a lifetime τ3.
The change of population in the defect band states is expressed as:

dNT
dt

= −IαT
hν
− NT

τ2
+ N

τ1
+ n

τ4
(4.10)

The first term is the absorption of photo excited carriers up to the top of the
conduction band (I:light intensity, αT : absorption coefficient from traps to ex-
cited states, hν: photon energy, which is resonant with the energy gap of GaAs),
the second term stands for recombination with holes of the valence band with a
lifetime τ2, the third term represents the trapping of electrons from the bottom
of the conduction band to the defect band states in a time τ1 and the last term
is the trapping of electrons from the top of the conduction band to the defect
band states in a time τ4. Finally, the change of population in the top of the
conduction band reads:

dn

dt
= IαT

hν
− n

τ4
− n

τ3
+ I2β

2hν (4.11)
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Where the three first right-hand terms represent, from left to right: the absorp-
tion of light from the defect band to the top of the conduction band with absorp-
tion coefficient αT , the trapping of electrons between the top of the conduction
band and the defect band states with lifetime τ4 and finally the thermalization
of carriers to the bottom of the conduction band with lifetime τ3. Also, the last
term represents two-photon absorption processes from the valence band with
absorption coefficient β.

The model is fitted with great precision to reproduce the experimental curves
shown in figure 4.2c for both, 250 and 300◦C as-grown LT-GaAs samples. The
lifetimes extracted for the 300◦C sample are: τ1 = 1.4ps, τ2 = 3.0ps, τ3 = 100ps,
τ4 = 0.3ps. In light of the different processes considered that can change car-
rier population, it is possible to explain the non-linearities in the transmission
spectra. The recombination time between the upper conduction band and the
deep donor band is considered to be extremely fast but the thermalization of
photoexcited carriers from the top to the bottom of the conduction band is very
slow due to phononic bottleneck. Then, after the initial and fast recombination
of carriers from the bottom of the conduction band to the deep donor band in
approximately 1.4 ps, there is a very fast excitation to the top of the conduc-
tion band from this deep donor defect band that causes a further increase in
absorption. The shape of the absorption features will change depending on the
interplay between the rates of non-radiative recombination of the conduction
band and the band of defect states (τ1), and the band of defect states and the
valence band (τ2).

For Lochtefeld et.al [189], the absorption non-linearities must arise due to
the presence of two different traps in the as-grown material, the antisites as
electron traps and the vacancies as hole traps. Both traps have different effective
cross-sections so that the pump-probe transmission curves can not be fitted
by a single exponential as the filling and emptying rates of both donor bands
are different. The model developed above can be adapted to this situation
by not considering the TPA processes and adding a new band of defect states
(representing the vacancies) with its respective population change dynamics.
When LT-GaAs is annealed, they find that the transmission spectra can be fitted
by a single exponential. They argue that the main recombination mechanism
for non-radiative processes comes from the arsenic aggregates acting as electron
traps, as the vacancies and antisites reduce its concentrations upon annealing,
and there are still very fast recombination times that can not be explained
otherwise. [192] and [193] have also found that the transmission curves for the
annealed material can be fitted by a single exponential. In [193], using pump-
probe THz spectroscopy, they see a single exponential decay in transmission for
the as-grown material as well, which allows them to argue that the power used in
normal pump-probe experiments creates an excessive amount of photogenerated
carriers that cause the measured non-linearities in absorption. Then, the THz
pump-probe curves can be fitted in as-grown and annealed LT-GaAs by a simple
model considering only one kind of defect (the antisites) capturing electrons by
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the Shockley-Read-Hall mechanism:

τ = 1/NDDvthσcross (4.12)

Where NDD is the concentration of antisites, vth is the thermal velocity of car-
riers and σcross is the effective recombination cross-section. The increase in
lifetime for the annealed material is simply caused by a decrease in the concen-
tration of antisites defects.
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4.2.4 Conclusions
In the first part of this chapter; the structural, electrical and optical properties of
LT-GaAs films have been reviewed. It is clear that there is not an unified model
accounting for all the properties encountered on this material. The principal
point of disagreement is related to the compensation mechanism between the
defects, as well as what is the dynamic of these defects when the material is
annealed. As said before, the origin of all of these differences could be partially
accounted for by the uncertainty in the temperature measurement when the
material is grown, which makes the measurement between different groups hard
to compare. But whatever the model considered, it is clear that there are some
common threads: 1) The low temperature growth of the material incorporates
arsenic in excess to the crystal lattice, which seems to be mainly in the form of
arsenic antisites defects. 2) These defects strain the lattice and deteriorate the
crystal quality of the material, but they are efficient electronic traps, conferring
the material extremely short lifetimes. 3) When the material is annealed after
growth, the concentration of antisites is reduced. They start to aggregate in the
form of arsenic clusters, reducing the lattice strain. This have two consequences:
the crystal quality is improved (and thus the mobility) and the density of defects
(whatever its origin) is still large enough so that the lifetime is very short. This
two features makes annealed LT-GaAs an excellent optoelectronic material.
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4.3 Synthesis of LT-GaAs Nanowires
Low-temperature GaAs nanowires have been synthesized by using a core-shell
approach. The core is made up of MBE grown Ga-catalyzed GaAs nanowires
(see section 1.3.5) with the low-temperature shell added conformal to it.1 The
main reason to integrate the low-temperature GaAs as a nanowire shell is
caused by the impossibility to grow LT-GaAs directly from the well studied
Ga-catalyzed approach. At the standard growth temperatures used for LT-
GaAs films (between 200 and 300◦C), the gallium droplet, with low arsenic
concentration, that is necessary to maintain a stable vertical nanowire growth
would be below the eutectic point of the binary compound. Thus, producing a
solid droplet in which growth is impeded by the lower diffusivity of the chemical
species. To date, there is no reported growth of self-catalyzed GaAs nanowires
in VSS mode, so this possibility can be ruled out.

The step-by-step route to synthesize the core-shell nanowires is sketched in
figure 4.3a, and can be listed by four main consecutive steps (as labeled in the
figure):

(a) (b)

1um

(c)

[111]
<110>

Ga

Ga

G
aA
s

LT
-G
aA
s

1 2 3 44

Figure 4.3: a) Steps for the growth of core-shell GaAs/LT-GaAs nanowires based on a
self-catalyzed scheme using Ga as liquid medium in VLS growth mode. The steps are: (1)
formation of Ga seeds droplets on the SiO2 substrate; (2) growth of GaAs NW; (3) crystal-
lization of Ga droplet in As-rich atmosphere and subsequent evaporation of LT-GaAs shell
covering the GaAs nanowire sidewalls, (the core-shell structure is represented from another
angle in (b)) and finally; (4) evaporation of the amorphous As capping layer on top of the
nanowires, resulting in an As encapsulated NW ensemble with an average length of 8.6µm, as
seen in the SEM image of c).

1 The first step is a pre-deposition of gallium on top of the oxidized Si(111)
substrate. The rough, oxidized surface, provides pinholes in which the
gallium droplets are nucleated. The nanowire diameter depends on the

1LT-GaAs nanowires samples have been grown in the group of Prof. Anna Fontcuberta
i Morral at École Polytechnique Fédérale de Lausanne (EPFL), Switzerland, as part of a
collaboration between partners of the consortium FP7 EU Nanoembrace.
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initial size of the droplet before growth. The density of nanowires depends
on the density of droplets formed. It has been studied that the maximum
yield of vertical nanowire growth along the < 111 > direction is related to
the contact angle of the gallium droplets with the oxide layer before growth
of the nanowires starts. This can be tuned by changing the oxide thickness
that influences the wetting of gallium [70]. Also, for thin enough oxide
layers, the nanowires grow following an epitaxial relation with respect
to the Si(111) surface underneath. Optimum conditions in density and
size-used in the GaAs/LT-GaAs nanowires- are obtained when the oxide
thickness is equal to 0.9 nm, in which case the wetting angle is close to
90 ◦. Figure 4.3b shows the dense array of nanowires grown under these
conditions.

2 Growth starts by opening the arsenic and gallium shutters at the growth
temperature of 640◦C. The nanowires grow vertically in the <111>B
direction from the gallium droplets following the self-catalyzed growth de-
scribed in section 1.3.5. The GaAs nanowires are grown at a nominal
growth rate of 0.3Å/s, an As4 partial pressure of 2.5×10−6mbar, and Ga
partial pressure of 1.42× 10−6mbar. The growth time has been 90 mins.
Under these conditions, Ga-catalyzed GaAs nanowires are known to pre-
dominantly show a ZB structure along their length (section 1.3.2) except
on the top and bottom, where the out of steady-state conditions lead to a
more defectuous growth. In these regions, the nanowires consist of a dense
intermix of ZB twins, WZ insertions and stacking faults. Growth stops
when the gallium shutter is switched off. However, the nanowires continue
to grow in the As-rich atmosphere until the Ga droplet is consumed and
completely crystallized.

3 After the GaAs core is grown, the LT-GaAs shell is deposited on the lat-
eral facets of the nanowire. Zinc-blende GaAs NWs present six equivalent
faceted sidewalls cut by {110} planes. To evaporate the low-temperature
shell, temperature was subsequently reduced down to 300◦C. Once the
temperature has been stabilized, the Ga flux is restored and the low-
temperature shell grows at a nominal rate of 1.1Å/s, with As4 partial
pressure of 1.18 × 10−5mbar, during approximately 15 minutes. The in-
tended thickness for the shell was 35 nm.

4 Finally, a thin As capping layer is deposited after growing the shell to
protect the surface against atmosphere exposure when the nanowires are
transferred from the MBE system to the STM chamber [62]. This is
achieved by shutting off the Ga flux in an As-rich atmosphere after the
growth of the shell, and by further lowering the substrate temperature
down to room temperature. The as-grown GaAs(core)-LT-GaAs(shell)
nanowires embedded with the As capping layer have been inspected with
SEM. Figure 4.3c shows the high density and aspect ratio of the nanowires,
with a mean length of 8.6µm and a capping thickness varying from 20 nm
at the bottom of the nanowires to 60 nm at the top, giving a cotton-bud
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shape to the nanowires. This is a known effect occurring upon growth of
nanowire arrays called shadowing. It is due to the reduced flux of As4
reaching the nanowire bottom as a consequence of the large density of
nanowires impeding an homogeneous redistribution of arsenic along the
length of the nanowire during growth.

4.3.1 TEM characterization of LT-GaAs nanowires
After cleaving the nanowires onto a lacey carbon film, they have been transferred
to a TEM chamber to perform structural and atomic characterization. The
resulting images are shown in figure 4.4a and b. The nanowire can be seen
encapsulated by the amorphous As layer in the TEM image, a slight roughening
of the sidewalls is seeing through the amorphous shell. Using HR-TEM, the
observed atomic structure of the LT-GaAs shell is Zinc-Blende. No distinction
in lattice parameter is seen between the core and the shell of the nanowire.

(a)(a)

(b)(b)

(c)(c) (d)(d)(c)(c) (e)(e)

(f)(f)

Figure 4.4: a) Bright-contrast TEM image of the sidewall of a GaAs/LT-GaAs nanowire
encapsulated in the amorphous As capping layer. b) HR-TEM image showing the Zinc-Blende
atomic structure found on the sidewalls of the nanowire. c) High angle annular dark field
STEM image (HAADF-STEM) of the cross-section of a GaAS/LT-GaAs nanowire. d)e) EDX
elemental mappings of gallium and arsenic at the cross-section of the nanowire. f) HR-TEM
image of the cross-section of the nanowire showing a 111 plane .

The cross-section of the nanowires was also characterized. To do this: the
nanowires were transferred onto a silicon substrate, then encapsulated under a
layer of hydrogen silsesquioxane (HSQ) to further cut thin slices perpendicular
to the nanowire main axis with the use of a focused ion beam (FIB) machine.
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4.3. SYNTHESIS OF LT-GAAS NANOWIRES

Then, as shown in figure 4.4c-f, HAADF-STEM, chemical mapping by EDX and
HR-TEM techniques were applied on the cross-sectional cut of the nanowires. In
figure c, the HAADF-STEM image shows the hexagonal structure, signature of
a self-catalyzed growth on a < 111 > B direction, with six equivalent and almost
regular sidewalls. Some roughening is observed on the sidewalls of the nanowires.
Also, there is no contrast between the core and the shell of the nanowire, which
is expected given that the shell lattice parameter is almost identical to the
core. The elemental mappings of figures d and e show the amount of Ga and
As coming from the nanowire as detected by the X-ray elemental mapping,
the background of arsenic in figure e comes from the amorphous As capping
layer surrounding the nanowires. Even though the shell has been grown at low
temperature, the excess of As incorporated to the material, as stated in the last
section, is less than 1%. It is therefore not possible to distinguish any chemical
contrast between the core and the shell with X-ray elemental mapping. Finally ,
in figure f, a high resolution TEM image shows the detail of the atomic structure
of the {111} plane on the cross-section of the nanowire. The interface between
the core and the shell is indistinguishable.
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4.4 STM characterization of LT-GaAs Nanowires
The LT-GaAs nanowires were characterized in an Omicron UHV LT-STM sys-
tem designed to work at room and low temperature (chapter 2, section 2.1.5).
Experiments were conducted at 300 and 77 K. The As capping layer was de-
sorbed from the nanowires by direct contact thermal heating inside the UHV
preparation chamber of the microscope. The temperature used to completely
desorb the capping layer was around 350 − 380◦C, tracked by the reading of a
pyrometer pointing to the nanowire sample. The desorption time was one hour.
After desorption, the nanowires were transferred onto a flat Si(111) substrate,
with a thin film layer of Ag on top, by direct contact cleaving in UHV (details of
this technique can be found in section 3.3.1). This procedure leaves a disperse
amount of cleaved flat-lying nanowires across the surface with one lateral facet
in contact with the surface of the substrate as sketched in figure 4.5a. After
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Figure 4.5: a) Representation of the STM tip scanning the upper sidewall of a flat-lying
nanowire on a substrate. A yellow trace outlines the trajectory of the STM tip when the
nanowire is scanned. b) STM image of a GaAs/LT-GaAs nanowire. The rod-like bright
protuberance where the contrast is higher marks the boundaries for which the tip scans the
nanowire. The image was taken at 77K with Vsample = −3V and Itunnel = 10pA. Scale bar is
300 nm. The orange line marks the height profile of the STM tip scanning in constant-current
mode and it is represented in c), where the tip follows the shape of the lying nanowire, in
backward and forward scanning modes.

transferring the nanowires to the substrate, an optical camera is used to locate
the places where there are transfer traces as a result of the cleaving. The tung-
sten STM tip is brought into tunneling close to the position where the transfer
traces are observed and the surface is scanned around in constant tunneling cur-
rent mode. A nanowire is found when the STM tip scans a bright protuberance
of much greater height than the surface average, and whose width is approx-
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4.4. STM CHARACTERIZATION OF LT-GAAS NANOWIRES

imately equal to its height. If such a height profile is kept when up-scanning
a given area for thousand of nanometers, the tip is scanning over a nanowire.
This produces a STM image such as the one in figure 4.5b. The image shows a
cleaved piece of a LT-GaAs nanowire lying on the substrate. These nanowires
are grown along the < 111 > B direction and present six equivalent lateral
sidewalls giving them the appearance of an hexagonal tube. Thus, if one facet
of the nanowire lies parallel to the substrate, the opposite facet must appear flat
when the STM tip surpasses it, as showed in the height profile of figure 4.5c.
The height profile followed by the tip when performing a backward and forward
scanning over the nanowire is depicted. It is seen that, when the nanowire is
detected, the feedback loop reacts with a steep increase in the tip-sample dis-
tance, which can give an overestimation of the height of the nanowire. Also,
when the tip goes back from the nanowire to the sample, it starts scanning the
sloped nanowire sidewalls, as the change in height is softer, giving a longer tail
to the height profile. Therefore, the height profile is asymmetric with respect to
backward and forward scanning. Nonetheless, the length of the cleaved part and
the approximate lateral dimensions of the nanowires can be obtained through
the analysis of the height profile. To correctly estimate the dimensions of the
nanowire, the feedback loop sensitivity acting on the tip has to be large, so
that it reacts rapidly to the sudden change of height occurring when the tip
reaches the nanowire, but not so sensitive that the piezotube is over-retracted,
giving the tip additional inertia when the nanowire is found, as the tip “jumps”
through the sidewall. Once a single nanowire piece is completely scanned and
located with respect to the scanning frame, the tip can be put on top of the
upper sidewall, as seen in figure 4.5a. The upper surface can be scanned all
along the sidewall by moving the tip parallel to it. In this way, the structural
properties of the nanowire can be accessed with greater detail and LDOS spec-
troscopy can be performed, at any selected point on the upper sidewall, to study
its electronic properties. In the next two sub-sections, the structural and elec-
tronic properties, obtained with the OMICRON STM at 77 and 300K, of the
sidewall of the LT-GaAs shell will be described and compared with similar STM
measurements for GaAs nanowires, as well as contrasted with the properties of
LT-GaAs materials discussed in the previous section.

4.4.1 Structural properties

The structural properties of the nanowire surface are accessed by scanning the
top sidewall with the STM tip parallel to the growth direction in a frame con-
strained within the boundaries of the top facet. This way, it is possible to
visually inspect the nanowire surface in a single STM image, as showed in fig-
ure 4.6b. The scanned part of the sidewall has a lateral dimension of 50 nm,
which is consistent with the average diameter measured in the upper part of the
as-grown nanowires by SEM and indicates that the cleaved segment must have
occurred, as accounted from the shadowing effect, from the middle-up side of
the nanowires.
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Figure 4.6: a) SEM and (b) STM images of a single GaAs/LT-GaAs nanowire transferred
onto a Ag/Si(111) surface after decapping the As amorphous layer. In (c), a high-resolution
STM image obtained on the {110} sidewall of the LT-GaAs shell is represented. The arrows
point to subsurface AsGa arsenic antisites. Inset: STM image of a single antisite defect
showing the typical structure for As antisites lying on the second subsurface layer, with the
central core and two satellites. d) STM image of a GaAs nanowire sidewall (without LT-
GaAs shell) transferred onto a Si(111) surface after the sublimation of the As capping layer.
e) High-resolution STM image obtained on the {110} sidewall of the GaAs nanowire. No
AsGa antisite defects are present. In (a), the SEM was operated at an accelerating potential
of 10 kV, the contrast arise from the detection of secondary electrons. Tunneling conditions in
b-c, d-e: Vsample = −3.0,−4.0V , Itunnel = 10, 20pA, respectively. STM images taken at 77K
(except inset of c)). The color scales in b),c),d) and e) are 88, 23, 17 and 5 Å, respectively.
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4.4. STM CHARACTERIZATION OF LT-GAAS NANOWIRES

The principal feature arising from the STM images is the roughness profile of
the nanowire sidewall. It shows faceted flat terraces surrounded by monoatomic
steps diagonally oriented along the length of the nanowires. This roughness can
be observed in the SEM images of different nanowires from the same sample, as
in figure 4.6a, by visually inspecting the changes in bright contrast along the top
facet and the dark contrast along the adjacent lateral sidewalls (three sidewalls
are seen in the SEM images, consistent with a flat-lying hexagonal nanowire).
The roughness is 4 nm, approximately, along the 2µm length scanned nanowire.
This is in contrast with the height profile showed by single GaAs nanowire
sidewalls, in which a single atomic layer spans the whole length of the nanowire
with small disperse island around its edges, as showed in figure 4.6d. Both
nanowires have been grown by the same mechanism of self-catalysis and studied
by STM in the same manner. Thus, the difference in roughness must arise from
the growth of the low-temperature shell. Homoepitaxial growth with MBE on
{110} surfaces of GaAs has been studied in some works[194][195]. When the
growth is performed under high As:Ga ratio, it becomes Ga-limited and can lead
to instabilities during growth. This instabilities were simulated in [194] under
the frame of the Ehrlich-Schwoebel effect, which is caused by large barriers for
adatom hopping when growth is performed in Ga-limited regime and under low
temperature, as with the nanowire shells. Depending on the As:Ga ratio, 3D
features (pyramids or mounds) can appear during the homoepitaxial growth on
the surface, forming patterns with characteristic lateral dimensions that increase
with the film thickness. The corrugation observed in the nanowire sidewalls is
ascribed to the homoepitaxial low-temperature growth on {110} surfaces under
high As flux.

The atomic structure of the nanowire surface is highlighted when scanning
over a reduced area of the top sidewall, as in the STM image of figure 4.6c. The
STM image covers a size of approximately 50 nm, revealing three monoatomic
steps separating three flat terraces. Every terrace is conformed by a series of
stacked rows along the growth direction but angled with respect to it. In between
the rows a numerous and dispersed array of nanometric bright protrusions can
be seen. Both features can be analyzed independently:

The series of rows stacked along the length of the nanowire make an angle
of ≈ 35◦ with the <111>B growth direction. This is the signature of the Zinc-
Blende structure whose stacking direction along the <111> direction is not
parallel to it, as discussed in chapter 1, section 1.3.2. The ZB structure is a
consequence of the self-catalyzed growth scheme, as the majority of scanned
areas of the sidewall of the nanowire shows the same atomic structure. This
shows that the cleaved nanowires are being scanned with STM along a portion
of the sidewall where the ZB is the dominant crystal phase. Two crossed arrows
pointing to the growth and plane direction are placed on the bottom of figure
4.6c to allow a visual identification of the growth direction with respect to the
ZB stacking plane. Finally, the constant-current contrast of the STM image
at the voltage Vsample = −3V indicates that the surface corresponds to the
{110} plane of a ZB structure. The {110} plane of the ZB GaAs is known to be
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non polar and to show a very small surface reconstruction which is the result
of a small vertical buckling of the surface Ga-As dimers with a slight charge
transfer between atoms [196]. Otherwise rendering an almost unreconstructed
square lattice. Additionally, the surface states associated with the topmost layer
lie outside the GaAs band-gap and the HOMO of the surface Ga-As dimers is
localized at the As atom while the LUMO is localized at the Ga atom [89].
Thus, imaging the occupied states (negative potential) with STM will give a
current in which the contrast will come majoritarily from the localized states
on the As atoms while an empty states image will have a larger current when
the tip interacts with the states localized on the Ga atom[85](sections 3.4.1 and
2.1.1). Then, the contrast arising from the STM image of figure 4.6c reveals the
localization of the As atoms on the ZB GaAs{110} nanowire lateral sidewalls.
Same atomic structure can be seen on the GaAs nanowires sidewalls of figure
4.6e.

a) b)

c)

Figure 4.7: a) STM image of the sidewall of the GaAs/LT-GaAs nanowire taken at Vsample =
−3V and Itunnel = 20pA 20, two arsenic antisites defects are distinguishable on the ZB
sidewall of the nanowire. The black line marked on the lower antisite traces the length of
a height profile taken across it, and shown in b). c) Histogram showing the distribution of
relative heights measured over the height profiles of 427 different antisite defects.

The protrusions are identified as subsurface arsenic antisites. They are dis-
persed on the terraces and superimposed to the As sublattice imaged all along
the length of the sidewall as marked in figure 4.6c with the label AsGa. The
antisites are present in a very high concentration. Arsenic antisites have been
investigated previously by STM in {110} planes of UHV cleaved LT-GaAs films
by the group of Feenstra [181][144] In their work, the antisites are identified as
small bright protrusions with a non-homogeneous aspect. The STM contrast
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4.4. STM CHARACTERIZATION OF LT-GAAS NANOWIRES

can change with the scanning voltage as well as with the subsurface layer in
which the antisite lies due to the symmetry of {110} planes. Based on these
considerations, they identify what is the STM contrast of antisites down to 4
atomic layers below the surface. A distinguishable feature of the antisites is
the shape that they show when lying in the second subsurface layer, as shown
by Feenstra and collaborators[144][197]. This shape is that of a bright protru-
sion, apparently extended over several sublattice atoms, with two small satellite
features located approximately at the 15th-nearest-neighbour from the antisite
position. They arise from the tails of the antisite wavefunction and are related
to strain variations of the As tetramer as a consequence of the aforementioned
surface buckling. In figure 4.7a, a better resolved STM picture of two antisites
on the nanowire sidewall has been depicted. The first thing to notice is that
the antisite wavefunction seems to be extended over several lattice sites, with-
out any particular position with respect to the surrounding atoms. This is in
contrast with the appearance of surface arsenic antisites presented in section
3.4.1 of the previous chapter, in which the antisite wavefunction occupies only
one lattice site, and it is located at the position of Ga adatoms. Furthermore,
the apparent height in the STM image of surface antisites is equivalent to the
height of the surrounding As adatoms. The antisites of the LT-GaAs nanowires
seem to be higher than the surrounding As adatoms. This is an electronic effect
rather than a topographical one, and it reveals that the current at the position of
the antisites is dominated by the tunneling current from the deep defect states,
and thus from more delocalized hydrogenoid type orbitals, suggesting that the
antisites are electrically active. This is in contrast with the surface antisites,
which are uncharged and do not have defect states within the band gap of the
material. Also, as stated by Schwarz [148], the antisites are no longer neutral
if they are located just one monolayer below the surface. In the STM image
of figure 4.6c, taken at 77K, the contrast on the antisites shows little variation
between them. The height profile across one of such antisites has been depicted
in figure 4.7b, showing a relative height of 45 picometers. Furthermore, the rela-
tive height distribution of 427 different antisites dispersed around the sidewalls
of different nanowires has been depicted in figure 4.7c, with the majority of
antisites showing a relative height of 45 picometers on the STM images. Thus,
looking at the relative height and apparent extension of the antisite from the
STM image is not possible to distinguish the subsurface layer in which they are
located. Comparing with the results of Feenstra [144], they could be located at
least 4 layers below the surface. The reason for the lack of resolution imaging
the antisites is twofold: First, the nanowire has to be imaged at larger volt-
ages than the cleaved thin-films due to the additional impedance related with
the discrete size of the nanowires, what means that the current comes not only
from the antisite state but from a larger amount of valence band states, thus
reducing the sensitivity of the tip to image subsurface features. In Feenstra’s
work, the maximum overlap between tip states and the antisite wavefunction
tails is seen at -2V, while LT-GaAs nanowires can not be scanned with stability
at less than -2.5V. Second, and added to the lack of sensitivity, the shape of the
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tip apex could obscure the exact profile of the antisite wavefunction, so it is not
possible to precise the subsurface layer in which they lie. At 300K, the sensitiv-
ity is increased and it is possible to image the nanowire at smaller voltages, in
some nanometric restrained STM scans, it is possible to observe additional fea-
tures of the antisites wavefunctions, as showed in the inset of figure 4.6c, where
an antisite with two smaller protrusions is superimposed to the As sublattice.
Counting the number of antisites per surface layer yields a concentration of
NDD = 5 ± 2 × 1018cm−3. Which is inline with values obtained for LT-GaAs
films grown at 300 ◦C, as shown in section 4.2.1. Finally, no bright protrusions
in a large amount are seen on the GaAs nanowire sidewalls (fig.4.6 e), thus we
can unambiguously assign the point-defects in the LT-GaAs nanowire shell to
result from the dispersion of subsurface arsenic antisites incorporated during
the growth of the low-temperature shell.

4.4.2 Electronic properties

In order to investigate the electronic properties of the LT-GaAs shell, local tun-
neling spectroscopy measurements have been performed on selected places of the
{110} sidewalls of the nanowire surface. With local spectroscopy, information
about the density of states of the sample can be extracted. It allows also to
obtain the position of the Fermi level and the width of the GaAs band-gap, as
well as the position and charge balance of the antisite levels if the spectroscopy
is performed locally on top of them (section 2.1.3).

The STM tip has been brought to the top of the bare {110} sidewall in an
area cleared of antisites and steps. The feedback current has been switched off
and the voltage has been ramped up in a 5V range, between -2.5V and 2.5V,
while the current has been acquired. A Lock-In amplifier has been used to
extract the conductance. Also, in order to maximize the sensitivity between the
tip and the sample, the tip must be brought sufficiently close to increase the
tunneling overlap when the voltage is resonant with the band edges, as there are
less charge carriers available in the eV range. At the same time, if the tip-sample
distance is too short, there might not be enough charge carriers on the surface
to screen the electric field, a space-charge area arises in the semiconductor and
a larger apparent band gap is measured. This effect is known as tip induced
band bending (TIBB) and has been studied in section 2.1.4. To increase the
dynamical range of the measured signal without falling within one of these
two extremes, the following approach has been followed: An additional voltage
signal added directly to the piezo-electric voltage VZ (which sets the initial tip-
sample distance) has been coupled synchronically with the voltage ramp in order
to increase the proximity between the tip and the sample at small voltage, for
which the current is reduced and a larger sensitivity is required. This additional
voltage signal is a V-shaped pulse centered at 0V and it has been output with
a function generator [92] (section 2.1.3). The same procedure has been used to
acquire localized spectroscopic measurements on the As antisites.

The resulting spectroscopic measurements, plotted as the normalized con-
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ductance versus sample voltage, both for the GaAs surface and the As antisites,
are depicted in figure 4.8. The measurements have been performed at 300K and
77K (inset of figure). The normalized conductance amplitude is proportional
to the density of states of the sample at any given point for a given energy
with respect to the Fermi level. The lower trace, colored brown, represents the
LDOS on the LT-GaAs region free of antisites. Two broad humps where the
conductance is highly increased are almost symmetrically placed around the
Fermi level(0V), the rising slopes in conductance represents the edge of the va-
lence band at negative voltages and of the conduction band at positive voltages,
marked in the figure as EV and EC , respectively, using the method of [92] to
delimit the onset of the bands. The central region where the conductance is
null is the band gap of the material. At 300K, a band gap width of ≈ 1.42eV is
measured, inline with the bulk GaAs band gap.

Figure 4.8: LDOS tunneling spectroscopy acquired on a subsurface As antisite (upper curve)
and in a region free of antisites (lower curve) at the surface of the LT-GaAs shell at a tem-
perature of 300 K (inset:77K). The conduction, valence band edges, and the charge transition
levels are indicated by vertical dashed lines, labeled EC , EV , (++/+), (+/0), respectively.
The upper curve has been shifted for clarity.

The upper trace, shifted in figure 4.8 for clarity, represents the normalized
conductance spectra when the tip is put above an antisite. Similar broad bumps
in the conductance can be seen at negative and positive voltages accounting for
the valence and conduction band states contributing to the current with the
band edges at the same position as well as the Fermi level centered in the
middle of the band gap. Moreover, two small peaks appear just above and
below the Fermi level. The peaks are the electronic signature of the antisite
states representing the two ionization levels (++/+) and (+/0) -as marked in
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the figure-, which appear when the Fermi level states of the tip are resonant
with the neutral(at negative voltage) and ionized (at positive voltage) bands of
antisite states, respectively.

To better understand the shape of the curves and to further corroborate the
existence of arsenic antisites, some remarks have to be made:

• First, the Fermi level lies in the middle of the band gap, thus the GaAs/LT-
GaAs nanowire is semi-insulating. The measured band gap width is in line
with the bulk band gap of GaAs. This suggests that the Fermi level is
pinned by surface states in a sufficiently high concentration such that the
electric field of the tip that would induce a large band bending in a semi-
insulating material is screened by the charge carriers of these states. Films
of MBE grown GaAs(100) mechanically cleaved in UHV can produce a
very flat (110) surface that is analyzed with STM. In [97], it has been
found that in cleaved SI-GaAs (110) surfaces, the Fermi level is unpinned.
When the tip-sample voltage is positive (tunneling current into conduction
band states) the surface is depleted of electrons. This process is out of
equilibrium and the absence of a high concentration of charge carriers
in the surface of SI-GaAs impedes any inversion current to screen the
electric field. The band bending is large enough so that the Fermi level
of the tip can not surpass the conduction band edges. Increasing the
voltage widens the depletion layer, thus no current is observed. In general,
tip induced band bending in a semiconductor surface produces a large
apparent measured band gap. But a careful consideration must be made
in every case, as it changes with the type of material and doping. Several
works can be found dealing with the simulation of such spectra [93][98][94].
In the case of the LT-GaAs shell, at the surface of the nanowire, the Fermi
level is pinned in the middle of the gap and the band edges are well defined
even at 77K. Extrinsic defects are thus present to screen the electric field
of the tip, impeding a large band bending. The electric signature of such
defects has been explored with STM previously: In [145], it is shown
by combining spectroscopy with topographic profiles, that the steps of
the GaAs(110) surface are able to hold a charge, whose sign depends on
the orientation of the step as well as the type of doping of the material.
Furthermore, tails of the density of states of such localized states are
observed close to the band edge onsets in the spectroscopy data, and the
tip apparent height changes when the scanning is performed in very close
proximity of the step as a result of the local accumulation or depletion
produced by the charged step. For the GaAs/LT-GaAs nanowires, the
large amount of extrinsic defects in the surface, accounted by the numerous
steps and terraces observed in the topographic image, figure 4.6c, produces
the pinning of the Fermi level. Such results are in line with previously
observed pinning on surfaces induced by extrinsic defects, both in bulk
[198] and in nanowires [134]. In [198], the roughness of cleaved ZnO (112̄0)
surfaces, which are clean and stoichiometric, is compared with the same
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surface but sputtered and thermal annealed, that shows a large amount
of extrinsic defects. In the first case, there is a strong tip-induced band
bending and no indications of intrinsic surface states in the fundamental
bandgap, a large apparent band gap is measured. On the contrary, for
the defective surface, the Fermi level is pinned and the measured bandgap
exhibits an energetic width of the order of the bulk one. Furthermore,
Capiod et al. [134] have studied the surface of GaAs nanowires with
(110) ZB sidewalls which are surrounded by a high amount of monolayered
terraces having the same orientation as the LT-GaAs nanowires. The
Fermi level is found to be pinned midgap and the measured band gap is
also inline with the bulk GaAs bandgap.

• The Fermi level is pinned between both ionization levels of the antisites.
A comparison can be traced with the work of Feenstra in the spectroscopy
of LT-GaAs antisites [144]: The position of the Fermi level with respect
to the band of antisites states was compared with several samples of LT-
GaAs films in which shallow dopants were introduced and the material
was intentionally changed from n+-type to p++-type. In the first case,
the Fermi level is above the band of antisites states and only the (++/+)
ionization level appears on the spectroscopy, which means that they can
not be compensated by the dopants. When the doping is changed to
p+-type and later to p++-type, the Fermi level position shifts down to
the middle of the donor band, between the (++/+) and (+/0) ionization
levels, as in the case of the LT-GaAs nanowires, suggesting that the anti-
sites acts as double donors, and that they are indeed compensated by the
intentionally introduced shallow acceptors. Therefore, on the LT-GaAs
nanowires, a large amount of antisites must be ionized, their charge being
compensated in such a way that the Fermi level is shifted to the middle
of the antisite band. As the nanowires are nominally undoped, and no
other intrinsic defects or dopants are observed in the topography nor in
the spectroscopic graphics, the compensation mechanism for the negative
charge of the ionized antisites arises from the contribution of the charged
states of the surface steps. Also, the antisite states are deep level defects
within the band-gap and there is not enough thermal energy at 77K to hop
electrons from the valence/conduction bands to the defect states. The de-
tection of a current coming from the band of antisites in the spectroscopic
measurements supports the assistance of extrinsic step states. These act
as intermediate hopping levels for the electrons tunneling between the
sample and the tip.

4.4.3 Arsenic precipitates: Structural and electronic prop-
erties

By inspecting, with STM, several pieces of flat-lying LT-GaAs nanowire side-
walls, an additional structural feature to the ones already discussed has been
frequently observed. A series of bright, large clusters have been observed. They
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have sizes ranging from 1-2 nm to 5-6 nm and, circling their boundaries, an
annular region with a darker color.

Such features are depicted in figure 4.9a, that shows a STM image of a side-
wall on the nanowire. A series of faint rows are seen, they correspond to the
atomic reconstruction of the ZB (110) sidewalls. Also, numerous small protu-
berances are observed. They can be assigned to be the aforementioned arsenic
antisites. Furthermore, larger spots with a dark surrounding annular area are
present in the image. In the SEM characterization of the cleaved nanowires on
the substrate, the same features can be seen-figure 4.9b- ,predominantly on the
upper part of the cleaved nanowires. Several flat-lying nanowires, besides from
the one showed in the figure, have been characterized with the SEM and the
same features have been detected.

50 nm
(a) (b)

As precipitates

As
Ga

Figure 4.9: a) STM image of a terrace on top of the sidewall of the upper part of a
GaAs/LT-GaAs nanowire. Several AsGa antisites and As precipitates are observed on the
image. Grey arrows highlight some of the defects and precipitates. Vsample = −3V ,Itunnel =
10pA,T=77K. Color scale: 15Å. b) SEM image of the top part of a flat-lying GaAs/LT-GaAs
nanowire. Bright spots scattered around the sidewall indicate the presence of As aggregates.
The accelerating voltage is 10kV. The contrast of the image arise from the detection of sec-
ondary electrons.

In order to further study the nature of these larger protrusions, a height pro-
file, as well as LDOS spectroscopy along this profile, has been performed locally
on one of them. This is showed in figure 4.10. In the profile, the protrusions
have a large apparent height. In the region surrounding them, a lower height
than the sidewall is seen, as apparent by the dark contrast in the STM image
as well as the lower height in the profile. This is a feature commonly observed
when a STM tip scans along a charged defect on a semiconductor surface [89].
The reduced height is thus a consequence of scanning a depleted area around a
charged defect. When the tip is put on top of the depletion region on a filled
states image, the reduced number of charged carriers in the depletion region re-
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4.4. STM CHARACTERIZATION OF LT-GAAS NANOWIRES

duces the tunneling current, thus a darker contrast is observed. Similar results
as well as similar profiles have been obtained scanning arsenic aggregates with
STM on LT-GaAs films [181]. This observation along with the shape and size
of the protuberance allows to identify them as arsenic aggregates. They were
produced, most likely, during the annealing step in which the As capping layer
was desorbed.

Spectroscopy curves were acquired on one of the As aggregates as well as
around it. The spectroscopic measurements have been taken at three points
along the profile marked with a blue line, and shown in figure 4.10b. These
points are: (I) on the ZB(110) sidewall , (II), on the depletion region surrounding
the aggregates and (III), on top of the As aggregates. The results are shown on
figure 4.10c, using the same acquisition and normalization methods as with the
As antisites described in the previous section.

(I)

(I)

(II)

(III)

(II)

(III)

r
S

r
0

(a)
(b)

(a)

(c)

Figure 4.10: a) STM image centered on one As aggregate encountered on the {110} sidewall
of the upper part of GaAs/LT-GaAs nanowires. The bright protrusion surrounded by a darker
contrast represents the As aggregate with the depletion region around. A blue line marks the
profile traced in b). Vsample = −3V ,Itunnel = 10pA. Color scale: 14Å. b) Height profile
of the STM tip scanning on top of an As aggregate in constant-current mode. r0 delimits
the radius of the As aggregate and rs the radius of the aggregate plus the positively charged
depleted region surrounding it. c) LDOS tunneling spectroscopy performed along the three
points labeled by roman numerals on (a). (I) On the {110} sidewall, (II) on the depletion
region and (III), on top of the As aggregate. The conduction and valence band edges are
indicated by vertical dashed lines and labeled EC and EV , respectively.

Curve (I) in figure 4.10c holds the same shape as the one performed on the
LT-GaAs nanowire sidewall at 77K, as seen in the inset of fig 4.8, with the Fermi
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level pinned midgap. At the depletion region, curve (II), the observed band gap
is wider. This is a consequence of the reduced density of charge carriers on the
region, leading to a larger band bending as there are not enough carriers to
screen the electric field of the tip. Thus, the onset of electronic states from the
valence and conduction bands is seen at larger voltages. Finally, in (III), the
overall shape of the curve is smeared out, the metallic aggregate pins the Fermi
level in the middle of the gap, and the band edges are not well defined as there
are additional states incoming from the arsenic aggregate and contributing to
the tunneling current. Also, at lower voltages, the conductance is not completely
reduced to zero and an almost constant density of states yield a small current.
Such spectroscopic features have been previously described for As aggregates on
LT-GaAs by Feenstra [181], where the constant density of states in the GaAs
band-gap was also attributed to the metallic nature of the arsenic aggregate.

To further explore the nature of the As precipitates, a comparison with the
precipitate model proposed by Warren [172] is followed. In Warren’s model,
the As precipitates are able to capture electrons or holes. Their number is
determined by the barrier height and the size of the precipitate. In the case
of the precipitates found on the nanowire sidewalls, as the area surrounding
the precipitates is depleted of electrons, it is assumed that the precipitates are
negatively charged. Thus the precipitates are able to capture electrons. As
explained in section 4.2.1, the maximum number of electrons that a precipitate
is able to hold given a built-in potential, follows from Laplace equation and it
is equal to:

n = (4πε/q)roφb (4.13)

Given that on the As aggregates, the Fermi level is pinned in the middle of the
LT-GaAs band gap -as shown in figure 4.10c, proved theoretically by Tersoff[199]
and observed with LT-GaAs precipitates [181]-, and assuming a typical value of
0.8V for the Schottky barrier height, a built-in potential of 100 meV is deduced.
From figure 4.9b, an average value of ro ≈ 1.6 nm is extracted. Using equation
4.13, a rough approximation of one electron captured per precipitate is obtained.
The width of the depletion region is estimated using Gauss law, and assuming
that the total charge in the region covered by the precipitate and the surrounding
depletion region is zero, keeping the material neutral. The resulting total charge
is equal to:

Q = 4π
3 (r3

s − r3
0)eNDD (4.14)

With, r0 ≈ 1.6 nm, the charge Q of one electron, and NDD = 5−18cm−3.
rs = 3.5 nm is obtained. This radius is consistent with the values observed for
the figure 4.10c.
Also, the depletion regions of two close As aggregates are combined into one
larger depletion area, as seen in the lower part of the STM image of figure 4.9b.
This is a visual identification of one of the assumptions of the arsenic precipitate
model as proposed by Warren [172], that the depletion regions of close-enough
aggregates are able to overlap between them. This is, to date, the first time that
such overlap has been directly observed by microscopy techniques in annealed
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4.4. STM CHARACTERIZATION OF LT-GAAS NANOWIRES

LT-GaAs material. However, the concentration and average size of the aggre-
gates as well as the low filling factor seen on the STM image does not justify
by itself the semi-insulating properties of the nanowires, and compensation can
not be only mediated by the precipitates alone but also by the extrinsic defects
found in the nanowire sidewalls, as discussed in the previous section.

Finally, the formation of arsenic precipitates have been precluded during the
desorption step of the As capping layer, which have been performed at a temper-
ature of 350− 380◦C (as measured by a calibrated pyrometer pointing directly
to the as-grown nanowire substrate), during one hour. In the SEM images,
the As precipitates are observed to appear in the upper part of the nanowires.
This is explained by the inhomogeneous temperature profile that appears in the
nanowire when the substrate is heated, as it has been proved analytically by
Glas [200]. Generally, the longer the nanowire, the lesser the temperature at
the top with respect to the temperature at the bottom for a given ensemble
of nanowires vertically growing in a hot substrate. This temperature difference
is very small for nanowires of few micrometers height, as the GaAs/LT-GaAs
nanowires, but allows to establish a net thermal diffusion path for the mobile
As antisites at the desorption temperature which will precipitate the formation
of the aggregates at the upper part of the nanowires.
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4.5 Cathodoluminescence of LT-GaAs nanowires

To test the emission properties and the influence of the low temperature grown
shell on them, the nanowires have been investigated by low-temperature cathodo-
luminescence (CL) experiments.2 In figure 4.11a the results are shown for the
GaAs/LT-GaAs nanowires. Same measurements have been performed on as-
grown GaAs nanowires (Fig.4.11 b) as well as GaAs nanowires with a thin
AlGaAs passivation shell (Fig. 4.11 c)

Figure 4.11: Low-temperature cathodoluminescence spectra of a GaAs nanowire grown with
a LT-GaAs shell (a), (b), a pure GaAs nanowire and (c), a GaAs nanowire grown with an
AlGaAs shell. The measurements were performed at 10K with an electron beam of 10 kV and
a current of 1nA. Inset: Cathodoluminescence mappings showing the nanowire location. The
markers indicate the position where the spectra was acquired on the nanowires. For the pure
GaAs nanowires that do not show any CL signal, a SEM image is also shown. The absence of
the free-exciton emission at 819.6 nm (1.51 eV, detected only in high-quality GaAs nanowires
with AlGaAs shell) indicates a high defect density in the LT-GaAs nanowire. The weak peak
at 957.6 nm (1.29eV), not seen in the inset of (c), can be correlated to the energy separation
between the ++/+ ionization level and the conduction band measured in LDOS tunneling
spectroscopy(Fig. 4.8)

2These measurements have been performed at EPFL, Switzerland, by the same team re-
sponsible for the growth of the nanowires.
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4.6. FREE CHARGE CARRIER LIFETIME IN LT-GAAS NANOWIRES

For the passivated GaAs nanowires, a strong CL peak centered at 819.6 nm
(1.51 eV) is observed, it is related with the radiative recombination of the free
excitons produced when the nanowire electron hole pairs are created by the
light. In the unpassivated GaAs nanowires, no peak is observed in the whole
wavelength range covered. Finally, in the GaAs nanowires with the LT-GaAs
shell, the peak related to radiative recombinations at 819.6 nm is also absent,
but a small peak is observed at a higher wavelength (around 957.6 nm) when
the CL intensity signal is magnified. The absence of radiative peaks for the
unpassivated nanowires (GaAs only and with LT-GaAs shell) is a known effect
produced by the high aspect ratio of the GaAs nanowires for which the surface
recombination by defects and surface traps overweights the rate of radiative re-
combination, greatly reducing the intensity of the free exciton signal down to
the total absence when the nanowire diameter is further reduced [201]. Passivat-
ing with an AlGaAs shell creates a type-I interface for which the concentration
of interface traps is greatly reduced and thus the non radiative recombination
events. For the GaAs nanowires with the low-temperature grown shell, the
defective surface as well as the large concentration of As antisites hinders the
cathodoluminescence peak at 819.6 nm. However, the small CL peak observed
at 957.6 nm can be directly related to sub-band gap emission between the va-
lence band of the nanowire and the (++/+) ionization levels of the band of
As antisites. Furthermore, the energy at which the peak is observed, 1.29 eV,
matches with the position of the ionization level peak with respect to the valence
band edge observed in the spectroscopy of the LT-GaAs antisites performed at
77K.

4.6 Free charge carrier lifetime in LT-GaAs
nanowires

The lifetime of free charge carriers in LT-GaAs nanowires has been extracted
with optical pump-probe measurements (section 2.2). The transient reflectiv-
ity on the nanowire sample has been acquired as a function of the time delay
between pump and probe beams. The measurement has also been performed
on a LT-GaAs film sample grown on a GaAs substrate at 300◦ and similar
growth conditions [202]. The optical setup is similar to the one described in
section 2.2.2, adapted to an optical pump-probe experiment. The results are
depicted in figure 4.12. The red line shows the transient reflectivity signal on the
nanowire sample, and it is overlayed to the black line, which shows the results
for the LT-GaAs film. In the inset of the figure, the same results are presented
on a log scale and shifted to each other. Below each experimental curve in the
inset, a modeled curve is fit with two exponential decay functions. The transient
reflectivity signal has a steep rise at 0 delay, when both pump and probe beams
arrive at the same time to the sample: the pump beam creates a distribution of
electron-hole pairs on the samples, and the changes in the reflectivity are mea-
sured with the probe beam. The reflectivity decreases in a two-step fashion for
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Figure 4.12: Transient reflectivity signal (linear scale) measured for the LT-GaAs nanowire
sample and for a 1.5 µm thick film of LT-GaAs grown on a GaAs substrate. Inset: Transient
reflectivity signals (log scale) and their respective modeling based on two exponential decay
functions.

both samples: First, there is an ultrafast decrease, 300 fs for the nanowires and
180 fs for the thin film, which reflects the relaxation and cooling of the carriers.
Then, a longer recombination time, of 2.6ps for the ensemble of nanowires and
1.6 ps for the LT-GaAs film, appears as a consequence of the carrier trapping
processes. It is seen that the lifetime of the nanowires is very similar to the
one of the LT-GaAs film, supporting the mediation of defects incorporated to
the low-temperature grown shell in the non-radiative recombination of carriers.
Furthermore, after this decrease, the reflectivity does not recover back to the
initial value, but goes to negative ones. The initial reflectivity is only recover
after a longer time of few nanoseconds. This effect is a signature of the LT-
GaAs material and its possible origin has been discussed in section 4.2.3. Also,
its implications for the onset of THz emission from LT-GaAs nanowires will be
discussed in the following chapter.
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4.7 Conclusions

This chapter has been devoted to explain the observed-mainly by STM- struc-
tural and electronic properties of a new kind of III-V semiconductor GaAs
nanowire in which the shell is made up of GaAs grown at low temperature.

For such, the first part of the chapter has overviewed the main characteristic
and the historical development of LT-GaAs thin films. LT-GaAs has become
a very suitable material in the emerging field of THz optoelectronic due to its
very short carrier lifetime as well as a high enough mobility and resistivity that
allows it to follow very fast optical pulses with high detectability. To create such
a material, a two-step growth scheme has to be follow: First, the GaAs growth
has to proceed in MBE at a much lower temperature than the usual one, that
produces stoichiometric, crystalline GaAs. Then, the material is annealed at a
higher temperature for very short periods of time to give it its semi-insulating
properties. The exact nature whereby the annealed material presents such a high
resistivity while maintaining a very short lifetime has not encountered a clear
settlement in the field. This has been the main topic of discussion for section
4.2. Later, it has been proposed a scheme to grow a core-shell GaAs/LT-GaAs
, which has been studied mainly by STM. Section 4.3 described the main steps
followed to grow such nanowires. In Section 4.4 and subsections, the sidewalls
of the LT-GaAs shell of the nanowires have been studied by STM, which has
allowed the complete characterization of their structural and electronic proper-
ties. Finally, in sections 4.5 and 4.6, the cathodoluminescence and the lifetime
of carriers of these nanowires has been measured, respectively.

It has been proved that it is possible to incorporate a low-temperature grown
GaAs shell to the sidewall of a GaAs nanowire.The properties of the shell resem-
ble those of the equivalent bulk material grown at low-temperature by MBE:
a material in which the excess of arsenic is incorporated mainly in the form
of point antisite defects. However, as the shell grows at the non-polar {110}
surfaces, the role of extrinsic defects becomes a driving force to maintain the
electroneutrality in the material. In the case of LT-GaAs nanowires, it is seen
that the combination of low-temperature with an As-rich atmosphere during
the homoepitaxial growth of the shell leads to the creation of rough surfaces.
These surfaces present a high density of steps, which are partially charged and
therefore act as extrinsic defect states. These states pin the Fermi level of the
surface at the middle of the band gap of GaAs, which otherwise will be un-
pinned. At the same time, they compensate the charge of the arsenic antisites,
which act as double donors and are partially ionized after growth. Therefore,
the morphology of the nanowire sidewalls is fundamental for the understand-
ing of the properties of the shell. This interplay between surface and defects
has several consequences: 1) It is possible to image the antisite defects at low
temperature by creating a hopping channel between the bands and the deep
defect levels through the extrinsic step states. 2) The Fermi level is pinned
between the two charge transition levels of the antisite, as revealed by the tun-
neling spectroscopy performed locally on them. This implies that the antisite
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population can be partially ionized, and these ionized antisites are primarily
responsible for the ultrafast lifetimes encountered in the material, as seen by
pump-probe techniques in section 4.6. In conclusion, it has been proved that
the growth of low-temperature layers is not restrained to 2D films, as they also
can be growth conformally to a nanowire. This result opens the way to the
controllable incorporation of point-defects to the structure of a nanowire, which
can have important consequences not only to enhance the optoelectronic prop-
erties of the nanowires, but also to use these kind of shells as intermediate or
buffer layers when the nanowires are contacted to metallic gates.
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Chapter 5

Terahertz emission from
GaAs core-shell nanowires

5.1 Introduction

The terahertz radiation is contained in the range of the electromagnetic spec-
trum for which the frequency of the light waves is of the order of magnitude
of 1012Hz. Equally, the wavelength of light for these frequencies is between
0.1 − 1 mm, that is why terahertz radiation is also termed as ’sub-millimeter’
radiation. This wavelength range lies in the electromagnetic spectrum below the
infrared and far-infrared radiation, and above microwave radiation, as depicted
in figure 5.1. This zone of the electromagnetic spectrum is also known as the
THz gap, as it is situated in a transition region in which it is hard to control
the detection and emission of such radiations. It corresponds to signals with a
very fast frequency for electronic devices to follow and at the same time very
low in energy to be usable as a photonic device.

Nonetheless, radiation in the THz spectrum range has very interesting prop-
erties. 1 THz equals to an energy of 4 meV. This radiation is energetically very
weak and non-ionizing, of the order of the thermal energy of particles at room
temperature (the radiation emitted from electron transitions with energies of
the order of kT at room temperature equals 6.2 THz). Terahertz radiation is
emitted from black bodies at temperatures in the range 10-60 K, from transi-
tion energies between energy levels in the order of meV or from charged bodies
whose dynamics change in the sub-picosecond and picosecond time scale. These
are the same time scales of molecular rotations and vibrations for several types
of molecules and molecular complexes as well as from different kinds of collec-
tive motions of phonons and electrons. For its use in research, controlling the
emission and detection of THz radiation has many advantages, for example: To
perform molecular spectroscopy, as several molecules show an unique absorption
spectra in this range [107], as well as time resolved spectroscopy of the ultrafast
dynamics of photoexcited particles [105]. Also, being able to detect interste-
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Figure 5.1: Electromagnetic radiation spectrum highlighting the position of the THz range
above the micro-wave region and below the visible and infrared region. Extracted from [203].

llar radiation in this range of the spectrum allows to gain information about
the origin and evolution of interstellar objects at temperatures between 10-60K,
such as stellar clouds [204]. THz radiation is highly absorbed by water, as it
resonates with several rotovibrational modes of the water molecules [116], and
unlike X-rays, it is non-ionizing. It is therefore convenient for its use in medical
imaging to detect changes in the water density of the human skin that could be
produced by several diseases [205]. Furthermore, some metals and plastics have
unique absorption spectra in this frequency range, which can be used to build
safe, fast, and non-invasive detectors of weapons and explosives for human secu-
rity systems [206]. The THz radiation covers a much broader range of potential
applications that the ones here described, there are some books detailing the
state-of-the-art of the research and application of this radiation [118][207].

The THz gap has been shortened during the past three decades and the
development of refined system to emit and detect radiation in this range has
been possible thanks to the development of ultrafast lasers, being able to emit
radiation pulses with the duration of tenths of femtoseconds on a wide range of
different wavelengths. It has then been possible to explore the ultrafast dynam-
ical processes on sub picosecond time scales as well as to use the femtosecond
pulses to sample THz radiations transients and convert optical signals to elec-
tronic signals, with techniques such as equivalent time sampling, as described
in chapter 3, section 2.2.2. In general, with THz devices, there is a tradeoff
between the accessible bandwidth, the amount of optical power generated in
the THz range in comparison to the optical power needed to excite the pulse,
the cost and the usability of the devices. The difficulty to meet all this require-
ments in a balanced enough way is the factor slowing down the industrialization
of such devices. With the advent of nanotechnology, more advanced sources and
detectors are available and an increasing amount of research is devoted to this
topic.
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Detectors of THz radiation can be sorted depending on whether they detect
incoherent radiation or not as well as what is the physical mechanism used to
detect the radiation. In general, a good detector is characterized by a large band-
width, a fast responsivity in the detection range and a good noise to equivalent
power factor (NEP). Incoherent detectors can generate a signal proportional to
the energy of the THz radiation but with no information about the phase, and
generally, not time-resolved. Examples of such detectors are based on extrin-
sic semiconductors such as GeGa or SiAs, for which the THz radiation excites
transitions levels in the order of meV between shallow defect states and the con-
duction or valence bands. Due to the low energy implied, only operation at very
low temperatures is possible. Also, bolometers are available for very low tem-
perature operation. These are devices formed by semiconductor crystals such as
Ge or Si in which the detection mechanism is based on changes on the thermal
resistivity of the material when it is exposed to THz radiation. Additionally,
Golay cells are another kind of incoherent detectors, whose detection mechanism
is based on the optoacoustic effect. This is related to the changes in volume of a
gas subjected to THz radiation. A laser beam detects these small changes in the
volume of the gas in the cell. This setup has the advantage of room temperature
operation, but at the expense of a lower responsivity. For coherent detection,
the most used Thz detectors are semiconductor photoswitches coupled to anten-
nas made from GaAs grown at low temperature as well as electro-optic crystals
(such as ZnTe). They convert the THz radiation to an electrical signal (the
photocurrent in photoswitches) or optical signal (the change of polarization of
a reference laser signal in electro-optic sampling) that is proportional to the en-
ergy of the detected radiation and more importantly, that preserves the phase
and resolves the signal in the sub-picosecond time scale. Also, they have very
high bandwidth of detection and a decent responsivity. These detectors, par-
ticularly LT-GaAs photoswitches, have been described in detail in chapter 3,
section 2.2.2 and more information can be found in [118][207].

Several sources of THz radiation can be found: THz radiation is naturally
emitted from black-bodies at low temperatures (10-50K). The working principle
is simple, but the emitted radiation is incoherent and with low power. Several
diode-like semiconductor devices are suitable for THz emission, being pulsed
or continuous. In general, they are compact devices but perform at low THz
frequencies. Some examples are Gunn, Impatt or Tunett RTD diodes [208].
Molecular lasers can be tuned to emit THz radiation [209]. One of the most
powerful and complete devices, despite its high cost and size, is the Free Electron
Laser [210], which can emit continuous THz radiation in the whole spectrum
range. Another kind of very popular (and under strong development) devices
are the Quantum Cascade Lasers (QCL) [211], that are compact devices with
good enough emitted power at low THz frequencies. Finally, THz radiation can
be produced from polarized LT-GaAs antennas in pulsed [186] and continuous
regime [212] as well as electro-optical crystals, such as ZnTe [213].

Furthermore, a pulse of THz radiation is generated from the bare surface of
several semiconductors when excited by femtosecond laser pulses. The physical
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origin of such generation is generally related to the asymmetry created by the
surface on the bulk material which alters the spatial distribution of the pho-
togenerated electron-hole pairs and might create a transient current emitting
radiation in THz frequencies. Details involving this generation mechanism are
extended in the next section.

THz radiation generation was reported from semiconductor nanostructures
such as InN nanorods [214] or silicon nanowires [215], as well as other ternary
semiconductor nanowires [216]. But the interest of using nanowires as THz
emitters was triggered by the reporting in 2011 by Seletskiy et.al [14] of an
intense THz radiation pulse generated from InAs nanowires, for which it was
proved that the emitted power from nanowires was enhanced with respect to
the equivalent semiconductor bare surfaces as a consequence of the inherent
high aspect-ratio of the nanowires. Since that, such trend has been described
for other nanowires, such as GaAs[217] or Ge[218] nanowires, and the interest
in terahertz generation and detection with nanowires is rapidly growing in the
research field of THz optoelectronic.

The purpose of this chapter is to study the THz emission properties of as-
grown samples of GaAs nanowires in which a low-temperature grown GaAs
(LT-GaAs) layer has been incorporated as a shell and to compare it to the THz
emission from GaAs nanowires. LT-GaAs is a material which presents very suit-
able optoelectronic properties due to its ultrafast recombination rate combined
with high dark resistivity and a good enough mobility (the structural, electri-
cal and optical properties of this material are summarized in chapter 4, section
4.2). It is for this reason, that LT-GaAs is the standardized material for its
use as a photoswitch or photoconductor when coupled to metallic antennas to
generate or detect THz radiation. Even though LT-GaAs alone is not used for
THz emission, it is interesting to study how it performs when it is incorporated
to a nanostructure having an inherent antenna geometry such as the nanowires,
and how it compares with the emission produced by GaAs nanowires. To this
end, time resolved THz-emission spectroscopy has been used and a THz wave-
form has been detected from GaAs nanowires and GaAs/(LT-GaAs) nanowires.
Furthermore, two similar batches of each kind of nanowires but grown in differ-
ent laboratories have been compared to serve both as a reproducibility test for
the experimentally detected THz emission profiles as well as to compare how
morphological aspects of nanowire growth such as length, density or orientation
can influence the emission of THz radiation.

In the first part of the chapter, section 5.1.1, the mechanism driving THz
generation from semiconductor surfaces is detailed, with a focus on the origin
of the THz emission from the same semiconductors materials as the nanowires
studied in this work, InAs and GaAs. Then, in section 5.1.2, a review of all the
reported semiconductor nanowires from which THz radiation has been gener-
ated or detected will be described, detailing mostly the results from InAs and
GaAs nanowires. For the second part of the chapter: first, in section 5.2.1,
the morphological differences for all the core-shell GaAs nanowires studied in
this chapter and the growth parameters influencing on them will be described.
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Finally, the emission characteristic of the detected THz waveforms from the
nanowire samples will be analyzed and the results discussed.

5.1.1 THz emission from semiconductor surfaces

When a femtosecond-laser pulse strikes on the surface of many semiconductors,
an outgoing THz pulse is produced from the sample. As the bandwidth and
emitted power is oftenly limited, the process of THz radiation from semicon-
ductors might not be as technologically relevant as the one obtained with other
sources of radiation. However, the emitted radiation arises as a consequence
of ultrafast dynamical processes of photoexcited carriers within the material,
and it can give important information about physical processes occurring at the
nanoscale and contribute to the understanding and realization of novel nanos-
tructures relevant for the THz range. Also, in some cases, as with InAs, the
material can be tuned by applying magnetic fields to emit higher power radia-
tion [113], this can be useful to develop simple and versatile THz emitters for
use in spectroscopy and imaging at the low THz range.

In this section, two of the most studied effects for THz emission from semi-
conductor will be described. Emission from surface fields and from photo-
Dember effects. Also, other THz emission mechanism will be briefly covered.

- Surface field.
In the surface of doped semiconductors, there are localized states result-

ing from the different surface reconstructions or from the surface morphology.
These states can trap electrons from the bulk material. If the material is doped,
electrons captured at or release from the surface can alter the electroneutrality
with respect to the dopant atoms giving rise to electron accumulation or deple-
tion layers. The electronic band bends at the surface to compensate the charge
imbalance and to keep the Fermi level at the same position as the bulk material.
As a result a local electric field appears perpendicular to the surface. Then, the
creation of depletion or accumulation layers of electrons at the surface depends
on the type of doping of the semiconductor (generally, n-type semiconductors
produce a depletion region, and p-type an accumulation region). Thus, the
magnitude and sign of the electric field will change if the material is p or n-type
doped as:

Esurf (z) = eNeff
ε0εr

(W − z) (5.1)

Where W is the extent of the depletion or accumulation region, Neff is the
effective concentration of carriers in the accumulation or depletion layer arising
from the charge balance on the material, Neff = ND −NA , where D stand for
donors and A for acceptors and εr is the dielectric coefficient of the material. A
femtosecond pulse excites electron-hole pairs below the semiconductor surface.
The electron and holes are accelerated by the surface field in different directions
and splitted, provoking a transient (or surge) current perpendicular to the sur-
face. The THz radiation can be approximated in the far field by the derivative
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Figure 5.2: Band diagram and schematic flow of the drift current in a) n-type and b)
p-type semiconductor. c) Schematic diagram with the flow of diffusion current from the
photo-Dember effect near the surface of a semiconductor. d) Time-domain waveforms of THz
radiation from n- and p-InP. e) Time-domain waveforms of THz radiation from n- and p-InAs.
Extracted from [207].

of this current. The electron flux is directed towards the surface or towards the
bulk depending on the sign of the electric field (the process is sketched in figure
5.2a-b. Thus, when a semiconductor emitting by this mechanism is switched
from p-type to n-type, the polarity of the THz waveform is flipped (as depicted
in the graph of figure 5.2d). This effect is proposed as the main THz generation
mechanism for several semiconductors such as InP, GaAs or InN [114][219][207].

- Photo-Dember effect.
Some narrow band gap semiconductors, such as InAs or InSb, have a very

high difference in mobility between the electrons and the holes. After laser
pulse excitation, the carriers in excess will diffuse. As the mobility of electrons
is higher, they will diffuse faster than the holes. Inside the semiconductor, elec-
trons and holes diffuse equally in all directions. Even if electrons are spatially
separated from the holes due to their faster movement, the center of charge is
not going to vary and the dipole moments will cancel each other giving no net
current. When the absorption is close to the surface, electrons diffusing towards
the surface will be trapped or reflected, producing a net electron flux directed
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against the surface and separated from the slower holes. Then, a screening
electric field perpendicular to the surface is created (sketched in figure 5.2c) .
This effect has been termed photo-Dember effect. If the semiconductor doping
is changed, the direction of the diffusion current remains the same so the po-
larity of the emitted THz waveform will not change. This is displayed in figure
5.2e with the emission profile from InAs. The photo-Dember effect is enhanced
in semiconductors in which the ratio between mobilities of electrons and holes
is very large and when the absorption length is very short. It is important
to note that there might be depletion or accumulation fields in the surface of
InAs or InSb semiconductors acting on the dynamics of the electron and holes,
but as they are narrow band gap semiconductors the magnitude of the field is
smaller and the photo-Dember field alone dictates the emission properties from
the sample. Nonetheless, in surface field emitters such as GaAs, the mobility of
electrons and holes is not the same and a photo-Dember field contribution to
the emitted THz radiation does exist, this effect has a smaller influence in this
case with respect to the surface field. A simulation of the different contributions
from the currents of electrons and holes influencing the onset of THz radiation
can be found in [113]. There are other semiconductors that emit THz radiation
more predominantly from the photo-Dember effect or from the surface field if
the doping is changed. For example, such a behaviour has been found in the
emission profile from impurity compensated GaSb[220]. Finally, photo-Dember
currents moving parallel to the surface rather than perpendicular to it have
been produced by masking the surface of the semiconductor with small metal-
lic stripes[221]. When the laser spot is partially shadowed by the metal pads,
there is an induced lateral gradient in the distribution of charge carriers and a
diffusion current parallel to the surface. This effect has been termed as lateral
photo-Dember. It yields higher bandwidth and power of the THz emission.
- Other generation mechanisms.

Another important THz generation mechanism for semiconductor, which
is particularly important for high optical fluences, is the optical rectification.
When the femtosecond-pulse is very energetic, the material response to light
is not linear anymore, resulting in the formation of reflected and transmitted
beams with different wavelength with respect to the exciting beam due to fre-
quency mixing. The THz radiation in the far field is approximated by the second
derivative with respect to time of the polarization vector of the material. Such
a generation mechanism is instantaneous and the emitted beam presents a very
high angular profile. Then, the emitted THz radiation from this mechanism can
change if the crystalline structure of the surface changes as well as if the sample
is rotated. The angular dependence and amplitude of the THz field generated
by optical rectification from several semiconductor surfaces can be obtained,
such as (111)-InAs, (100)-InAs,(100)-InSb or (100)-InP [207][114]. Although
this generation mechanism is the dominant for higher optical fluences, its influ-
ence must not be diminished when the power is reduced and the detected THz
waveform profile contains the contributions from the processes aforementioned
as well as from optical rectifications effects. It is for this reason that some-
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times the sample to study is rotated at detection angles in which the radiation
emitted from this effect is minimum. Also, collective motions in the semiconduc-
tor induced by femtosecond pulses such as plasmons[222] or collective phonon
motion[223] can generate THz radiation. For example, in [224], a micrometric
layer of n-GaAs was grown above a SI-GaAs substrate, the extrinsic electron
distribution in the n-doped material is confined between the barriers formed
by the surface and the interface depletion layer. When the femtosecond-laser
excites a distribution of electron-hole pairs close to the surface, the ultrafast
dynamics of these carriers can dynamically screen the depletion electric field,
inducing this way a collective plasma motion of the electrons in the n-GaAs
layer that generates THz radiation.

5.1.2 Nanowires and THz: Detection and Emission

In the recent years, semiconductor nanowires have entered in the field of THz-
optoelectronic being used as THz radiation detectors and emitters. Some ad-
vantages is that they have high aspect-ratio and can be integrated into complex
heterostructures in a wide range of lengths and diameters.

- Outcoupling of THz radiation from Semiconductor Nanowires

As explained in section 5.1.1, when a femtosecond laser pulse is absorbed by a
semiconductor surface, an electron-hole plasma of photoexcited carriers appears
along the absorption length of the material. A certain physical mechanism
separates the electrons from the holes, creating a dipole whose dynamics evolve
in the picosecond time scale. This moving dipole emits a THz radiation whose
amplitude can be approximated, in the far field regime, as the second derivative
with time of its dipole moment (section 2.2.3). In semiconductor surfaces, the
orientation of this dipole is perpendicular to the surface. Considering that
the angular dependence of the power emitted by a Hertzian dipole is highly
directional (as shown in figure 5.3a), more power will be emitted from the sides
of the dipole. Then, as depicted in the figure, most of the emitted radiation
to air is affected by total internal reflection. Only the radiation whose angular
direction lies within the critical angle for total reflection couples outside the
semiconductor material. These geometry dampers the emitted power and makes
this mechanism ineffective.
In a semiconductor nanowire, the direction of the Hertzian dipole formed by

electron-hole pairs is parallel to the axis of the nanowire, thus the limiting effect
of total internal reflection is not present and the output power can be greatly
enhanced. A sketch of the dipole radiation pattern from a nanowire is shown
in figure 5.3b. There are no reflection losses, as the dipole radiation can escape
the nanowire without total internal reflection. Seletskiy et al. estimated the
magnitude of this effect for the THz emission from InAs nanowires by integrating
the ratio of dipole radiation (whose angular dependence is sin2(θ)) emitted from
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Ray 1

θc

Ray 2

Semiconductor THz emiter

 Nanowire THz emiter

Substrate

a) b)

Figure 5.3: Radiation pattern from an Hertzian dipole emitter, the direction of the dipole is
indicated by a black arrow and the angular dipole radiation pattern as a shaded area formed
by two lobes at the sides of the dipole. In a) the dipole is oriented perpendicular to the
semiconductor surface, if a ray of light (1) exits the surface of the semiconductor at an angle
smaller than the critical angle, it is outcoupled, in the case contrary (ray 2), there is total
internal reflection and the radiation does not exit the semiconductor. In b) the dipole is
oriented parallel to the axis of the nanowire, the radiation outcoupling is more efficient.

a semiconductor surface and from a nanowire as [14]:

PNW
Pbulk

∝
∫ π

0 sin2(θ)dΩ∫ θc

0 sin2(θ)(1−R||(θ))dΩ
(5.2)

In equation 5.2, the integration range is limited up to the critical angle in the
denominator, the (1 − R||(θ)) term accounts for reflective Fresnel losses across
the interface of p-polarized dipole radiation, that are not present in the nanowire
as the cube of the main THz radiation wavelength emitted is larger than the
volume of the nanowire [14]. In [14], an enhancement of emitted radiation of
∼ 20 was calculated, which was inline with an experimentally observed factor
of 15 per InAs nanowire with respect to n-type InAs bulk. Other works have
encountered the same trends with respect to the emitted power from nanowires:
also with InAs nanowires[225] as well as with GaAs nanowires[217]. It should
be noted that this reported emission enhancement is taking into account the
nanowire filling factor (which is less than unity), so that the total THz emissiv-
ity per nanowire is higher. As nanowires do not fill completely the space, more
power is emitted from equivalent areas of the corresponding semiconductor ma-
terial.

- Physical mechanism of THz radiation from Semiconductor Nanowires.
The asymmetry created between the surface and the bulk material allows the

effective separation of the electron and holes along one unique direction in space,
that is, perpendicular to the surface. In nanowires, the surface has a radial sym-
metry with respect to the center of the nanowire and due to the nanometric di-
mension of the nanowire, the absorption of light is homogeneous along its radius.
Thus, if a built-in electric field (due to surface depletion/accumulation layers
or core-shell engineering) separates the electron or holes radially, the net dipole
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moment should be zero or close to zero for angular incident of light, and the
emitted THz radiation very small. As THz radiation is emitted from nanowires,
the acceleration of the electron-hole plasma must be produced along their axial
channel. The mechanism whereby this separation of photoexcited carriers is
produced depends very much on the type of materials from which the nanowire
is made as well as the surroundings of the nanowire (substrate, catalyst droplet,
nanowire morphology). Furthermore, the reduced dimensions of the nanowire
and the quasi-1d dimensional geometry can stimulate additional processes of
charge carrier generation and separation which are not encountered in bulk ma-
terials. To this date, there are few publications reporting THz emission from
different III-V or other semiconductor nanowires and the proposed THz gener-
ation mechanism in each case does not seem to point to a reproducible physical
mechanism but to an ensemble of conditions that change between each batch of
nanowires. In this part of the chapter, to set a context for the next section, a
review of THz generation from different nanowires (or nanowire-like structures
as nanopillars) will be summarized:

• InAs Nanowires: In [14], efficient THz emission from InAs nanowires
was reported. Nanowires were grown in a MOVPE chamber from a gold
catalyst particle on GaAs(111) substrates by the VLS-growth mode. The
nanowires presented a length distribution ranging between 15-20 µm and
a broad dispersion in diameter with severe tapering on the top of the
nanowires, in which the gold droplet remains crystallized after growth.
The THz radiation from the nanowires was detected using a linear auto-
correlator setup with a Si-bolometer. The THz emission from the nanowire
substrate was compared with respect to n-type InAs bulk, obtaining an
enhancement of 15 times. As said in the previous section, emission from
n-type InAs is mainly due to the photo-Dember effect. This mechanism
is proposed to explain the THz emission from the nanowires: electrons
diffuse faster and are separated spatially from the hole distribution. This
creates a screening field between e-h which acts as a driving force to re-
cover electroneutrality. If the perturbation occurs on a time scale smaller
than the inverse of the plasma frequency, collective plasma motion can
take place, leading to a macroscopic dipole which radiates close to the
plasma frequency in an Hertzian dipole geometry along the nanowire axis.
However, in order to match the main THz frequency components radi-
ated from the nanowire with the plasma frequency for a given number of
photoexcited carriers, it was considered that lowest index (acoustic-like)
surface plasmons polaritons modes of low frequency are excited within
the length of the nanowire as a consequence of its cylindrical geometry.
After this publication, at least two more research teams have reported
THz generation from InAs nanowires. In [225], the InAs nanowires were
grown in a MBE chamber using selective area epitaxial growth as well as
catalyst-free growth to obtain a larger control on the length and density
of the nanowires. The nanowires thereby growth spanned in length from
1 to 4 µm and in diameter from 40 to 160 nm. The distance between the
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nanowires (pitch) was 250 nm. The THz radiation from the nanowires
was detected using a THz-TDS setup with a LT-GaAs photoconductive
antenna. An enhancement of up to 3 times was observed in the emit-
ted power from the nanowires with respect to p-InAs. It is claimed that
the larger enhancement observed in [14] can arise because of the different
reference sample used, as in the former case THz radiation is normalized
instead with the n-type InAs reference, which shows less emitted power. In
[225], the proposed mechanism for THz generation is discussed to be again
the photo-Dember effect created by the charge separation of photoexcited
carriers along the axis of the nanowires. In p-type InAs bulk, a third-
order nonlinear optical effect, electric field induced optical rectification
(EFIOR), contributes as well to the THz radiation. This was not seen
in these InAs nanowires because the THz radiation amplitude does not
have a dependence on the azimuthal angle. Finally, in [226], the ultrafast
dynamics of catalyst-free InAs nanowires was probed by measuring the
photocurrent along striplines placed on individually contacted nanowires.
Although the symmetry of the nanowire and the experiment is different,
it was found that there is a fast photo-current transient in the picosecond
scale and all along the length of the nanowire, which is directly related
to the generation of THz radiation due to the charge separation by the
photo-Dember effect.

• GaAs Nanowires: First reporting of THz emission from GaAs nanowires
can be found in [227]. In this case, GaAs-AlGaAs core-shell nanowires were
grown by MBE with gold as a catalyst particle for the VLS-growth. The
nanowires presented a length between 3-8 µm and diameters of 100-150
nm. Detection of THz radiation was performed with a LT-GaAs pho-
toconductive antenna. The mechanism responsible for THz generation
was not discussed. However, the application of a magnetic field paral-
lel to the nanowire surface with different polarities allowed them to infer
that the electron-hole pair dipole creating the THz emission must be ori-
ented parallel to the nanowire axis, so that the same enhancement mech-
anism proposed by [14] should be observed in GaAs nanowires. Shortly
after, in [217], THz generation from GaAs nanowire was reported. The
effect of the catalyst droplet as well as the doping along the nanowire was
studied. To do so, self-catalyzed (Ga droplet) and gold catalyzed verti-
cally oriented GaAs nanowires were grown from a GaAs(111) substrate in
MBE. Radiation was detected with an electro-optic sampling setup, us-
ing a ZnTe crystal as well as a Golay cell for power measurements. Three
kind of nanowires were grown: 1) 1.2 µm long self-catalyzed p-doped GaAs
nanowires (Ga droplet on top) with a 18 nm diameter 2) 300 nm long gold-
catalyzed p-doped GaAs nanowires with 20 nm diameter and 3) 300 nm
long gold-catalyzed nominally undoped (slightly n-type) GaAs nanowires
with 20 nm diameter. In all three cases, it was claimed that the photo-
excitation of electron-hole pairs is maximum close to the catalyst droplet
due to the formation of surface plasmons in the droplet, as the electrons
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posses a higher mobility than the holes, there is a net diffusion flux of
electrons from the top of the nanowire to the substrate which creates an
ambipolar diffusion current in the opposite direction. Additionally, when
the droplet is made out of gold, a Schottky barrier is formed between the
nanowire and the metallic droplet which builds up an internal electric field
whose direction changes depending if the nanowire is p-doped or undoped.
This electric field can additionally separate photoexcited carriers. The po-
larity and magnitude of the generated THz radiation changed if the drift
current arising from this field is opposed to the diffusion current (less ef-
ficient), or if it is in the same direction (maximum efficiency). In the best
case emitter (diffusion and drift currents parallel), the THz emission can
be up to 40 times higher than from bulk GaAs if the fill factor is taken
into account. In [228], a selective area growth scheme was used to grow
ordered arrays of self-catalyzed GaAs nanowires on top of a GaAs(111)
substrate with different pitches in a MOVPE environment. This way, a
more homogeneous distribution in the size of the nanowires was obtained,
with a higher control in length and diameter by changing the pitch size.
The detection scheme was electro-optic sampling. The proposed mecha-
nism for THz emission is the same as in [217], that is, a non-equilibrium
distribution in the photo-generated electron-hole plasma due to the dif-
ferent mobilities in GaAs. Additionally, they observed that for very short
nanowires (length<600 nm), the effect of the contact field between the
nanowire and the Si substrate is noticeable in the THz emission ampli-
tude, this drift current opposes the diffusion current and its influence is
smaller and only important for very short nanowires.

• Other Semiconductor Nanowires: THz emission from silicon and
germanium nanowires was reported in [215] and [218]. In the silicon
nanowires, the same mechanism of induced surface plasmon (described
in [14]) was proposed as the origin of the THz emission. In contrast, the
germanium nanowires were coated with an irregular array of gold nanopar-
ticles. The nanoparticles can produce an enhancement of the nanowire sur-
face potential, acting on the separation of electron-hole pairs. There have
been also reports of THz emission from ternary semiconductor nanowires,
such as Mn-doped InGaAs and GaAsSb [216], as well as undoped InGaAs
nanowires [229] and AlGaAs nanowires [230].

- Detection of THz radiation with Semiconductor Nanowires.
Detection of THz radiation using Semiconductor Nanowires has been also

proved in several works. As stated in chapter 3, section 2.2.3, a semiconductor
such as LT-GaAs, used as a photoswitch in an antenna circuit, can either act
as an emitter or receiver, depending if the bias field polarizing the antenna is
set externally (emitter) or if it is set by the electric THz field impinging on
the antenna (detector). To this end, the nanowire inherent high aspect-ratio
and the possibility to enhance light absorption within the nanowire [23][22] can
be advantageous to scale down a THz radiation detector to one single nanowire
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with very high sensitivity. Such a concept has been proposed recently in [231], in
which single core-shell GaAS/AlGaAs nanowires have been placed horizontally
on a quartz substrate with Au/Ti metallic pads added lithographically to the
ends of the nanowires. The metallic pads connecting the nanowire act as antenna
and the nanowire as a photoswitch. A detectable photocurrent appears along
the nanowires when THz radiation falls on them. However, the sensitivity is
low (low pA photocurrent) and the antenna geometry formed by the pads filters
out the highest frequencies of the applied THz radiation so that the bandwidth
is less than 1THz. The nanowire detector operates in the integration regime
(lifetime of tens of picoseconds)[121]. Future research optimizing the antenna
geometry as well as reducing the lifetime, with for example defective shells (for
instance, the LT-GaAs nanowires presented in this thesis show a lifetime of
2.6 ps, one order of magnitude less), could yield broadband sensitive nanowire
photodetectors.

Additionally, single semiconductor nanowires can also be used as incoherent
THz detectors for power measurements by integrating the nanowires in a field
effect transistor geometry coupled to an antenna, as shown in [232]. The de-
tection of THz radiation from a single nanowire occurs when plasma resonance
waves are created by the THz radiation between the gate and the source of the
transistor. If there is an asymmetry between the source and the drain, the tera-
hertz signal is rectified, leaving a measurable DC signal between the electrodes
that is proportional to the received power. This physical effect is explained by
the Dyakonov-Shur plasma wave theory [233]. In [232][234], good responsiv-
ity is obtained from single nanowires and noise equivalent power (NEP) values
comparable with state-of-the art detection systems. This concept is further ex-
tended in [235] to use nanowire FETS as sensors for THz imaging. A raster
scan setup is used, the transmitted beam of a quantum cascade laser (QCL)
emitting at 2.8THz is passed through a given object (a leaf is used as the object
in [235]) and further detected with the nanowire FET. More information about
this THz imaging technique can be found in [236].

5.2 Characteristic of terahertz emission from GaAs
core-shell nanowires

5.2.1 GaAs core-shell nanowires: Growth and structural
properties

Two different kinds of GaAs nanowires have been studied with THz-emission
spectroscopy, the first kind are self-catalyzed GaAs nanowires while the sec-
ond one are core-shell self-catalyzed GaAs nanowires with a low-temperature
grown GaAs shell added to them (the ones studied in chapter 4). For each type
of nanowire, two different batches of nanowires grown at different laboratories
by the same method have been compared. This serves both as a proof of re-
producibility in the results and in the growth method as well as a method to
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study the impact of the morphology and density of the nanowires on the final
THz-spectra emitted from the samples. In figure 5.4, a sketch of the core-shell
structure of the studied nanowires and a SEM picture on a large scale of both
batches for each type of nanowire is displayed.

GaAs core

LT-GaAs shell

GaAs GaAs 
LT-GaAs 

Side cut:
 <110> lateral facets

Top view:
 <111> plane

a1) a2)

b1) b2)b1)

c1) c2)

EPFL
(A)

LAAS
(B)

1 2

Figure 5.4: Comparison of the morphological characteristic of the nanowires studied in this
chapter. a1) Sketch of the self-catalyzed GaAs nanowire showing top and side views. b1)
SEM image of nanowire sample 1A. Scale bar is 10µm. c1) SEM image of nanowire sample
1B. Scale bar is 7.5µm. a2) Sketch of the core-shell GaAs/(LT-GaAs) nanowires showing top
and side views. b2) SEM image of the nanowire sample 2A. Scale bar is 10µm. c2) SEM
image of the nanowire sample 2B. Scale bar is 7.5µm. Electron beam energy is 10kV.

The first column of the figure 5.4(a1,b1,c1) displays the GaAs nanowires. The
nanowires have been grown either at EPFL 1 (corresponding SEM picture of the
as-grown nanowires in figure 5.4b1) or at LAAS 2 (corresponding SEM picture
in figure 5.4c1). The core-shell GaAs/(LT-GaAs) nanowires are displayed in
the second column of the figure 5.4(a2,b2,c2). Equally, the SEM picture in the
figure b2 corresponds to the nanowires grown at EPFL and the SEM picture
in the figure c2 to the nanowires grown at LAAS. From now on, the following
labeling will be used to distinguish the type of nanowire and the laboratory in
which they have been grown: The GaAs nanowires will be labeled as nanowires

1Grown in the group of Prof. Anna Fontcuberta i Morral at École Polytechnique Fédérale
de Lausanne (EPFL). Lausanne, Switzerland.

2Grown in the group of Dr. Sèbastien Plissard at Laboratory for Analysis and Architecture
of Systems (LAAS-CNRS). Toulouse, France.
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1, while the core-shell GaAs/(LT-GaAs) nanowires will be labeled as nanowires
2. Additionally, the letter A will be used to design the nanowires grown at
EPFL and the letter B to design the nanowires grown at LAAS (e.g, nanowires
1A correspond to GaAs nanowires grown at EPFL).

The growth methods for the self-catalyzed GaAs nanowires as well as the
GaAs/(LT-GaAs) nanowires have already been outlined in chapters 1 and 4,
sections 1.3.5 and 4.3, respectively. The substrate used in every case is p-
type silicon (111) substrate with an oxidized layer of SiO2 on top. The main
morphological differences and growth parameters between samples A and B are
summarized in table 5.1:

GaAs (1) GaAS / LT-GaAS shell (2)
Length (µm) Density (µm−2) Length (µm) Density (µm−2)

EPFL (A) 14-16 0.93 14-16 1.22
LAAS (B) 5-7 1.3 5-7 0.49

Table 5.1: Comparison of density and length of the nanowire samples 1A,1B,2A and 2B.

The following differences can be highlighted by inspecting the as-grown
nanowire morphologies, as depicted in the SEM pictures of figure 5.4:

• The nanowires grown at EPFL (NW1A, NW2A) present a higher yield of
vertical growth than the nanowires grown at LAAS (NW1B,NW2B). The
correlation between the different thicknesses of the SiO2 layer and the
resulting aspect-ratio, density and length of nanowires have been studied
thoroughly in [70]. The thickness of the naturally present silicon oxide
layer on Silicon varies with exposition time to air. When the oxide thick-
ness changes, its stoichiometry changes as well (less Si than for very thin
oxidized films). This influences the interaction energy between the gallium
droplets catalyzed in the openings of the film prior to growth in such a
way that the contact angle between the droplet and the substrate changes.
In [70], oxide thicknesses between 0.9 and 1.1 nm result in contact angles
of approximately 90◦C, which gives the highest yield in vertical growth.
When the contact angle increases, not all the nanowires grow vertically
with respect to the Si(111) substrate, as the creation of kinks can occur in
the early stages of growth, tilting the growth direction of the nanowires.
In the case of nanowires A, where almost all the nanowires are grown
vertically, the oxide thickness must be in the range 0.9-1.1 nm. For the
nanowires B, the oxide thickness seems to be slightly larger, in the range
of 1.1-1.2 nm.

• The nanowires 1A present a narrower diameter distribution ranging be-
tween 70-80 nm, while the nanowires 1B have a diameter distribution
between 60-100 nm. This is also a consequence of the different oxide thick-
nesses, as shown in [70]. When the thickness is in the range 0.9-1.1 nm
and the nanowires are grown mostly vertically, the diameter distribution
is narrower than in the other case.
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• The density of nanowires has been extracted from the SEM images of fig-
ure 5.4. The results are presented in table 5.1. The density does not differ
significantly between samples except for sample 2B, for which it is approx-
imately reduced by half. The dependency of the density of nanowires with
the oxide thickness in the range between 0.9 and 1.2 nm is approximately
flat (slightly less density for larger thicknesses) in [70].

• The LT-GaAs shell in nanowires 2A and B has been grown at temper-
atures between 250 − 300◦C. As the calibration of temperature in the
range below 300◦C relies on the use of interpolation techniques between
the temperature readings of pyrometers and thermocouples, the growth
temperature can vary slightly between samples 2A and 2B, which can in-
fluence the number of antisites incorporated to the LT-GaAs shell and
thus the recombination lifetime. Also, the shell-thickness has been esti-
mated by comparing the time employed to grow the shell with the planar
growth time of (100) GaAs thin-films, which was 1.1Å/s. Then, the low
temperature grown shell thickness of nanowires 2A is approximately 20
nm and in the nanowires 2B, 10 nm.

For every sample studied, a small piece of approximately 100 × 100 mm2

of the wafer with the as-grown nanowires has been cut and placed on a mirror
with a custom-made holder, so that it is easily integrated into the optical setup.

5.2.2 Discussion of results

The THz signal emitted from the nanowires described in the previous section
has been characterized using THz-time domain spectroscopy with the setup of
chapter 2, section 2.2. A femtosecond-laser pulse operating at a wavelength of
820 nm has been used both as a pump beam, to excite photocarriers in the
nanowire sample, and as a sampling beam, to retrieve the THz signal in the
detector on the time domain. In all the cases, the average power of the incident
pump beam, measured after the beam chopper, was 12mW. The detector is a LT-
GaAs photoconductive dipolar antenna. As stated in chapter 3, the detector
captures the THz signal emitted from the nanowire sample and generates a
nanoampere current whose magnitude is proportional to the magnitude of the
THz electric field, and whose sign indicates the phase of the THz waveform.

In order to compare the different THz waveforms captured from the different
nanowires samples, a n-type InAs bulk sample has been used as a reference prior
to each measurement. The reference sample emits the highest signal of all the
here studied samples. The reference signal has been obtained by placing the
InAs sample at an angle of 45◦ with respect to the pump beam, thus forming an
angle of 90◦ between the incident beam and the detection setup which collects
the emitted THz beam. The nanowire samples have been placed prior to each
measurement with the same orientation as the InAs reference, with only a slight
modification of the orientation angle, in order to maximize the signal detected
in the antenna. For the analysis and comparison of the results, the peak-to-peak
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amplitude of the THz electric field from the reference sample is normalized, the
signal captured from the nanowires and depicted in the figures presented in this
chapter represents the proportion in which the detected THz radiation is smaller
with respect to the InAs reference.
-GaAs Nanowires.

The nanowires 1A and 1B were first studied. Their normalized THz signal
is depicted in figure 5.5. The shape of the waveform can be described by two

Figure 5.5: Time domain waveforms of the emitted THz pulse from GaAs nanowires. Sam-
ples 1A(red) and 1B(black). The excitation wavelength of the femtosecond-pulse was 800
nm and the average power 12mW. Inset: Corresponding FFT spectra of the time domain
waveforms.

main peaks with different polarity. The polarity of the first(second) peak is
negative (positive), respectively. The peak-to-peak amplitude of the signal from
the nanowires 1A is approximately 4 times larger than the amplitude from
the nanowires 1B. In the inset of the figure, the frequency spectra from the
THz signal is displayed. The bandwidth spans approximately 1.5THz with
a maximum emission peak centered around 0.4 THz, the frequency profile is
similar in both samples. The small peak encountered after a delay of 11 ps
can be attributed to an echo of the THz signal reflected in the backside of the
nanowire substrate.

Such a polarity has been encountered in studies of THz emission from GaAs
nanowires and nanopillars using photoconductive antennas as detectors [227][237].
Direct comparison of the polarity can not be established with other works de-
tecting emission from GaAs nanowires as [238][217][228], because the detection
setup was an electro-optic sampling with ZnTe crystals, in which the mechanism
involved in the detection of the THz field is different, and generally the captured
waveform shape and relative polarity differs from PCA setups [239].

The mechanism of THz generation from GaAs nanowires has been addressed

161



in [227][237][238][217][228]. In a GaAs nanowire, electron mobility is higher than
hole mobility [109]. Also, there is rapid recombination of electrons due to the
high density of surface traps that favours non-radiative recombination [201].
Then, the electrons that do not recombine fast are the ones whose momentum
distribution lies parallel to the axial channel of the nanowire. Those electrons,
diffusing to the nanowire top, either recombine or are reflected at the top facet,
leaving an asymmetry in the momentum distribution that produces a diffu-
sion flux of the plasma directed towards the bottom of the nanowire. Thus,
the non-equilibrium distribution of diffusing electrons generates a transient am-
bipolar current directed along the axis of the nanowire, which radiates a pulse
of THz frequencies into free space. This effect, similar to the photo-Dember
effect (different mobilities plus geometry induced asymmetry in the momentum
distribution), has also been termed as a ’reactive electromotive force’ [228], for
its similarities with a jet-like stream of electrons ballistically moving along the
axis of the nanowire. It generates an electromotive force acting against it as
the electron-hole pairs are separated. It has also been suggested in [238] that
this mechanism can induce the creation of acoustic-like (radially symmetric)
surface plasmons modes along the axis of the nanowires -much like as with
InAs nanowires [14]-. By using Optical Pump-THz beam spectroscopy, a peak
in the real part of the frequency dependent dielectric coefficient measured on
GaAs nanowires was found in [109] and [111]. It is attributed to the resonant
excitation of a surface plasmon at frequencies lower than 1THz. The surface
plasmon resonant frequency should increase quadratically if the optical fluence
is linearly varied. However, such an experimental dependence was not observed
in [109] and the reason is attributed to charge carrier saturation by surface
traps in the nanowire. In THz emission spectroscopy, the main frequency emis-
sion peak (maximum of the FFT spectra) should show variations for different
optical fluences in order to detect this frequency shift. Such a resonant shift
has not been observed with emission from nanowires [217][228][14], because the
nanowire radial and axial distribution is not homogeneous, making a broader
and smeared out emission spectra. Also, a drastic increase in the optical fluence
in the nanowire ensemble could lead to radiation damage if the power applied
to a single nanowire is very high.

The differences in the peak-to-peak amplitude of the THz signal between
nanowire sample 1A and 1B can be directly attributed to the differences in
length between the nanowires. In sample 1A, nanowires are approximately
three times longer in average, while the density is almost the same. The same
trend between peak amplitude and nanowire length has been encountered in
different types of nanowires: InAs nanowires[225], GaAs nanowires[228] and
nanopillars[237], InN nanorods[214], Ge nanowires[218] and Si nanowires [215].
Such a dependence can be addressed by considering the absorption of the op-
tical beam within the nanowire ensemble. When the nanowires are shorter, or
some percentage of them not vertically oriented (as in sample 1B), the light
of the excitation pulse is not completely absorbed in the nanowire ensemble,
and a large percentage goes to the silicon substrate. If the nanowires are long
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Figure 5.6: Time domain waveforms of the emitted THz pulse from GaAs-(LT-GaAs)
nanowires. Samples 2A(orange) and 2B(blue). The excitation wavelength of the femtosecond-
pulse was 800 nm and the average power 12mW. Inset: Corresponding FFT spectra of the
time domain waveforms.

and the density of vertically oriented nanowires very homogeneous, the light
of the incident optical beam ’sees’ a quasi-continuum nanowire media and it is
absorbed preferentially in the nanowire rather than in the substrate. In [217],
the effective refraction index of a GaAs nanowire ensemble with very high yield
of vertical growth is seen to be similar as the index of refraction of bulk GaAs.
Then, even if the nanowires do not fill the space completely, they can absorb
light as well as the bulk material. Finally, considering the longer nanowires, if
the carrier diffusion flux is triggered by the geometrical asymmetry close to the
nanowire top, this radiation effect will be enhanced for longer nanowires if there
is a competing effect from other charge recombination pathways.
- GaAs/LT-GaAs Nanowires.

The THz emission characteristic from GaAs/(LT-GaAs shell) nanowires (sam-
ples 2A and 2B) is depicted in 5.6. The same optical beam power and wavelength
as for GaAs nanowires is used. The orientation of the nanowire sample with
respect to the beam is also the same. A pulse of THz radiation incoming from
the nanowire sample after excitation with the femtosecond-laser pulse has been
detected .

There are several aspects to notice in the detected THz waveforms: First,
the peak amplitude of the nanowire sample 2B is 2 times higher than in sample
2A. Looking at the FFT spectra in the inset of the figure, it is seen that the
bandwidth is similar between both samples and similar to the GaAs nanowires.
Second, the peak-to-peak amplitude is smaller than in the sample 1A. Third, the
relative polarity of the two main peaks of the THz waveforms is similar between
samples 2A and 2B but reversed with respect to the samples 1A and 1B. In
figure 5.7, the four signals (1A,1B,2A and 2B) have been displayed overlayed
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with different color scales (red for GaAs nanowires and blue for GaAs/(LT-GaAs
shell) nanowires). Such a difference in the phase of the electric field radiated
between the two kind of nanowires can arise, as explained in section 5.1.1, from
the orientation of the dipole formed by the separated electron-hole pairs which
can be reversed if the sign of the electric field acting on its separation is changed,
as seen, for example, when the doping type of GaAs bulk surfaces is changed
from p-type to n-type [113]. Then, if the mechanism generating THz radiation
from the samples 2A and 2B is to be similar as from samples 1A and 1B, that
is, a fast transient current as a result of the different mobilities of electrons and
holes, a different polarity is not expected to arise from the emitted pulse of the
LT-GaAs nanowires. This difference in the polarity of the waveforms between

GaAs 

LT-GaAs 

DriftDrift

Diffusion

NW1 NW2

P-doped Si(111) P-doped Si(111)

GaAs 

Figure 5.7: Time domain waveforms from the nanowires samples 1A,1B (red tones) and
2A,2B (blue tones) overlayed. The inset shows a sketch of the GaAs and GaAS-(LT-GaAs)
nanowires as grown on the nanoopenings of the dioxide layer with the p-type Silicon(111) sub-
strate, black arrows mark the corresponding diffusion and drift currents direction generating
the THz pulses in the nanowires.

the nanowires must be due to a different charge separation and recombination
mechanism within the nanowires. It is likely to be produced by the combined
effect of the LT-GaAs shell as well as the nature of the silicon substrate in which
the nanowires have been grown, as will be now discussed.

First, the effect of the LT-GaAs shell is addressed. LT-GaAs films have
an ultrafast recombination time for the electrons. Since its discovery, there
has been different models trying to explain the exact nature of the defects and
their trapping mechanism when the material is photoexcited. As explained
in chapter 4, section 4.2.3, pump-probe reflectivity experiments performed on
LT-GaAs films show unusual features a few picoseconds after the excitation of
the probe. Normally, a sharp and large increase in the reflectivity is observed
when the pump and probe beams hit the material at the same time. It is
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followed by an ultrafast decay of the electron population back to equilibrium
that restores the reflectivity to its original value. In LT-GaAs, after the first
fast transient and decrease in reflectivity, associated with non-radiative recom-
bination between the photoexcited electrons and the ionized antisites, a dip is
generally observed in which the reflectivity is less than in the unexcited materi-
als (negative with respect to reference value). The shape and extend of this dip
changes with the annealing and growth time of the material [202]. It has been
also shown, in chapter 4, that the pump-probe reflectivity curve obtained with
GaAs/(LT-GaAs) nanowires presents a very fast decay time (3 ps) followed by
a negative reflectivity which recovers to the reference value in a much longer
time (several picoseconds). Some models have been proposed to address this
phenomenon [190][189][202][240]. To date, there is not an unified model to fully
account for the whole carrier dynamics involved. But it is believed to arise
from the different recombination mechanisms followed by electrons and holes in
LT-GaAs. The effective cross-section of electron traps is higher than from the
hole traps[189]. In [240], all physical mechanisms that change the reflectivity
when the electron-hole population is excited as Band-Filling or Band-gap renor-
malization are compared, and it is concluded that the different recombination
lifetimes of electrons and holes in LT-GaAs has to be taken into account to
explain this effect. It is proposed that the electron-hole pairs recombine in a
two-step process: First, the electrons are trapped in a very short time at the
ionized antisites, where they stay until the hole is captured (at a slower rate)
by the gallium vacancies or neutral antisites. Second, the electron trapped at
the antisite finally decay to the vacancy level to recombine with the hole. The
negative dip in reflectivity is ascribed to the excitation of electrons in trapped
states up to the conduction band.

In the GaAs/(LT-GaAs) nanowires, there is a large distribution of arsenic an-
tisites at the shell, and the acceptor defects taking part in the electrical compen-
sation of the material are the steps between terraces of the corrugated sidewalls
of the nanowire, as shown in chapter 4, section 4.4. It is proposed that when the
nanowire is excited by the light, that generates a distribution of electron-hole
pairs all along its length, the electrons in the outer LT-GaAs shell will recom-
bine with the antisites and the surface traps in a much shorter time than the
electrons in the inner core. This imbalance in electron population between the
core and the shell will damp the diffusion of electrons along the nanowires as
they will be screened by the transient positive charge sheet distribution arising
from the unrecombined holes in the interface. This mechanism has not been
proposed before, but LT-GaAs is studied usually from thin-films of micrometric
thickness grown on SI-GaAs and as part of photoconductive antenna geome-
try. Even though it might not be directly comparable to the geometry and
dynamic of carriers inside a nanowire, some papers have reported on screening
effects created by the different recombination mechanisms [241][242]. In [243],
the performance of a LT-GaAs layer as a THz emitter grown on top of n-GaAs
is studied with respect to a n-GaAs reference. The different shape of the THz
waveform emitted when the LT-GaAs layer is present is related to the trapping
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mechanism of electrons and holes by different traps with different time scales
that generates a positively charged sheet at the interface between the LT-GaAs
layer and the n-GaAs substrate, creating a restoring force for the electronic
motion in the n-GaAs material. Furthermore, in [244], the dynamic of the dis-
tribution of electrons in a 540 nm thick layer of LT-GaAs grown on top of GaAs
and excited by a 800 nm pulse is simulated with respect to time. It is seen that
the faster recombination of electrons on the LT-GaAs layer leaves a step-like
distribution of electrons at the interface between the LT-GaAs layer and the
GaAs material, 1 picosecond after excitation.

Once the possible effect of the LT-GaAs shell on the THz radiation has been
proposed, the origin of the observed radiation waveforms in samples 2A,2B is
discussed. It has been suggested that the axial diffusion currents in GaAs/(LT-
GaAS) nanowires can be disregarded due to the influence of the shell. However,
a pulse of THz radiation coming from the nanowires is also detected (figures
5.7). The radiation is now attributed to the electric field existing at the junction
between the nanowire (nominally undoped) and the p-doped silicon substrate.
The diode-like properties of these kind of heterojunctions have been studied
before, even though the lattice strain between silicon and GaAs prevents the
formation of high quality interfaces. For example, in [245], a diode ideality
factor close to one is observed despite the imperfect interfaces formed with the
MBE growth n-GaAs/p-Si heterojunction. Heterojunctions of p-Si and n-GaAs
of higher quality have been created recently [246], in which GaAs whisker-like
microcrystals are grown on silicon substrates using the same mechanism as self-
catalyzed nanowires, thus, taking advantages of the micro-openings between
the oxidized surface and the silicon substrate. These heterojunctions have been
electrically characterized, showing a well-defined diode behaviour [246]. There-
fore,the GaAs and GaAs/LT-GaAs nanowires that grow epitaxially from the
oxidized Si(111) surface might as well form heterojunctions with a high-quality
interface. Especially because the nanowires can release axial strain very effi-
ciently, as described in chapter 1.

With such a built-in potential at the nanowire-substrate boundary, the in-
jected electron-hole pairs are splitted at the interface between the nanowire and
the substrate. This produces a transient drift current of electrons directed from
the substrate towards the nanowire, which is opposed in sign to the diffusion
current along the axis of the nanowire. In the work of [228], which describes the
THz characteristics of undoped self-catalyzed GaAs nanowires , it is observed
that the polarity of the THz radiation emitted from the nanowires is reversed
in sign when the nanowires have a length shorter than 600 nm. The origin
is also ascribed to the drift current of electrons at the interface between the
nanowire and the substrate (p-type GaAs(111)). The magnitude of this current
is seen to be very low and competes with the diffusion current from the top of
the nanowire, thus only becoming important for very short nanowires. Such an
effect is not seen in the GaAs nanowires studied in this work (1A,1B). As both
nanowires are much longer than 600 nm, the THz radiation is entirely domi-
nated by diffusion currents. However, in the GaAs/(LT-GaAS shell) nanowires
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(2A,2B), the diffusion current is suppressed, as explained above, and thus the
THz emission originated from the drift current becomes the only contribution
to the radiation.

Finally, taking this model for the THz emission from nanowire samples 2A
and 2B , it is possible to explain why the emitted power from the sample 2B is
larger than from sample 2A. It is related to the difference in density and length,
as depicted in table 5.1. Nanowires on sample 2B are three times smaller, less
dense, and with a smaller distribution of vertically oriented nanowires. These
factors favour the absorption of light close the interface.
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5.3 Conclusions

This chapter has been devoted to the description of THz emission from nanowires.
Especially, THz emission from GaAs nanowires has been characterized. Then,
the formation of a low-temperature grown shell to the GaAs and its influence
on the emitted radiation has been investigated.

In the first part of the chapter, section 5.1, there was a brief introduction
to the field of THz optoelectronic, followed by a description of the main mech-
anism involved in THz generation from semiconductors surfaces, section 5.1.1.
A state-of-the-art in the field of THz emission and detection from semiconduc-
tor nanowires is included in section 5.1.2. In section 5.2, the characteristic
waveforms of the THz emission from GaAs and (GaAs core/LT-GaAs shell)
nanowires detected by a THz-TDS setup has been described. The morphologi-
cal properties of the nanowires have been reviewed in section 5.2.1: Two GaAs
nanowire samples grown at different laboratories, as well as two GaAs/LT-GaAs
nanowire samples, also grown at different laboratories. The main morphologi-
cal differences within each pair of nanowires and their relation with the growth
methodology is treated. Although the growth strategy (self-catalyzed nanowires
in MBE) is the same for both laboratories, minimal differences in growth param-
eters can lead to strong variations in the length, density and aspect ratio of the
resulting nanowires. In this case, the two kinds of nanowires grown at one lab-
oratory show a larger length (about three times), a slightly larger filling factor
and more yield of vertical growth. In section 5.2.2, the impact of these mor-
phological and structural variations on the emitted THz waveform is discussed
in a twofold way: First, the difference in length and density between nanowires
of the same kind (between the two GaAs nanowire samples and between the
two GaAs/LT-GaAs samples) affects the amplitude of the THz waveform, and
thus the emitted power. Second, the formation of the low-temperature grown
shell to the GaAs nanowire flips the relative polarity of the THz waveform. The
possible physical mechanism responsible for this effect is further discussed in
the section.

In line with previous research on THz radiation and nanowires, the THz
emission from the studied nanowires has been detected and it is found to be
very efficient. The emission from the GaAs nanowires grown at EPFL shows the
highest yield of power. Although these nanowires are not ordered and therefore
the filling factor is not homogeneous, they emit approximately 20 times more
efficiently with respect to the reference substrate from equivalent surface areas.
For the rest of the nanowires, the emission improvement is around 2-3 times
better. These results, taking into account that bulk epitaxial GaAs is not a very
efficient THz emitter (for example, in [217], a nanowire efficiency of 40 times
is found), draw the potential of nanowires as THz emitters at the nanoscale.
Also, it seems that when the nanowire array is too dense, the efficiency of
the emission is lowered. This suggests that there might be cooperative effects
between different nanowires and light. Such conclusions are also proved in [228],
in which it is seen that the power of emitted THz radiation from ordered arrays
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of nanowires is not increased when the filling factor increases after a certain
threshold. They attribute this effect as resulting from special light resonance
modes produced at the nanowires. To further develop this field, it is then
necessary to gain more control over the morphology and density of nanowires
grown by the different methods as both can affect the interaction between the
radiation and the nanowires.

In this chapter, based on the THz-TDS characterization and on previous
studies on GaAs and InAs nanowires, it has been suggested that the THz emis-
sion from GaAs nanowires arises from a transient diffusive current of electron
and holes along the axis of the nanowire, which is an effect similar as the photo-
Dember. When the low-temperature grown shell is added, the polarity of the
THz waveform is reversed with respect to the GaAs nanowires. It is proposed
to arise from the defective nature of the shell, which drastically reduces the life-
time of electrons with respect to the one in the core of the nanowire. This might
create a depleted shell in the picosecond timescale, which dampers electronic dif-
fusion along the core. The charge separation at the base of the nanowire is not
affected by the shell, a drift current produces an emitted radiation with reversed
polarity in comparison with the one in the GaAs nanowires .

To conclude, further modeling and research is necessary to support these
results, such as Optical Pump-THz probe experiments, described in chapter 2,
which probes directly the mobility and scattering rate of carriers and could help
to create a more complete picture of the effect of the defective shells in the THz
emission characteristic from nanowires.
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Conclusions

The main purpose of this work is to better understand the relation between the
structure of a nanowire and the resulting electronic state of its surface. For
this goal, first, it has been necessary to review and understand the main con-
cepts involved in the growth of semiconductor nanowires with the VLS growth
mechanism. It is possible to understand the VLS growth mechanism, despite
the nanometric section of nanowires, by using classical nucleation theory. In
the VLS mechanism, growth is driven by a metallic liquid droplet that incor-
porates vapor species to it, precluding the nucleation of the different atomic
species that grow in a layer-by-layer fashion constrained to the dimensions of
the droplet. The role of supersaturation in the liquid droplet, accounting for the
crystal phase in the nanowire, has been reviewed in the frame of Glas model.
Furthermore, the growth rate is frequently modeled by a balance of material
fluxes at the metallic droplet of the nanowire, and depending on the nature
of the droplet, different limiting fluxes govern the rate: as surface diffusion of
group III atoms for the growth of Au-catalyzed nanowires, or group V vapor flux
incorporation for the growth of self-catalyzed nanowires. Finally, a new growth
regime is studied. In this regime, the different material fluxes interact during
growth in such a way that the liquid droplet size is self-regulated to a given
critical value, independent on the initial size of the catalyst droplet. Second,
the use of Scanning Tunneling Microscopy (STM) allows for a very complete
characterization of the nanowire surfaces. To prove this assertion, the working
mechanism of the STM has been reviewed, in chapter 2, with a special focus
on the physical effects produced when the polarized metallic tips of STM inter-
act with the semiconductor compounds, locally altering their band structures.
This effect, called tip induced band bending (TIBB), can have a strong influ-
ence on the measurement of physical features on the surface of nanowires and
simulations are required to correctly interpret spectroscopic data.

In chapter 3, the preparation of nanowire surfaces for their study with STM
has been treated. It has been shown that, for III-V semiconductor nanowires,
there are two main cleaning methods: atomic hydrogen cleaning and the As
capping layer method. In the latter, the nanowire is protected after growth
with an arsenic amorphous capping layer. This layer is further desorbed in UHV
inside the STM system. Then, scanning the surface with STM makes possible to
recover a structural nanowire surface which yields valuable information about
the crystal phase present in the nanowire. However, it has been shown that

170



5.3. CONCLUSIONS

decapping the protective As layer, which implies annealing at a temperature
between 200−400◦C, can as well modify the morphology of the nanowire facets.
The resulting morphology after decapping consists, respectively, of a distribution
of monoatomic island for self-catalyzed GaAs nanowires or vacancy island for
self-catalyzed InAs nanowires. In the GaAs nanowire, this morphology appears
as a consequence of the relation between the electronic structure of the nanowire
and the most probable point defect formation in the As-rich environment present
in the surface when the As-layer is decapped. These defects are surface arsenic
antisites, that replace Ga atoms ejected from their surface lattice sites. Ga atoms
diffuse and start to nucleate islands when pinned at the edges of the nanowires.
As to InAs nanowires, the regime of congruent evaporation is achieved during
the As decapping, and as such, In and As atoms are evaporated equally from
the surface, creating holes all around the sidewalls. Ultimately, this leads to the
important conclusion that the morphology of the nanowire surfaces could be,
under certain circumstances, anticipated and controlled with the preparation
method. To fully develop this claim, possible future experiments are proposed
in the concluding section of the chapter.

In chapter 4, surfaces of self-catalyzed GaAs nanowires are functionalized
by adding a shell in latter stages of growth. To this end, a low-temperature
grown GaAs shell has been grown. This serves to prove that, even though low-
temperature grown GaAs nanowires can not be grown with the VLS growth
mechanism, they can be added as a shell. With STM and other characterization
techniques such as optical pump-probe spectroscopy, it is confirmed that this
shell indeed shows the same properties of low-temperature grown GaAs. That
is; a very large distribution of subsurface arsenic antisites, partially ionized (yet
with a good crystallinity), a very short lifetime of photoexcited carriers and the
creation of arsenic aggregates at the top of the nanowire, when these are mildly
annealed. Interestingly, the low-temperature used to grow the shell produces
rough faceted surfaces stacked as a series of pyramidal mounds which ultimately
contribute, thanks to the nanometric dimensions of the shell, to the electrical
compensation of the ionized arsenic antisites.

Finally, in chapter 5, the emission properties in the THz range of low-
temperature grown GaAs nanowires as well as self-catalyzed GaAs nanowires
has been studied, as this material is very used in THz optoelectronic devices.
The emitted THz waveform in the time domain shows that all the nanowire
substrates can emit radiation in the THz range after excitation with fs-laser
pulses. It is confirmed that the emitted power from the nanowires, in terms
of emitted power per surface area, is superior with respect to equivalent bulk
semiconductor THz emitters. Furthermore, it has been observed that the am-
plitude of the THz radiation from the GaAs nanowires is higher with respect to
the low-temperature GaAs nanowires. The reason is twofold: first, the GaAs
nanowires exhibited a very optimized geometry in terms of filling-factor and
length, that leads to a more efficient outcoupling of the THz radiation, if we
assume that the physical origin of the THz emission is related to the onset of
plasmon modes. Second, when using nanowires with the LT-GaAs shell, despite
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of its very short carrier lifetime, and precisely because of the large concentra-
tion of carrier traps, reduces the coupling of plasmons between the light and
the nanowire. However, the physical process whereby the plasmon is damped
is not completely understood, and further simulations and experiments need to
be realized.

As a concluding remark, this thesis is framed within a FP7 European Frame-
work project called Nanoembrace [247], developed between 2013-2016. In this
project, one of the main goals was to improved the interaction between the dif-
ferent areas of the large field of nanowires, to better understand growth and
developed new models, to improve the characterization techniques and produce
new ideas for effective integration of nanowire as devices. This work has moved
along these various dimensions of the field, from the successful creation of a new
growth scheme for functionalizing nanowire surfaces, such as low-temperature
grown shells, to the development in understanding novel growth regimes as the
self-stabilization of the nanowire diameter. Furthermore, using the STM as a
powerful surface characterization tool, to get insight into the main physical pro-
cesses that governs the properties of the nanowire surfaces, it has been possible
to investigate how the morphology of the surfaces can be controlled, which can
lead ultimately to the better integration of nanowires into devices.
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ABSTRACT: The structural and electronic properties of
nonstoichiometric low-temperature grown GaAs nanowire
shells have been investigated with scanning tunneling
microscopy and spectroscopy, pump−probe reflectivity, and
cathodoluminescence measurements. The growth of non-
stoichiometric GaAs shells is achieved through the formation
of As antisite defects, and to a lower extent, after annealing, As
precipitates. Because of the high density of atomic steps on the
nanowire sidewalls, the Fermi level is pinned midgap, causing
the ionization of the subsurface antisites and the formation of
depleted regions around the As precipitates. Controlling their
incorporation offers a way to obtain unique electronic and
optical properties that depart from the ones found in
conventional GaAs nanowires.

KEYWORDS: Nonstoichiometric GaAs, low-temperature growth, As antisite, As precipitates, nanowires, scanning tunneling microscopy

The prospect of using semiconductor nanowires (NWs) as
building blocks of miniaturized devices has triggered a

continuous improvement of the material crystal quality and
reproducibility. For instance, gaining control over the phase
purity in III−V semiconductor nanowires1 has led to narrow
photoluminescence emission in GaAs/GaAsSb heterostructure
nanowires2 and to ballistic transport of electrons in InAs NW
transistors.3 Similarly, the synthesis of defect-free interfaces in
core−shell nanowires was a key achievement in getting higher
collection efficiency of the photoexcited charge carriers in solar
cells.4 While defects in semiconductor NWs are generally seen
as deleterious, certain applications, however, rely on the
intentional incorporation of point defects during growth. A
prototypical semiconductor material, where defects matter for
resistivity, sub-bandgap optical absorption, and carrier lifetime
engineering, is GaAs grown at low temperature. Such a material
is crucial for the development of photoconductive devices and,
in particular, compact terahertz (THz) sources and detectors
with numerous applications in astronomy, communications,
sensing, imaging, and medical diagnostics.5−8

The growth of GaAs NWs is usually based on the vapor−
liquid−solid (VLS) mechanism that involves the continuous
supply of precursors into a seed particle maintained above a
critical temperature. Whatever the method that is used (Au-
assisted or Ga-assisted VLS mechanism),9,10 the eutectic
temperature is higher than the threshold temperature at
which nonstochiometric GaAs material can be grown and
precludes the direct growth of high-quality nonstoichiometric
LT-GaAs NWs. However, there is a great interest to build
arrays of LT-GaAs NWs, since nanowires exhibit a significant
enhancement of the THz emission with respect to thin films,
without the need to insert them into bias photoconductive
antenna structures.11−15 This may help to overcome the
limitation of relatively low THz power encountered in thin LT-
GaAs layers.16,17

Here, we adopt the following core−shell strategy to
synthesize a nonstoichiometric LT-GaAs NW: First GaAs
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NWs of high quality are grown on Si substrates using the self-
assisted VLS mechanism with molecular beam epitaxy.18 Then
the temperature is reduced to grow a nonstoichiometric LT-
GaAs shell on the nanowire sidewalls.19 Here we examine the
atomic scale structural and electronic properties of such LT-
GaAs NWs. Scanning tunneling microscopy (STM) of the NW
sidewalls reveals the existence of point defects. Based on the
structural and spectral signature of the defects, they are
identified as isolated subsurface arsenic antisites, which are
found to affect the optical properties of the NWs. In addition,
nanoscale clusters surrounded by narrow space charge layers
occur, consistent with the formation of metallic As precipitates
in the semiconductor shell. Both features demonstrate the
successful growth of nonstoichiometric GaAs NWs with excess
arsenic. The here-demonstrated controlled incorporation of
arsenic antisites and clusters provides the basis to combine
ultrashort carrier lifetimes, high dark resistivity, and large
nonlinear optical effects in NWs.
The synthesis of the NWs was achieved by the Ga-assisted

method on native oxide-covered Si(111) substrates (step 1
shown in Figure 1). Vertical nanowire growth has been

achieved by engineering the native oxide thickness and
adjusting the growth conditions.20 Growth is started by
simultaneous opening of gallium and arsenic shutters once
the growth temperature is reached. The growth of the NW core
was carried out at a nominal growth rate of 0.3 Å/s, an As4
partial pressure of 2.5 × 10−6 mbar, Ga partial pressure of 1.42
× 10−7 mbar, and a temperature of 640 °C (step 2) for 90 min.
The Ga droplet was then consumed by closing the Ga shutter
for 30 min under As4 flux. The temperature was subsequently
reduced to 300 °C. Once stabilized, a shell was grown at a
nominal growth rate of 1.1 Å/s and an As4 partial pressure of
1.18 × 10−5 mbar (step 3). At the end of the growth, the Ga
flux was stopped, and the temperature was further lowered to
room temperature, to cap the NWs with a thin As layer for
protection against air exposure (step 4).21 For comparison,
GaAs NWs were also grown using the same conditions (steps 1
and 2), but without the LT-GaAs shell, or were capped with a 4
nm-thick AlGaAs shell grown at a reduced temperature of 465
°C and increased As4 partial pressure of 5 × 10−5 mbar.

Figure 1b shows a scanning electron microscopy (SEM)
micrograph of the NWs at the end of growth. The As-capped
NWs, with an average length of 8.6 μm, exhibit a cotton-bud
shape with a capping thickness decreasing from ∼60 nm in the
top region of the NWs to ∼20 nm in the lower part (see Figure
S1 and S2e in the Supporting Information). This shape results
from the geometrically limited flux of As4 into the dense NW
array, which is a known effect in NW array growth called
shadowing. After growth, the NWs were transferred to another
ultra high vacuum system to be characterized with STM at a
temperature T of 77 and 300 K. Prior to the STM
measurements, the capping layer was desorbed at 350 °C for
1 h, a temperature much lower than the congruent evaporation
temperature of GaAs.22 Then, the NWs were cleaved off in situ
and deposited on a thin Ag film grown on a Si(111) surface.
A flat lying nanowire is shown in the SEM image of Figure

2a. Three sidewalls are visible, consistent with the overall
hexagonal shape of the NW indicated schematically at the right
end.23 On the top sidewall, small fluctuations of the bright
contrast point to corrugated sidewalls. This roughness is also

Figure 1. (a) Growth steps to obtain a GaAs/LT-GaAs core−shell
nanowire structure based on the Ga-assisted vapor−liquid−solid
mechanism. (1) Ga seed droplet, (2) growth of a high-quality GaAs
NW, (3) followed by the consumption of the Ga droplet and the
growth a of low-temperature GaAs shell. In step 3, the top of the
nanowire is not shown to better highlight its core−shell structure. (b)
SEM of the nanowire array after encapsulation of the wires with a thin
amorphous As layer (step 4) for protection against air exposure
needed to further perform atomic-scale characterization of the shell.

Figure 2. (a) SEM and (b) STM images of a single GaAs/LT-GaAs
NW transferred onto a Ag/Si(111) surface after the sublimation of the
capping layer. (c) High-resolution STM image obtained on the {110}
sidewall of a LT-GaAs shell. The arrows point to subsurface AsGa
arsenic antisites. Inset: High resolution image of an AsGa defect
showing the typical structure consisting of a central core with two
satellites. (d) STM image of a GaAs NW (without LT-GaAs shell)
transferred onto a Si(111) surface after the sublimation of the capping
layer. (e) High-resolution STM image obtained on the {110} sidewall
of a GaAs NW. No AsGa antisite defects are present. The SEM was
operated at an accelerating potential of 10 kV, and secondary electrons
were detected. Tunneling conditions in b−c, d−e: Vsample = −3.0, −4.0
V, Itunnel = 10, 20 pA, respectively, T = 77 K. The color scale in b, c, d,
and e are 88, 23, 17, and 5 Å, respectively.
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visible for the adjacent sidewalls and clearly resolved in the
STM image of the top sidewall (Figure 2b). It strongly differs
from the flatness of the sidewalls of GaAs NWs, that are
covered with sparse islands with one atomic step height only
(see STM image in Figure 2d). As the pure GaAs NWs were
grown with similar conditions but without a LT-GaAs shell, we
attribute this morphological change to the low growth
temperature and, to a lesser extent, to the radial homoepitaxial
growth of GaAs on (110) sidewalls, that gives rise, in thin film
growth, to very corrugated surfaces.24,25

Height profiles acquired along the growth axis on a length of
2 μm give an average height roughness of 4 nm. It is caused by
pyramid like mounds which are confined by the two parallel
edges of the sidewalls. The mounds consist of stacked
atomically flat layers, separated mostly by single atomic steps,
as visible in the high resolution STM image of Figure 2c. All of
the layers show well-aligned atomic rows at an angle of ∼35°
with respect to the [111] axis of the NW. This is the signature
of {110} sidewalls of zinc-blende structure NWs (as confirmed
by high resolution transmission electron microscopy, Support-
ing Information).
Remarkably, on every terrace, a large concentration of small

bright protrusions, superimposed on the imaged As sublattice,
are visible. We attribute these protrusions to point defects,
which are only present in the LT-GaAs shell. Comparison with
the sidewall of GaAs NWs that were similarly capped but grown
without the LT-GaAs shell reveals the absence of this type of
features (Figure 2e). At the atomic scale (inset of Figure 2c),
these defects always exhibit a shape with a central core and two
satellites. This is consistent with the features observed for
subsurface arsenic antisites AsGa in bulk LT III−V com-
pounds.26,27 The absence of subsurface antisites in the GaAs
NWs without a LT-GaAs shell rules out the creation of antisites
during the sublimation of the capping layer. Hence the antisites
are incorporated during the growth of the shell at low
temperature. Counting the number of antisites per surface
layer yields a concentration NDD of (5 ± 2) × 1018 cm−3.
Considering the growth temperature used here, the concen-
tration is inline with LT-grown bulk materials26,27 and is
consistent with a concentration below the detection limit of
energy-dispersive X-ray spectroscopy (EDX) performed con-
comitantly with TEM analyses of the NW cross sections
(Supporting Information).
In order to highlight the electronic structure of these defects

in the shell, spatially resolved scanning tunneling spectroscopic
measurements were performed on the sidewalls with a variation
of the tip−sample separation during the voltage ramp. Such a
technique ensures a large dynamic range of the conductance.28

In areas where no antisite is visible, measurements reveal the
typical spectrum of a GaAs(110) NW sidewall29 (lower curve in
Figure 3) with the valence band at negative voltages and the
conduction band at positive voltages. Both bands are separated
by a zero-conductance region that has the width of GaAs bulk
band gap at 300 K. Note, the Fermi level EF at the surface of
the sidewalls is positioned at midgap.
On the antisites, the spectrum also gives a value of the band

gap comparable to that of bulk GaAs, and the band edges show
a similar shape (upper curve in Figure 3). But, two additional
peaks are now visible in the band gap region. We attribute their
existence to the tunneling of electrons into or out of the band
of midgap donor states induced by the antisites. In undoped
LT-GaAs thick films, the Fermi level is not pinned inside the
film30 and should be positioned above both the 0/+ and +/++

ionization levels of the antisite, leaving the donor states
completely filled, the antisite being neutral. However, the high
density of steps on the {110} sidewalls of GaAs NWs leads to a
pinning of the Fermi level midgap.29 As a result, the donor
states associated with subsurface antisites are partially filled to
compensate the charged defect states induced by the step. The
Fermi level is thus positioned midgap between both ionization
levels 0/+ and +/++, and this position accounts for the
occurrence of two peaks in the tunneling spectra.31 Thus, we
expect that most arsenic antisites are single positively ionized in
the LT-GaAs shell over a significant thickness of the shell due
the strong corrugation of the sidewalls (∼half of the shell
thickness, see Figure S3 in the Supporting Information). This is
in analogy with previous spectroscopic measurements on
subsurface As antisites in LT grown bulk materials,26,27,32

where acceptors were used to shift the Fermi level. Thus, we
can unambiguously assign the defects seen on the sidewalls of
the LT-GaAs shell to subsurface arsenic antisites.
The physical impact of the antisites on the electronic and

optical properties of the NWs were further investigated with
pump−probe reflectivity and low-temperature cathodolumines-
cence (CL) experiments. The pump−probe reflectivity
measurements performed at a wavelength of 820 nm revealed
a carrier lifetime of 2.6 ps, much shorter than the typical
lifetime of a few nanosecond found in GaAs/AlGaAs core−shell
NWs.33 While it is consistent with the short carrier lifetime that
is found for pure unpassivated GaAs NWs,34,35 we have
performed similar experiments for a 1.5 μm thick LT-GaAs film
grown on a GaAs substrate at 300 °C (see Supporting
Information). The measured carrier lifetime is 1.6 ps and results
from trapping at the antisites in such thin films,36 suggesting
that both surface states at the NW sidewalls and antisite defects
contribute to the short lifetime in the LT-GaAs NWs.
The short lifetime due to a subsurface high recombination

rate in the LT-GaAs NWs is further corroborated by the very
weak signal observed in the cathodoluminescence (CL)
spectrum of the As-capped LT-GaAs NWs: Figure 4 illustrates

Figure 3. Tunneling spectra acquired on a subsurface antisite (upper
curve) and in a region free of antisites (lower curve) at the surface of
the LT-GaAs shell at a temperature of 300 K (inset: 77 K). Tunneling
conditions: Vsample = −2.5 V, Itunnel = 10 pA. The conduction, valence
band edges, and the charge transition levels are indicated by vertical
dashes, labeled EC and EV, ++/+, and +/0, respectively. The upper
curve has been shifted for clarity.
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that the peak at 819.6 nm (1.51 eV) related to the free-exciton
emission of GaAs, seen in the CL spectrum of a high-quality
GaAs/AlGaAs core−shell NW, is absent in the CL spectrum of
the LT-GaAs NW. Instead a new but small peak appears at
957.6 nm (1.29 eV), that is not found in pure GaAs NWs.
Comparison with tunneling spectroscopic measurements
performed at 77 K (inset of Figure 3) shows that this transition
corresponds to the energy between the conduction band edge
of GaAs and the +/++ ionization level, allowing to assign this
sub-bandgap emission to the antisites. Hence, the LT-GaAs
NW contain a high defect concentration assignable to AsGa
antisites in good agreement with short carrier lifetimes and the
STM results.
In addition to arsenic antisites, small clusters occur in the

highest part of the NWs as visible in the SEM image of Figure
5a (inset). The filled-state STM images reveal that the clusters
(protrusions in Figure 5a) are surrounded by a dark area. The
observation of a dark layer around the clusters implies the
existence of a depleted zone.37 This interpretation is confirmed
by the tunneling spectra acquired on a well-ordered region of
the sidewall and on the dark layer (spectra i and ii in Figure
5b). The apparent bandgap observed on the dark layer is wider,
due to a smaller free carrier concentration in the depleted
material.38 The clusters themselves are found to exhibit a small
but steadily decrease of the conductivity in the tunneling
spectrum (iii) in Figure 5b. This is a signature of a metallic
behavior. Therefore, we attribute the dark zone surrounding the

clusters to a depletion zone arising from the formation of a
Schottky barrier between a metallic cluster and the GaAs
matrix, in agreement with arsenic precipitates in bulk GaAs.37

As the presence of Ga clusters can be ruled out, these clusters
are identified as arsenic precipitates.
The As precipitates are able to capture electrons. The

number n of electrons stored in a precipitate of radius r0
corresponds to n = (4πε/q) r0ϕb, with ε the permittivity of
GaAs, q the elementary charge, and ϕb the built-in potential.39

In the STM image of Figure 5a, the precipitate that is analyzed
in the line profile has a radius r0 of 1.6 nm. Assuming a typical
barrier height of 0.8 V39 and taking into account the observed
midgap pinning of the Fermi level (Figure 5b), a built-in
potential ϕb of 100 mV is deduced, corresponding to the
capture of roughly one electron per precipitate. Based on the
concentration of ionized arsenic antisites NDD that appears
similar in Figure 5 and Figure 2, we can then estimate the width
of the depletion zone around the precipitates. The condition of
charge balance implies the formation of a positively charged
sphere with radius rs around a precipitate. As a result, the
negative charge Q found in the precipitate is related to rs by

π= −Q r r eN
4
3

( )s
3

0
3

DD (1)

yielding rs = 3.5 nm. Subtracting r0 from rs leads to a depleted
zone, consistent with the height profile of Figure 5c.
Remarkably, when the precipitates are close enough, the
depletion spheres overlap, allowing the direct visualization of
the As precipitate model to account for the semi-insulating
character of annealed LT-GaAs layers.39

Finally, the As precipitates were only observed on the top
part of the NWs. They are known to result from the accretion
of arsenic point defects upon annealing, predominantly As
interstitials that are much more mobile than AsGa and can thus
form precipitates at much lower temperature.40 As this
incorporation of excess of arsenic is directly related to the
growth temperature,41 we suspect that it is caused by an

Figure 4. Low-temperature cathodoluminescence spectra of (a) a
GaAs NW grown with a LT-GaAs shell, (b) a pure GaAs NW, and (c)
a GaAs NW grown with an AlGaAs shell. The measurements were
performed at 10 K with an electron beam of 10 kV and a current of 1
nA. Inset: Cathodoluminescence mappings showing the NW location.
The markers indicate the position where the spectra were acquired on
the NWs. For the pure GaAs NWs that do not show any CL signal, a
SEM image is also shown. The absence of the free-exiton emission at
819.6 nm (1.51 eV, detected only in high-quality GaAs NW with
AlGaAs shell) indicates a high defect density in the LT-GaAs NW. The
weak peak at 957.6 nm (1.29 eV), not seen in the inset of (c), can be
correlated to the energy separation between the ++/+ ionization level
and the conduction band measured in STS (inset Figure 3).

Figure 5. (a) STM and SEM (shown as inset) images of the top part
of a NW transferred onto a Ag/Si(111) surface after the sublimation of
the capping layer. Several As precipitates and three AsGa arsenic
antisites are highlighted. Color scale of the STM image: 15 Å. (b)
Tunneling spectra acquired at the positions indicated in (a) by circles
numbered i−iii. The conduction and valence band edges are indicated
by vertical dashes and labeled EC and EV, respectively. (c) Height
profile measured along the dashed line shown in a. r0 and rs
correspond to the radius of the precipitate and of the positively
charged sphere surrounding the precipitate. Tunneling conditions:
Vsample = −3.0 V, Itunnel = 10 pA, T = 77 K.
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inhomogeneous temperature profile along the NW during the
growth. Such a lower temperature at the top of the NW can be
explained by heat losses that are expected to be the highest at
the top part of the NW, since it is surrounded by “cold”
vacuum, in contrast to the bottom that sees the hot surfaces of
the surrounding NWs. Hence by a suitable choice of the growth
temperature, the NW electronic properties could be tuned by
point defects or precipitates leading to hopping via localized
states or to a semi-insulating state, respectively.
In conclusion, we have investigated the structural, electronic,

and optical properties of a LT-GaAs shell grown around GaAs
NWs. Although the radial growth of the shell gives rise to rough
sidewalls, the low temperature growth does not preclude the
formation of a shell with a good crystallinity as deduced by the
crystallographic characterization of the NW surface. It further
allows the successful incorporation of excess arsenic in the
GaAs matrix in the form of arsenic antisites. Depending on the
annealing, the shell can also contain As precipitates. All of these
defects introduce midgap states that are key elements to
simultaneously obtain a short carrier lifetime and a low
electrical conductivity, suggesting that the shell has the required
properties for terahertz and photoconductive applications.
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∥Institut d’Electronique, de Microeĺectronique et de Nanotechnologies (IEMN), CNRS, UMR 8520, Deṕartement ISEN, 41 bd
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ABSTRACT: Designing strategies to reach monodispersity in
fabrication of semiconductor nanowire ensembles is essential
for numerous applications. When Ga-catalyzed GaAs nanowire
arrays are grown by molecular beam epitaxy with help of
droplet-engineering, we observe a significant narrowing of the
diameter distribution of the final nanowire array with respect
to the size distribution of the initial Ga droplets. Considering
that the droplet serves as a nonequilibrium reservoir of a group
III metal, we develop a model that demonstrates a self-equilibration effect on the droplet size in self-catalyzed III−V nanowires.
This effect leads to arrays of nanowires with a high degree of uniformity regardless of the initial conditions, while the stationary
diameter can be further finely tuned by varying the spacing of the array pitch on patterned Si substrates.

KEYWORDS: III−V nanowires, silicon integration, self-catalyzed growth, growth kinetics, size distribution, focusing effect

Growing semiconductor materials with high precision at
the nanoscale is essential to improve the efficiencies of

ongoing technologies.1−4 Among the existing growth methods
for compound semiconductor nanostructures, a few rely on the
use of a tiny reservoir consisting of one of the element
composing the nanostructure. A prototypical case is a reservoir
of the group III metal during growth of III−V coumpound
semiconductors. Such a reservoir initiates or fuels epitaxial
growth leading to the formation of nanostructures with specific
geometries such as rings and wires.5−7 For nanowires (NWs),
the so-called self-catalyzed growth is based on the vapor−
liquid−solid (VLS) mechanism assisted by a group III metal
droplet and has been successfully demonstrated with Ga
droplets and also In droplets.8−13 In contrast to the other
common Si-compatible growth technique, namely the catalyst-
free selective-area epitaxy,14,15 self-seeded NWs have been
shown to easily reach crystal phase purity.9,16,17

In the self-catalyzed VLS growth, the NW elongation rate is
controlled entirely by the kinetics of group V species,6,18 while
the catalyst particle undergoes a significant and unavoidable
attachment and detachment of group III metal atoms. The
incoming atoms can either directly impinge from vapor or
diffuse from the NW sidewalls to feed the droplet. Changing

the different fluxes can thus result in a significant modification
of the NW morphology including the NW diameter, because
the latter is known to be governed by the size of the
droplet.18−20 As homogeneity of the NW diameter and shape is
essential for making reproducible devices21,22 and crucial for
improving the collective properties of NW arrays,23,24 there is a
strong demand to control the behavior of the droplet size in the
self-catalyzed VLS growth.
Here, we examine the diameter evolution of Ga-catalyzed

GaAs NWs grown by droplet-engineered molecular beam
epitaxy (MBE). Such a method has been shown to give a high
yield of vertical GaAs NWs when a Ga predeposition step is
added prior to growth initiation and when a good control over
the surface properties of the patterned material exposed to
growth is achieved.25−27 As a new milestone, we show that
under appropriate growth conditions the NW diameters
converge toward a critical value that is directly related to the
size evolution of the droplet during the self-catalyzed growth.
By theoretically investigating the dynamical change of the
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droplet size as a function of the incoming flux and the
crystallization rate of the NW, we demonstrate the key role of
the diffusion-induced contribution of Ga adatoms in focusing
the droplet size distribution. This self-equilibration of the
droplet size in self-catalyzed III−V NWs enables the formation
of unique NW arrays with very narrow distribution of the NW
diameters despite being initially grown from differently sized
droplets. The critical diameter can be further finely tuned by
the wire-to-wire spacing.
In our experiments, the growth of GaAs NW on Si(111)

substrates was achieved through three steps, as described
previously:28 (i) patterning of a hole array in a thin silicon
dioxide layer to allow the precise positioning of the NWs on a
silicon substrate, (ii) predeposition of Ga to form droplets in
the etched holes and (iii) MBE growth of NWs. The NW
growth was performed at a temperature of 630 °C, an As/Ga
growth rate equivalent ratio of 1.8 and a two-dimensional
equivalent growth rate of GaAs of one monolayer per second.
Figure 1 shows scanning electron microscopy (SEM) images
obtained after steps (ii) and (iii) for an array of holes with a
diameter of 60 nm and a pitch of 100 nm. It is seen that the Ga
predeposition leads to the formation of Ga droplets in the
oxide-free openings only, resulting in the growth of NWs at the
position of the holes. While the diameter of the Ga droplets
varies significantly from hole to hole (the droplet diameter
distribution may depend on the droplet preparation process but
is never uniform), we notice a high degree of uniformity of the
NW diameters with minimal tapering effect due to the low V/
III ratio.
This difference between the droplet size distribution and the

NW diameter distribution was reproducible, whatever the initial
size and the pitch between the holes in the array were. For
example, Figure 2 compares the size distribution of the Ga
droplets with the distribution of the NW diameters for an array
with a hole size of 60 nm and a pitch of 250 nm. Again, the
NWs in the array are quite uniform and the NW diameter
distribution appears clearly much narrower than the hole size
distribution. Remarkably, the Ga-catalyzed growth of NWs
leads to a focusing effect toward a diameter of ∼50 nm, slightly
bigger than the peak value of the droplet size distribution, but
still smaller than the hole size. In order to understand this
striking difference, we establish the following model.
As mentioned above, the elongation rate of Ga-catalyzed

GaAs NWs is limited by the kinetics of As species that arrive at
and desorb from the droplet surface but do not diffuse from the
sidewalls.6,18,29,30 Because of a known low solubility of As in
liquid Ga, the catalyst droplet consists of almost pure Ga and
serves as a Ga reservoir for arriving As species. Therefore, the

droplet can either inflate or shrink with time depending on the
balance of Ga species.18 Indeed, the total number of Ga atoms
in the droplet N changes in time according to

χ π λ α π= + −
Ω

N
t

I R I R
R L

d
d
d

2 sin
d

t
2

2

GaAs (1)

Here, I is the direct atomic flux of Ga, χ is the geometrical
function that depends on the contact angle β of the droplet and
the incident angle α of the Ga beam and equals 1/sin2 β when β
≥ π/2 + α,31 R is the radius of cylindrical NW, λ is the effective
diffusion length of Ga adatoms on the NW sidewalls, ΩGaAs =
0.0452 nm3 is the volume per GaAs pair in the solid and dL/dt
is the NW elongation rate. The first term stands for the direct
impingement of Ga, the second gives the diffusion-induced
contribution of Ga adatoms from the length λ beneath the
droplet (more complex scenarios of the diffusion fluxes are
given, for example, in refs 32 and 33) and the third describes
the sink due to the NW elongation.
The droplet volume equals V = ΩGaN = (πR3/3)f(β), where

ΩGa = 0.02 nm3 is the Ga atomic volume in liquid34 and f(β) =
(1−cos β)(2 + cos β)/[(1 + cos β)sin β] is the geometrical
function relating the volume of a spherical cap to the radius of
its base. Assuming β as being independent of radius and using
eq 1, we arrive at

Figure 1. (a) A 30° tilted SEM image of Ga droplets obtained after predeposition of Ga onto a hole array defined in a SiO2 native oxide on a Si(111)
substrate using electron beam lithography and etching. The diameter of the holes is 60 nm and the pitch between the holes is 100 nm. (b,c) Top
view and 30° tilted SEM images of self-catalyzed GaAs NWs grown from the array of Ga droplets shown in (a). The scale bar corresponds to 100
nm.

Figure 2. Histograms of the Ga droplet size distribution and the NW
diameter distribution. Inset: 30° tilted SEM images of the
corresponding array of GaAs NWs. For this array, the hole size and
pitch are 60 and 250 nm, respectively. Scale bar in the inset
corresponds to 100 nm.
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and ν = IΩGaAs as the Ga deposition rate in nm/s. Obviously,
the behavior of the NW radius is very different at A > 0 and A <
0. When the effective Ga imbalance is positive (A < 0), that is,
more Ga atoms are brought from vapor to the droplet than
removed from it to grow a NW, the droplet will inflate with the
help of surface diffusion (B) and consequently the NW will
extend radially regardless of its initial dimension (the regime of
radial growth).18 This situation corresponds to low As influx
which yields small elongation rates such that dL/dt < χν.
Whenever A > 0, that is, more Ga atoms are removed from the
droplet due to crystallization than brought from vapor, the
situation becomes completely different. An additional diffusion
flux of sidewall Ga adatoms will have a focusing effect on the
diameter, that is, small NWs with R < Rc will extend and large
NWs with R > Rc shrink to reach the critical radius Rc = B/A
(the regime of diameter self-equilibration).
The radius distribution f(R,t) of NWs at time t obeys the

following first order equation35,36

∂
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∂
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where the initial condition is determined by the size
distribution of Ga droplets prior to growth. Introducing the
scaled size r = R/Rc and scaled time x = t/τ with τ = Rc/A = B/
A2 as the characteristic relaxation time, solutions to eqs 2 and 4
can be put in the universal form with the minimized number of
parameters. The time-dependent radius of individual NW that
has emerged from the droplet of radius r0 = R0/Rc at t = 0 is
given by
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In particular, this equation applies to the most representative
NW radius r*(x) which corresponds to the most representative
size of the initial droplets r*

0 at t = 0. The size distribution is
obtained in the form:

=
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where the time dependence r*(x) is determined by eq 5 with r0
= r*

0. The shape of the function g(y) is time-invariant and is
defined by the initial size distribution of the Ga droplets, while
the time evolution of the NW diameter distribution is described
by the time dependence of the most representative size r*(x).
The combination of variables in the argument of g is the first
integral of eq 4, while the prefactor c ensures the correct
normalization of the distribution.
Figure 3 shows the narrowing effect in the scaled variables for

an ensemble of droplets described by the Gaussian distribution
g(y) = (1/Δr√π exp(−y2/Δr2) with the initial distribution
width Δr = 0.5 and the initial mean size r*

0 = 1.5. It is seen that
our nonlinear system features quite unique behavior where the
mean size self-equilibrates to Rc and this process gradually
decreases the effective width of the size distribution.

To observe this focusing effect on the diameters of Ga-
catalyzed NWs, one needs to fulfill the condition dL/dt > χν,
which requires high enough As influx. In our case, the GaAs
NWs reach ∼1 μm length after 300 s of growth, therefore the
average elongation rate equals dL/dt = 3.33 nm/s. The
equivalent two-dimensional growth rate ν cos α equals 0.326
nm/s, yielding ν = 0.360 nm/s at α = 25°. Taking the average
value of the contact angle β = 115°, we obtain the Ga flux
impinging the droplet at χν = 0.438 nm/s. Therefore, the
difference dL/dt − χν = 2.89 nm/s in our case is positive and
large, which definitely favors the self-equilibration regime. With
these plausible parameters, we obtain A = 0.300 nm/s. Using
the value of Rc of 25 nm (because the critical diameter is close
to 50 nm from Figure 2), we arrive at B = 7.50 nm2/s. On the
basis of eq 3, we deduce a reasonable estimate for the effective
diffusion length of Ga adatoms at the NW sidewalls of λ = 750
nm. Indeed, with the effective distance between the
neighboring NWs of approximately 250 nm the collection
length limited by the shadow effect in this array37,38 would be
about 540 nm. Larger λ obtained from our fits should be due to
the simplified form of the Ga diffusion flux in eq 1 that does not
precisely describe the initial growth stage at L < λ.31,32 Finally,
the relaxation time τ equals 83 s, which is noticeably shorter
than the total growth time of 300 s. The distribution of the NW
top diameters is therefore expected to be almost completely
equilibrated after stopping the growth.
Figure 4 shows the plots of NW diameters D = 2R versus

time obtained from eq 5 with the above parameters and at
different initial droplet diameters ranging from 25 to 60 nm.
The effect of self-equilibration is clearly seen and correlates
with the experimental histograms at tg = 300 s. The size
distribution is narrowed from 25 to 60 nm to ∼50 nm, as
observed in Figure 2, while thinner and thicker NWs are no
longer present in the histograms. The described effect is very
important because it will transform an arbitrary broad diameter
distribution of the initial Ga droplets to the asymptotically
uniform distribution provided that the growth time is long
enough to allow for the complete size relaxation. After reaching
this size-uniform state, the NWs will continue to elongate with
stationary diameter and at almost diameter-independent rate
that also yields the uniform length. This explains why the
ensembles of Ga-catalyzed GaAs NWs usually have more
uniform dimensions compared to Au-catalyzed ones.39

According to the quantitative nucleation-based model of Glas
et al.,30 the growth rate of a self-catalyzed NW under steady

Figure 3. Evolution of the initial radius distribution with the width Δr
= 0.5 to a much narrower distribution as the scaled mean size tends to
one.
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state fluxes depends on the NW radius (this is partly due to the
different areas available for nucleation at the liquid−solid
interface of differently sized NWs). The fact that narrow NWs
may grow very slowly should effectively produce some
reduction of NW radius distribution with respect to an initial
droplet diameter distribution. However, the same does not hold
for large NW radii and the expected narrowing is much less
marked than in the present model. Moreover, the analysis of ref
30, assumes a constant radius for each NW and therefore
ignores the self-equilibration mediated by radius changes that is
described here. In this sense, the diameter self-equilibration in
self-catalyzed III−V NWs resembles the height equilibration of
self-induced GaN NWs.40 This effect is caused by completely
different physical reasons but also leads to stable asymptotic
size-uniformity, while narrowing the length distribution of Ge
NWs described in ref 33 could be reached only at a certain
moment of time. We also note that a diameter self-regulation in
array of NWs has recently been reported for catalyst-free,
spontaneously formed GaN NWs.41 However, the mechanism
of the diameter self-equilibration in our case is different and is
associated with the reservoir effect of nonequilibrium Ga
droplet while no such droplet is present on top of any self-
induced NWs.
Furthermore, Figure 5 shows that the stationary diameter of

NWs can be tuned by the pitch of the Ga droplet array. The
normalized histograms of the diameter distributions show the
large dispersion of the Ga droplet sizes that equilibrate to
regular arrays of 50, 60, and 70 nm diameter NWs in the course
of growth for the pitch of 250, 500, and 1000 nm, respectively.
The diameter distributions are fitted by eqs 5 and 6 with the
same parameter as before but with different 2Rc ∼ 50, 60, and
70 nm depending on the pitch. The increase of the stationary
diameter is well-understood through the shadowing effect,37,38

which is important for the smallest pitch but vanishes for the
large pitches. Thus, the effective collection length of Ga
increases for larger pitches and finally becomes limited by the
Ga incorporation to the growing shells around the NW (this
process is necessary to maintain a uniform NW diameter from
base to top). The increase of λ raises the B value in eq 3 and
therefore results in the larger stationary diameter that is
proportional to B. In other words, the Ga transport into the
droplet can be regulated by the wire-to-wire spacing and the
resulting NW diameter can be finely tuned to the desired value.
In conclusion, we have demonstrated experimentally and

described theoretically the effect of the diameter self-

equilibration in Ga-catalyzed GaAs NWs that produces regular
arrays of NWs regardless of the initial droplet size distribution.
This effect is not at all restricted to particular epitaxy technique
or deposition conditions and should be observed in all self-
catalyzed VLS systems where the low vapor flux of a group III
metal is compensated by diffusion of surface adatoms. The
resulting NW arrays show a very high degree of the diameter
uniformity while the stationary diameter can be tuned by the
growth conditions or geometrical parameters such as the array
pitch on patterned Si substrates. The described self-
equilibration effect is important from the fundamental view-
point and should be useful for applications that require the
controlled fabrication of regular NW arrays with tunable
diameters.
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(11) Dimakis, E.; Laḧnemann, J.; Jahn, U.; Breuer, S.; Hilse, M.;
Geelhaar, L.; Riechert, H. Cryst. Growth Des. 2011, 11, 4001−4008.
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The composition and band gap of the shell that formed during the growth of axial GaAs/GaAs81Sb19/

GaAs heterostructure nanowires have been investigated by transmission electron microscopy

combined with energy dispersion spectroscopy, scanning tunneling spectroscopy, and density

functional theory calculations. On the GaAs81Sb19 intermediate segment, the shell is found to be free

of Sb (pure GaAs shell) and transparent to the tunneling electrons, despite the (110) biaxial strain that

affects its band gap. As a result, a direct measurement of the core band gap allows the quantitative

determination of the band offset between the GaAs81Sb19 core and the GaAs shell and identifies it as

a type I band alignment. VC 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4930991]

Narrow band gap antimonide-based III-V semiconduc-

tors are promising materials for the fabrication of photonic

and electronic devices with high tunability and enhanced

performances.1,2 They can cover a wide infrared wavelength

range and allow great flexibility in engineering different

types of band alignment as well as refractive index. This is

particularly the case for the GaAs1�xSbx system, that has

been used as the active layer of infrared lasers.3,4 While the

two-dimensional growth of such a ternary compound has

proven to suffer from low miscibility,5 compositional broad-

ening at the interfaces,6 and misfit dislocations,7 high quality

material has been recently obtained in the nanowire (NW)

form.8–11 Indeed, axial heterostructure NWs are known to

sustain higher lattice mismatch, due to a more efficient lat-

eral strain relaxation.12–14

However, the growth of axial heterostructure NWs is

not solely axial but usually involves radial growth, i.e., the

deposition of materials on the sidewall facets.15–18 Such a

small lateral overgrowth by a thin layer of GaAs is expected

during the growth of axial GaAs1�xSbx/GaAs heterostructure

NWs. Recently, it was even found that the Sb content on the

periphery of GaAs1�xSbx segments is reduced, due to an

enhanced exchange of Sb atoms by As atoms at the surface

of the NWs,19 suggesting the existence of a pure GaAs shell

around the GaAs1�xSbx segment. Because the lattice parame-

ters of zinc blende (ZB) GaAs1�xSbx and GaAs are different,

strain should affect the bang gap of the GaAs shell, due to

the interplay between the bond strength in crystals and the

band structure.20 Such an effect has been advantageously

used in optoelectronics to extend the wavelength range in

optical emission and absorption spectra of semiconductor

heterostructures.21,22 Questions thus arise regarding the con-

tribution of the GaAs shell to the electrostatic potential pro-

file and band offsets along the NW radial direction in order

to tailor the confinement of the charge carriers in axial

GaAs1�xSbx /GaAs heterostructure NWs.

In this work, we investigate axial GaAs81Sb19/GaAs het-

erostructure NWs that have been grown by molecular beam

epitaxy. Analysis of the Sb distribution across the GaAs81Sb19

segment by means of transmission electron microscopy

(TEM) combined with energy-dispersive X-ray spectroscopy

(EDX) reveals the existence of a thin shell around the

GaAs81Sb19 segment. Although this shell is essentially free

of Sb atoms at the surface, scanning tunneling spectroscopy

(STS) indicates an apparent band gap that is much smaller

than the band gap of pure GaAs. Ab-initio calculations of the

evolution of GaAs band gap under (110) biaxial strain are

unable to account for the band gap narrowing. Conversely,

the measured band gap fits well with the band gap of a

GaAs81Sb19 alloy, demonstrating a type I heterostructure

with a shell thin enough to leave that barrier transparent to

tunneling electrons.

The growth of the axial heterostructure NWs was achieved

with Ga seed particles using the vapor-liquid-solid mecha-

nism, as described previously.23,24 The NW structure shown

in Fig. 1(a) consists of a ZB GaAs bottom segment, a ZB

GaAs1�xSbx intermediate segment with a nominal Sb con-

centration x of 0.19 (labelled GaAs81Sb19), and a GaAs top

segment with intended lengths of 800 nm, 400 nm, and

400 nm, respectively. GaAs1�xSbx NWs with a nominal com-

position x of 0.5 were also grown with the same growth con-

ditions (labelled GaAs0.5Sb0.5) and used as reference

samples for STS measurements. At the end of the growth, all

the NWs were capped with a thin As layer, deposited ata)E-mail: bruno.grandidier@isen.iemn.univ-lille1.fr

0003-6951/2015/107(11)/112102/5/$30.00 VC 2015 AIP Publishing LLC107, 112102-1

APPLIED PHYSICS LETTERS 107, 112102 (2015)

 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Download to IP:  193.49.225.10 On: Fri, 09 Sep 2016

11:05:32



room temperature for 50 min under high As4 flux to protect

the NWs from air exposure (oxidation).17

The NWs were first analysed using TEM. For that pur-

pose, the NWs were transferred onto a silicon substrate with a

good control over the orientation of the NWs.25 Then, they

were buried under a 120 nm-thick layer of hydrogen silses-

quioxane (HSQ) and thin slices, perpendicular to the NW

main axis, were extracted using a focused ion beam. Scanning

transmission electron microscopy (STEM) was performed on

an aberration-corrected microscope (Jeol 2200FS) with EDX

capacity. The EDX point analyses used a probe size of about

1 nm and a probe current of about 150 pA (half-convergence

of 30 mrad). The NWs were also characterized by low-

temperature (77 K) scanning tunneling microscopy (STM) in

ultrahigh vacuum, after the complete desorption of the As cap-

ping layer and the subsequent cleavage of the NWs onto a sil-

ver terminated Si(111) substrate.17

Figure 1(b) shows a typical high angle annular dark field

(HAADF) STEM micrograph of two axial GaAs/GaAs81Sb19/

GaAs heterostructure NWs. The GaAs81Sb19 segment is iden-

tified from its bright contrast with respect to the GaAs seg-

ments. Its position as well as its length are consistent with the

intended structure of the NWs. From high resolution TEM

images (not shown), interface abruptnesses of 4.5 þ/� 0.5

and 17.0 þ/� 0.5 nm were, respectively, found for the GaAs

bottom segment/GaAsSb and GaAsSb/GaAs top segment

interfaces. The cross-sectional HAADF-STEM view of the

bottom segment in Fig. 1(c) shows a hexagonal shape with the

existence of a double shell, indicating radial overgrowth each

time a new segment is grown along the main axis of the NW.

This observation suggests the existence of a shell around the

GaAs81Sb19 segment. The shell is however not resolved in

Fig. 1(d), but detected in the quantitative EDX analysis shown

below. Note that the dark contrast seen parallel with the top

sidewall of the hexagonal cross-section in Fig. 1(d) is an arte-

fact from the sample preparation.

Quantitative concentration profiles extracted from the

EDX analyses are displayed in Fig. 1(e). In the bottom seg-

ment, the profile of the Sb content is consistent with the con-

trast variations visible in the HAADF-STEM image. It outlines

the existence of a hexagonally shaped GaAs1�xSbx quantum

well with x¼ 0.04 6 0.02, that is surrounded by two GaAs

potential barriers. In the intermediate segment, the profile of

the Sb content indicates a GaAs81Sb19 core with a slightly

higher Sb content than the nominal one. Remarkably, the Sb

concentration is reduced close to the sidewalls, and this drop is

even more acute at the vertices of the NWs. As seven NWs

were investigated in this way and all showed the same profile,

such a result demonstrates the existence of a few nm thin

Sb-poor shell around the GaAs81Sb19 segment, in agreement

with Ref. 19.

In order to corroborate the absence of Sb at the surface

of the GaAs81Sb19 segment, the sidewalls were imaged with

STM.17 The GaAs81Sb19 segment can be identified from its

bright contrast in the STM image of Fig. 2(a). This contrast,

corresponding to a topographic change of 2–3 nm, indicates

a slight difference in diameter. The difference in diameters

for these two sections is attributed mainly to a change of the

wetting configuration/volume of the droplet during growth

of the GaAsSb segment26 and also to a lattice relaxation. The

sidewall of the GaAs81Sb19 segment is atomically flat and

sprinkled with single atomic layer terraces that have

nucleated at the border of the sidewalls. High resolution

STM images obtained on the sidewall, such as the one seen

in Fig. 2(b), exhibit the atomic sublattice of a ZB {110}

face, without significant contrast variation between the

atoms. This observation differs from the corrugation seen on

the sidewall of a ZB GaAsSb NW with 50% Sb nominal

composition (see Fig. 2(d)), where numerous bright protru-

sions, typical of antimony atoms are clearly resolved.17

Therefore, the STM characterization of the sidewalls sup-

ports the formation of a Sb-free shell around the GaAs81Sb19

segment of the heterostructure NWs.

Tunneling spectroscopic measurements were further

performed to determine the electronic structure of the shell.

Spectrum (i) of Fig. 3 obtained on the pure ZB GaAs seg-

ment, far from the interface, shows a width of the voltage

region without current that is in agreement with the band

gap of ZB GaAs (�1.50 eV). Similarly, spectrum (iii)

obtained on the ZB GaAsSb NW reveals a smaller band gap

of 0.75 eV, which is close to the theoretical band gap of

GaAs50Sb50.5,27 Finally, spectrum (ii), measured in the cen-

ter of the GaAs81Sb19 segment, yields a band gap of 1.1 eV,

that is between the band gap of GaAs and GaAs50Sb50. As

FIG. 1. (a) Schematic of the GaAs/GaAsSb heterostructure nanowire. (b)

HAADF STEM image of GaAs/GaAs0.81Sb0.19 nanowire heterostructure. (c)

HAADF STEM cross-sectional view of the bottom segment. (d) HAADF

STEM cross-sectional view of the intermediate segment. (e) Sb concentra-

tion profile deduced from EDX point scan analyses performed along the col-

ored segments defined in the cross-sectional views. The origins of the radial

profiles start at the NW sidewall.
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the shell is almost pure GaAs (strong Sb depletion, see

above), the effect of the strain on the band gap of a GaAs

shell was investigated first. A thin GaAs shell is expected to

be tensile (110) biaxial strained when grown on a

GaAs81Sb19 substrate. For that purpose, we studied the evo-

lution of the GaAs band gap as a function of the in-plane

strain by means of electronic structure computations, in

the Density Functional Theory (DFT) Framework. All

total energy calculations were performed with the Vienna

ab initio simulation program [VASP, version 5.2.11],28

using all electron projector augmented wave (PAW) pseu-

dopotentials,29 with the Ceperley and Alder approxima-

tion,30 parameterized by Perdew and Zunger for exchange

and correlation energies (i.e., the As, Ga_d, H1.25 and

H.75 PAW potentials). To account for the band splittings,

we included spin-orbit (SO) coupling explicitly in the cal-

culations. All calculations were done using a kinetic energy

cutoff of 456.28 eV. The lattice constant of the GaAs unit

cell was calculated to be 5.6102 Å, in good agreement with

an experimental value of 5.6533 Å (the relative discrepancy

is about 0.77%).

We first considered a bulk-like GaAs unit cell corre-

sponding to GaAs(110) under the biaxial strain due to

growth on the GaAs1�xSbx. The in-plane ax parameter has

been estimated by mean of a Vegard’s law (relative to the

optimized GaAs parameter). The cx/ax parameter was opti-

mized for different Sb content (see Table I). To take into

account the (110) surface, supercells containing six GaAs

layers were constructed with the lower surface of the slab

saturated by H atoms and the two first layers fixed to the

bulk-like optimized positions. The six layer-thick slabs were

separated by a vacuum region equivalent to a distance of

seven layers which has been demonstrated to be sufficient.31

All structures were optimized with respect to the ionic posi-

tions, using a quasi-Newton-method for relaxation, until the

forces on all atoms were less than 1 meV/Å. A (3 � 3 � 1)

Monkhorst-Pack k-point grid was used for the relaxation of

surface structures. The local density of states was computed on

the supercells in order to discriminate surface from “bulk-like”

contributions. The tetrahedron method with Bl€ochl corrections

was used to determine how the partial occupancies are set.

Computations were done on a (10 � 10) Monkhorst-Pack

k-point meshes of the surface Brillouin zone.

FIG. 2. (a) STM image of the interface between the intermediate segment and the top segment of a GaAs/GaAs81Sb19 NW sidewall. Experimental parameters:

tunneling current of 10 pA, sample voltage of þ2.8 V, and temperature of 77 K. Scale bar: 25 nm. (b) and (c) High resolution occupied state STM images

obtained on the {110} sidewall of the intermediate segment of the heterostructure NW and on the {110} sidewall of the GaAs50Sb50 NW, respectively.

Experimental parameters: tunneling current of 100/20 pA, sample voltage of �2.0 V/�3.5 V, and temperature of 77 K. Scale bar: 0.4 nm. Insets: SEM images

of a GaAs/GaAs81Sb19/GaAs NW and a GaAs50Sb50 NW, respectively. Scale bars: 200 nm. The arrows point at the position where the STM images have been

acquired.

TABLE I. Lattice parameters and in-plane strain as a function of the Sb

content.

Sb content ax Optimized cx In-plane strain

0 5.6102 3.9670 0

0.2 5.6987 3.9470 0.0158

0.4 5.7872 3.9323 0.0316

0.8 5.9643 3.8900 0.0631

FIG. 3. Tunneling spectra acquired on (i) the pure GaAs top segment and

(ii) the shell surrounding the GaAs81Sb19 segment of a GaAs/GaAs81Sb19/

GaAs heterostructure NW, as well as (iii) a GaAs50Sb50 NW. All spectra

were acquired at 77 K with tunneling conditions of (i) 1.6 V, 0.8 nA, (ii)

1.6 V, 0.8 nA, and (iii) �1.0 V, 0.5 nA. Spectra (ii) and (iii) have been

shifted for clarity. The conduction EC and valence EV band edges are indi-

cated by vertical segments, while DEC and DEV correspond to the band

offsets between GaAs and the GaAs81Sb19 core. Inset: Energy band dia-

gram of the radial GaAs/GaAs81Sb19 heterostructure, the arrows indicating

the tunneling of electrons from or into the GaAs81Sb19 core through the

GaAs shell.
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Figure 4 summarizes the evolution of the bulk and sur-

face band gap for strained GaAs(110): the band gap decreases

with strain. Previous calculations for biaxially strained

GaAs(001) and (111) corroborate this trend.32,33 However,

such a decrease is clearly not enough when the biaxial strain

is caused by a core corresponding to a Sb content x of �0.2

only. Therefore, strain is unable to account for the measured

band gap narrowing.

In contrast, if we consider unstrained GaAs1�xSbx mate-

rial, the evolution of the measured band gap as a function of

the Sb content fits well with the theoretical band gap calcu-

lated from the linear interpolation between the parameters of

GaAs and GaSb according to the Vegard’s law5 drawn as a

solid line in Fig. 4. This indicates that tunneling spectros-

copy reveals the band edge position of the GaAs81Sb19 core

in the intermediate segment. The shell acts as a potential bar-

rier and is transparent to the tunneling electrons transferred

in the energy range corresponding to the shell band gap. This

is consistent with the observed shell thickness of a few nano-

meters only, as deduced from the compositional analysis of

the core-shell NWs in cross-section. Hence, the radial band

alignment between the GaAs shell and the GaAs81Sb19 core

is of type I as indicated by the inset in Fig. 3. The values of

the band offsets can be determined from the spectra on the

pure GaAs and the GaAs81Sb19 segments: The top surface is

in both cases GaAs with the Fermi energy pinned by extrin-

sic midgap surface states arising from steps.24 Their energy

position is essentially unaffected by a quantum confinement

in the thin GaAs shell and can serve as reference energy.

Therefore, the valence (DEV) and conduction (DEC) band

offsets are directly measured in Fig. 3 to be 0.1 and 0.3 eV,

respectively.

In conclusion, axial GaAs81Sb19/GaAs heterostructure

NWs grown by molecular beam epitaxy are found to ex-

hibit a thin pure GaAs shell around the core. This shell is

transparent to tunneling electrons allowing the direct deter-

mination of the nature of the band alignment between the

GaAs81Sb19 core and the GaAs shell of the NWs. Due to

the lack of intrinsic surfaces states on the (110) surfaces of

most III–V semiconductor materials, we expect tunneling

spectroscopic experiments to be relevant to a large variety

of other core-shell nanowires grown along a h111i direc-

tion in order to gain insight into the band discontinuities of

those heterostructures.
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Low temperature scanning tunnelling spectroscopy and Raman spectroscopy were used to study the electronic
and vibrational properties of silicene formed on the Ag(111) surface for coverage up to one monolayer in the
temperature range 230–250 °C. The tunnelling spectra reveal the strong contribution of silver states in the mea-
sured density of states around the Fermi level. The Raman spectra are found to evolve as a function of the
submonolayer coverages, giving rise at one monolayer coverage to peaks that are characteristic of chemical
bonds with distorted sp3 hybrid orbitals. Such properties account for the electronic transparency of the
silicene/Ag(111) interface.

© 2016 Elsevier B.V. All rights reserved.
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1. Introduction

The epitaxial growth of ultra-thin films with atomic-layer precision
offers an interesting way to produce materials with electronic proper-
ties that depart from the bulk ones. Such a quest has led to the successful
formation of two-dimensional silicon crystals on a silver surface [1–4].
Based on the comparison of diffraction patterns, real space imaging
and first principles density functional theory (DFT), several atomic
phases have been identified, that all have in common a honeycomb
structure [5]. In analogy to graphene, these crystals have been coined
the name of “silicene”. While it wasfirst thought that the band structure
of silicene supported on silver could be similar to graphenewith the ex-
istence of Dirac cones, the absence of Landau levels and thus the lack of
anomalous quantumHall effect demonstrated that these atomic crystals
bound to silver did not behave like graphene [4]. Instead, theoretical cal-
culations of their electronic properties and structural analyses have re-
vealed a strong hybridization of the silicon orbitals with the silver
atoms underneath [6–10]. Although the calculationswere able to repro-
duce some features observed around the Fermi level with angle-
resolved photoemission spectroscopy, they clearly showed a loss of
the two-dimensional nature of the π-symmetry states.

These findings point to a subtle arrangement of the surface atoms
not only in the Si crystal but also at the surface of the Ag(111) crystal.
While the Si atoms have a honeycomb structure with part of the Si
atoms buckled, Ag atoms located under the buckled Si atoms have
been shown to undergo a vertical displacement. This interplay leads to
peculiar electronic and vibrational couplings that make the physical
properties of the Si atoms different from the ones obtained for the Si
adatoms on the Si (111) or (100) surfaces. Hints of this difference
have been found when the surface is overgrown with Si and has raised
unsettled controversies about the physical nature of this silicon multi-
layer [11–14]. These properties that deviate from the one of Si atoms
in bulk crystal or thin films were also highlighted through chemical re-
actions such as hydrogenation or oxidation. Indeed, exposure to hydro-
gen led to a modification of the buckling configuration of Si atoms,
showing unexpected asymmetric sections in the surface reconstruction
unit cell [15], while monolayer and multilayer silicenes were found to
show a good resistance to air exposure opposite to the surface of Si crys-
tals [16,17].

All these results question the real nature of the Si\\Si bonds and the in-
terplay between Si and Ag atoms. To gain further insight into the prop-
erties of silicene grown on the Ag(111) surface, we have first
investigated the electronic density of states near the Fermi level for
the (4 × 4) and (√13 × √13) silicene phases by means of scanning
tunnelling spectroscopy (STS). The unalterability of the spectra with in-
creasing electric field and the similarity of their features with the ones
observed on the bare silver surface reveal the strong contribution of
the silver states in the vicinity of the Fermi level. Then, the vibrational
properties of the silicene phases have been studied as a function of the
surface coverage. A change in peak intensity and position of in-situ
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Raman spectroscopy measurements correlates with the proportion of
the three observed phases, the (4 × 4), (√13 × √13 − α) and
(√13 × √13 − β) silicene phases, allowing to assign the lowest Raman
peak to the more or less disordered (√13 × √13 − β) silicene phase.
At coverage of 1ML, the Raman spectrum resembles the one of Si crystal
with an additional tail at frequencies lower than the first-order optical
phonon peak, departing thus frompure sp3 orbitals. Taking into account
the results obtainedwith both techniques,we suggest that the states re-
lated to the hybridized orbitals in the vicinity of the Fermi level corre-
spond to the coupling of the Si pz states with the Ag surface states.
Such a coupling reduces the chemical reactivity of the Si atoms bound
to silver, enabling silicene to act as a protective and electronic transpar-
ent monolayer for the silver surface.

2. Experimental

Sample preparation and most experiments were performed under
ultra-high-vacuum conditions, allowing the contamination free epitax-
ial growth of silicon on single crystal Ag(111) substrates. Clean and
well-ordered Ag(111) surfaces were prepared by several cycles of Ar
ion sputtering (1.5 kV, 5 × 10−5 mbar) and subsequent annealing at
~530 °C for 30 min. The synthesis of silicon adlayers was carried out
by evaporating atomic Si onto the Ag(111) surface at a deposition rate
of 0.02 ML·min−1 with the silver surface held at 230–250 °C, where
1 ML of silicene corresponds to 1.56 × 1015 Si atoms/cm2. The whole
growth process and the evolution of the Si-adlayer were monitored by
low energy electron diffraction (LEED). Scanning tunnellingmicroscopy
(STM) and STSmeasurementswere performedwith two systems: a low
temperature microscope (5 and 77 K) and a room temperature micro-
scope that is combined with Raman spectroscopy. Tunnelling spectro-
scopic measurements were performed with the first system to benefit
from the higher energy resolution due to the use of low temperatures.
The differential conductivity (dI/dV) was measured at a given setpoint
sample bias Vs by superimposing a sinusoidal voltage modulation
(9 mVrms, 480 Hz) on the tunnelling voltage and measuring the current
response by a lock-in amplifier.

In the second system, the sample fixed on the STM stagewas excited
with a laser source (λ=532 nm) from a SuperHead Raman fiber probe
(Horiba Scientific). The SuperHead probe was mounted on an x,y,z-
table located outside the STM chamber and was equipped with a
video camera for observation of the STM tip position on the sample.
The beam made an angle of 38° with the normal of the sample and
was focused into a 10 μm spot with a 0.15 numerical aperture (NA),
the lens being positioned 25 mm away from the sample. The power
was adjusted to 7 mW in front of the viewport of the STM chamber.
The same optical path was used to collect the scattered light, the
SuperHead probe being coupled to an iHR 550 spectrometer (Horiba
Scientific). Single crystalline silicon, annealed in UHV to obtain a surface

with the (7 × 7) reconstruction, was used to calibrate the Raman shift
frequency during every run resulting in an uncertainty in the peak fre-
quency of b2 cm−1.

3. Results and discussion

Fig. 1 shows the evolution of the surface as the Si coverage increases.
At low coverage, the surface consists of strips that form at step edges,
consistent with the literature for similar growth temperatures [18].
The baseline of the strips is lower than the upper silver terrace. The
strips are filled with Si domains that show either a structure of similar
height than the upper silver terraces or, protrusions that appear higher
than the upper silver terraces. As the Si coverage increases (Fig. 1(b)),
the Si domains growat the expense of the silver terraces. Thebright pro-
trusions show some ordering that give rise to the (√13 × √13 − β)
phase at a coverage of 1 ML (Fig. 1(c)). The two other structures that
also grow at the same time are identified as the (4 × 4) and
(√13 × √13− α) silicene phases in agreement with the structures ob-
served in the temperature range of 230–250 °C [5,18,19]. We note that
the proportion of the (√13 × √13 − β) phase with respect to the two
other phases decreases as the coverage approaches 1 ML.

Prior to tunnelling spectroscopic measurements performed on the
different silicene phases, the electronic properties of the tungsten STM
tips were analysed by recording tunnelling spectra on bare Ag islands,
such as the one visible in Fig. 1(b). A typical dI/dV curve shows step-
shaped onset at a voltage of −100 mV (Fig. 2(a)). The step is usually
followed by undulations that vary in number, intensity and separation
depending on the size of the Ag islands and also on the setpoint current.
Such a sharp rise is caused by the Shockley surface states. The one seen
in Fig. 2(a) is consistent with the position usually obtained for the edge
of the energy band of the Ag(111) surface state, as long as lateral quan-
tum confinement is negligible in the island [20,21]. Additional tip-
surface separation curves were acquired along with dI/dV spectra with
an active feedback loop [Fig. 2(b)]. As the sample bias is positively
ramped, maintaining the tunnelling current constant requires a smooth
withdrawal of the tip, followed by a sharp rise above 4 V. At such an
onset, the dI/dV curve shows a peak, signature of a field emission reso-
nance [22]. This peak appears for a voltage of 4.2 V. Therefore it yields
a work function that is close to the typical work function obtained for
silver and tungsten [23,24]. This result as well as the correct position
of the onset of the Shockley surface states ensure that the STM tip
does not suffer from any electronic artefact.

Fig. 3(a) shows typical STS curves obtained on the three different
phases. Small and broad peaks are observed when the occupied states
are probed at negative bias, while a featureless increase is visible at pos-
itive bias when empty states are filled up with electrons. Such varia-
tions, that show a small signal in the region between −0.5 and 0.5 V
and then an increase of the signal from either side of the Fermi level

Fig. 1. Sequence of STM images showing the evolution of theAg(111) surface upon deposition of Si up to 1ML at a temperature of 230 °C. Coverage of (a) 0.4ML, (b) 0.7ML, and (c) 1.0ML.
Experimental parameters: tunnelling current of (a) 50 pA, (b) 20 pA and (c) 50 pA, sample voltage of−1.0 V, and temperature of 77 K.
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(Vs=0V) are consistentwith previous tunnelling spectroscopic studies
[25,26]. We note that the dI/dV curve of the (4 × 4) phase is not zero at
Vs = 0 V, indicative of a finite density of states at the Fermi level. Al-
though variations in the magnitude of the different spectra are clearly
seen, we attribute them to different tip-surface separations prior to
the opening of the feedback loop, as shown below. When spectroscopic
measurementswere performedwith increasing setpoint currents at 5 K,

the small and broad peaks become stronger and new features are re-
solved [Fig. 3(b) and (c)]. Remarkably, the increase of the electric field
in the junction due to the tip proximity does not change the position
of the features, suggesting the absence of sizable Stark effect. The impor-
tance of a charge screening at the surface supports a strong electronic
coupling between the silicene phase and the Ag surface. In addition,
no V shaped density of states that vanishes at the Dirac point is mea-
sured in the vicinity of the Fermi level [27], whatever the phase is char-
acterized. Both results are in agreement with the hybridization of the
silicon orbitals with the silver atoms underneath [6,7,8], causing a sub-
stantial modification of the silicene electronic structure.

However we note that our experimental dI/dV curves do not match
the simulated local density of states for the different observed phases
[9]. Therefore to get deeper insight into the states contributing to the
tunnelling current, spatially resolved spectroscopic measurements
were further performed. In the middle of a domain, the states near the
Fermi level are found to be rather delocalized, since there is no spatial
dependence between spectra acquired at different positions in the
unit cell, as shown in the inset of Fig. 3(b). Close to the boundary be-
tween a (4 × 4) domain and an adjacent Ag island (Fig. 4), the dI/dV
curves measured at negative bias exhibit similar features as the ones
visible in Fig. 3(b). Interestingly, these features occur in silver too and
the variation of their amplitude looks stronger. As those occupied states
lie 100meV below the Fermi level in the silver region,we attribute them
to surface states that are degeneratedwith bulk states. Upon adsorption
of silicene, these states still retain a large amplitude close to the surface.

Fig. 2. (a) Differential conductance acquired on a bare Ag island in the voltage range that shows a steplike onset due to tunnelling into the Shockley surface states. (b) Differential
conductance acquired on a bare Ag island in the voltage range that shows field emission resonances. Inset: Tip displacement curve acquired simultaneously with the feedback loop on.
Experimental parameters: tunnelling current of 60 pA, sample voltage of (a) −0.2 V and (b) +1.0 V, and temperature of 77 K.

Fig. 3. (a) Spatially resolved tunnelling spectra measured on the different phases of
silicene. The horizontal lines show the zero level of each spectrum, which are shifted for
clarity. Experimental parameters: tunnelling current of 50 pA, sample voltage of−1.0 V,
and temperature of 77 K. (b) Set of normalized differential conductance curves
measured on the (4 × 4) phase at setpoint currents of 0.05/0.10/0.50/1.00 nA from
bottom to top, a sample voltage of −1.0 V and a temperature of 5 K. Inset: differential
conductance measured on a hole and on a top Si atom (0.5 nA, −1.0 V, 5 K). (c) Set of
normalized differential conductance curves measured on the (√13 × √13 − α) phase at
different setpoint currents of 2, 4, 6, 8, 10, 15, 20, 25, 30, 35, 40, and 50 nA from bottom
to top, a sample voltage of −1.0 V, and a temperature of 5 K. The spectra are shifted for
clarity.

Fig. 4. Spatially resolved differential conductance measured across the boundary between
a domain with a (4 × 4) phase and an Ag island. Experimental parameters: tunnelling
current of 1 nA, sample voltage of −1.0 V, and temperature of 5 K.
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As their position in energy is not altered by the silicon atoms, they cor-
respond to surface resonances that decay smoothly through the silicene
adlayer.

At sample voltages higher than−100 mV, a strong peak, centred at
100mV, is visible in the silver island. The peak energy position andmag-
nitude vary as the tip approaches the boundary between the silver is-
land and silicene. This observation is consistent with the scattering of
electrons occupying Shockley-type surface states [28]. The lower bind-
ing energy of the Shockley surface state band as the tip approaches
the island edge is explained by the faster decline of the image potential
outside the Ag surface due to the dielectric constant of the neighbour
silicene adlayer. It is consistent with the shift measured when the
(111) surface of noble metals is covered with weakly bound adsorbates
[29–32]. In silicene, the Shockley surface state band has almost disap-
peared, in agreement with the disappearance of the bottom of the par-
abolic dispersion of the Shockley surface states in angle-resolved
photoemission maps upon adsorption of silicene on Ag(111) [8]. A
new peak, found around +0.5 V, that corresponds to the plateau ob-
served in Fig. 3(b) at high setpoint currents, emerges. We attribute its
origin to the hybridization of the silicon orbitals with silver atoms and
believe that it involves the Si pz states, based on the theoretical results
described in Ref. [9]. Therefore the formation ofmonolayer silicene sup-
presses the Shockley surface states, but leaves the bulk Ag states unal-
tered below the Fermi level, in agreement with the absence of
occupied Si derived bands around the Γ point of the Brillouin zone in
an energy range of 500 meV as found by several first-principle calcula-
tions [7–9].

In order to further understand how the orbitals of the Si atoms hy-
bridize, Raman spectroscopywas performed. Fig. 5 shows the evolution
of the Raman spectra as a function of the Si coverage up to the formation
of the (√3 × √3) phase that occurs after the completion of the first
monolayer silicene at a temperature of 250 °C [12]. While the Raman
spectrum of the bare Ag(111) crystal does not show any peak, the
Raman spectrum acquired on the (√3 × √3) phase exhibits a strong
peak at 518.7 cm−1. This peak is slightly shifted with respect to the
transverse optical (TO)mode of the pristine diamond cubic phase of sil-
iconmeasured in a Si(111) crystal, as seen in the inset of Fig. 5. The peak
shows a tail toward lower frequencies, that is similar to the one found in

microcrystalline silicon due to amorphous/small grain regions [33].
Such a result is in agreement with a previous Raman analysis of the
same phase [11].

At 1ML, that corresponds to the full coverage of the Ag(111) surface
with the (4 × 4) and (√13 × √13 − α) silicene phases, the same line
shape appears, but with a much smaller amplitude. We note that the
peak is still centred at the same wave number than the one measured
on the (√3 × √3) phase. It is thus shifted by 2 cm−1 toward lower fre-
quency with respect to the TO mode of silicon crystal, this shift being
however smaller than the redshift found in Ref. [34]. The shape of the
peak agrees also with the one found in Ref. [35]. We note a difference
in energy in this case, due to the different temperature of the samples
[36], 300 K versus 77 K. Although the surface is sprinkled with small
clusters and the terraces have limited sizes, we believe that the tail at
lower frequencies is predominantly caused by vibrational modes re-
lated to the particular hybridization of the Si orbitals in the (4 × 4)
and (√13 × √13 − α) silicene phases [34]. At smaller coverage
(0.7 ML), the line shape changes, the major peak vanishes. Also, a new
peak appears at ~246 cm−1. At even smaller coverage (0.4 ML), there
is no detectable scattering of the first-order optical phonon of silicene,
whereas the peak at low frequency, that has undergone a slight shift
of 4 cm−1, is still seen.

This peak was previously found to be affected by the amount of
boundary defects in the (4 × 4) and (√13 × √13 − α) silicene phases
[35]. However our study shows that the peak is absentwhen the surface
is saturatedwith domains consisting of the (4× 4) and (√13× √13−α)
silicene phases with many boundary defects. From the comparison of
the Raman spectra with the STM images of Fig. 1, we rather attribute
the occurrence of the peakmeasured at low frequency to the concentra-
tion of domains filled with the bright protrusions. This hypothesis is
supported by the slight shift of the peak that takes alongwith the order-
ing of the bright protrusions at increasing coverage. As suggested re-
cently [37], the silicon atoms in these domains do not form complete
rings and might strongly interact with the silver atoms, giving rise to
new vibrational modes.

As mentioned above, at full monolayer coverage, where the surface
predominantly consists of the (4 × 4) and (√13 × √13 − α) silicene
phases, the strongest Raman peak is centred at 518.7 cm−1, as better
seen in Fig. 6. Exposure to ambient for 20 min and measurement of
the Raman spectrum in air with the same system where the lens has
been replaced by a long working distance objective (50×, NA = 0.45)
to allow higher backscattering collection, shows the same characteristic
band between 450 and 530 cm−1. In addition, due to the higher collec-
tion efficiency, two small and broad peaks at 300 and 970 cm−1, respec-
tively, are now visible. They are respectively attributed to the scattering
of two transverse acoustic (2TA) phonons and two transverse optical
(2TO) phonons in the pristine diamond cubic phase of silicon. The ob-
servation of these features is in clear contrast with the typical spectra
obtained for silicon oxide materials, that are characterized by a broad
and diffuse band centred at 440 cm−1 and a sharp but not too intense
peak at 492 cm−1 [38,39]. Such a peak, that was also observed in the
spectra of silicene monolayer and layers obtained for higher Si cover-
ages when the samples were measured in air [11], is clearly absent in
Fig. 6, suggesting some resistance to air of monolayer silicene in agree-
ment with a previous work [40]. However a recent study of the oxida-
tion of the (4 × 4), (√13 × √13 − α) and (2√3 × 2√3) silicene phases
revealed the loss of the peak at 520 cm−1 [41]. A possible scenario to ac-
count for this difference between this work and our result is based on
the sparse occurrence of bulk-like Si(111) areas on our surface [11,12,
42], since the LEED pattern in Fig. 6 indicates the presence of domains
with the (√3 × √3) phase. In these domains, the few Si layers below
the surfacewould keep the diamond cubic structure andwould contrib-
ute predominantly to Raman scattering. A second alternative is related
to the partial coverage of the silver surface with silicene. In Ref. [41],
the authors showed that the Ag(111) surface is not completely covered
with silicene, what could enhance the oxidation rates of monolayer

Fig. 5. Raman spectra of a Si(111) crystal terminated with the (7 × 7) reconstruction, a
Ag(111) crystal, a 0.4 ML-thick silicene adlayer on the Ag(111) crystal, a 0.7 ML-thick
silicene adlayer on the Ag(111) crystal, a 1.0 ML-thick silicene adlayer on the Ag(111)
crystal, a 2.5 ML-thick multilayer silicene on the Ag (111) crystal showing the (√3 × √3)
surface reconstruction. The spectra measured for the silicene samples were recorded for
300 s per 1000 cm−1 wave number window. Inset: Comparison of the position of the
strongest Raman peak between a Si(111) crystal terminated with the (7 × 7)
reconstruction, a 1.0 ML-thick silicene adlayer on the Ag(111) crystal and a (√3 × √3)
multilayer silicene on the Ag (111) crystal.
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silicene. Althoughwe are not able to identify the physical reason for the
lack of a clear oxidation of our sample, the characteristic peaks of the
Raman spectra point to the existence of chemical bonds in monolayer
silicene that consist of distorted sp3 hybrid orbitals, behaving differently
from pure Si dangling bonds. Due to their negligible contribution to the
density of states near the Fermi level, as found in the STSmeasurements,
full monolayer silicene shows a lower chemical reactivity than standard
Si crystal surfaces and therefore prevent silver underneath from getting
quickly oxidized.

4. Conclusion

In summary, we have studied the electronic and vibrational proper-
ties of monolayer silicene in the temperature range of 230–250 °C.
Three phases have been observed, that all show a complex density of
states near the Fermi level. Comparison with the tunnelling spectra
measured on the Ag(111) surface reveals that tunnelling spectroscopy
probes states slowly decaying from silver through the silicene adlayer
into the vacuum at negative bias, while the Shockley surface states
disappear at positive bias, due to the hybridization of Si states with
the Ag(111) surface. Similarly, the vibrational modes of monolayer
silicene shows the characteristic Raman peaks of pristine diamond
cubic phase plus an additional broad band, indicating that the silicene
orbitals rather behave as distorted sp3 hybrid orbitals. However,
opposite to most of the silicon surfaces, the orbitals give rise to surface
resonances and not localized surface states, what significantly reduces
the chemical reactivity of the silicene/Ag interface.
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Fig. 6. (a) STM image of monolayer silicene showing the full coverage of the surface with
the (4 × 4) and (√13 × √13 − α) silicene phases. (b) Corresponding LEED pattern (red
circle: silver integer order spot; yellow circle: silicene integer order spot, blue circles:
(1/3,1/3) type superstructure spots of the (√3 × √3)R30° silicene). (c) Raman spectra of
a monolayer silicene adlayer on the Ag(111) acquired in UHV (lower curve) and in air
(upper curve) respectively. The spectrum measured in UHV was recorded for 100 s per
1000 cm−1 wave number window, whereas the spectrum measured in air, 20 min after
being taken out of UHV, was recorded for 10s per 1000 cm−1 wave number window.
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