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Abstract

Platform Hardware/Software for the Energy Optimization in a Node of Wireless Sensor

Networks

The significant increase of connected objects in Internet of Things will entail different prob-

lems. Among them, the energy efficiency is essential. The nodes of wireless sensor networks

should be operational for several years without replacing the batteries. This aspect leads to a

significant challenge for the research community in last years. The present work deals with

the energy efficiency, and more precisely with the study of the modeling of the energy con-

sumption in the node.

We have designed a platform to instrument a node of wireless sensor network in its real en-

vironment. The hardware and software platform is made of:

− a hardware energy measurement platform;

− a software allowing the automatic generation of an energy consumption model;

− a node lifetime estimation algorithm.

The energy measurement platform recovers the current values directly from the node under

evaluation. The current are measured component per component in the electronic circuit

and function per function of the embedded software. This hardware/software analysis of

the energy consumption offers important information about the behavior of each electronic

component in the node.

An algorithm carries out a statistical analysis of the energy measurements. This algorithm

creates automatically an energy consumption model based on a Markov chain. Thus, this

platform allows to create a stochastic model of the energy behavior of a real node, in a real

network and in real channel conditions. The model is made in contrast to the determin-

istic energy models found in the literature, whose energy behavior is extracted from the

datasheets of the components.

Finally, we estimate the node lifetime based on battery models. We also show on examples

the simplicity to change some parameters of the model in order to improve the energy effi-

ciency, as well as the limitations of this solution.

This study represents one step of a global project that aims to optimize the energy consump-

tion of the nodes in order to finally try to create an everlasting wireless sensor networks.



Résumé

Plateforme Matériel/Logiciel pour l’Optimisation de l’Énergie sur un Noeud de Réseaux

de Capteurs sans Fil

L’incroyable augmentation d’objets connectés dans le monde de l’Internet des Objets im-

pliquera plusieurs problèmes. L’efficacité énergétique est un des principaux. Les noeuds

de réseaux de capteurs sans fil devront rester opérationnels pendant plusieurs années, sans

remplacer la batterie. Le présent travail étudie l’efficacité énergétique et, plus précisément,

la modélisation de l’énergie consommée par le noeud.

Nous avons créé une plateforme matérielle et logicielle appelée Synergie. Cette plateforme

est composée d’un ensemble d’outils matériel/logiciel :

− un dispositif de mesure de la consommation d’énergie;

− un algorithme qui crée automatiquement un modèle de la consommation de l’énergie;

− un estimateur de la durée de vie du noeud.

La plateforme des mesures de l’énergie récupère les valeurs de courant directement du noeud.

Ces courants sont mesurés composant par composant du circuit et fonction par fonction du

logiciel embarqué. Cette analyse matérielle/logicielle offre information sur le comportement

de chaque composant.

Un algorithme fait une analyse statistique à partir des mesures réelles d’énergie. Cet algo-

rithme crée automatiquement un modèle de la consommation énergétique basé sur une

chaîne de Markov. Ce modèle est une représentation stochastique du comportement énergé-

tique du noeud en fonctionnement in situ. Le noeud fonctionne dans un réseau réel et dans

des conditions réelles de canal. Le modèle a été créé à différence des modèles déterministes

qui sont basés sur les données des datasheets des composants.

Finalement, une estimation de la durée de vie du noeud est réalisé en utilisant des modèles

de batterie. L’estimation est possible grâce au caractère stochastique du modèle de la con-

sommation. La possibilité de simplement changer les paramètres de consommation pour

améliorer la durée de vie ainsi que les limitations de cet outil sont présentés.

Ce travail représente la première étape d’un projet global qui a pour but l’optimisation de

l’énergie dans les noeuds pour finalement obtenir des réseaux de capteurs sans fil autonomes

en énergie.
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Introduction

The Internet of Things (IoT) is already a real technological and social revolution in the world.

New studies count an increase of 30% reaching the 6.4 billion of connected objects [1]more

in present year 2016 with regard to last year 2015 whereas, concerning the economic inter-

ests, this new business environment will produce a revenue of several trillion dollars [2] in

next years. The research community is also very interested in IoT due to the large number of

technical problems that this mass of connected devices will bring. One of the essential prob-

lems to study is the energy efficiency of the nodes included in the wireless sensor networks

(WSN).

One of the main projects in the IRCICA laboratory is the energy optimization in WSNs. We

work in the three axis of the energy optimization: energy harvesting, storage and consump-

tion. Some members of our research team, CSAM (Circuits, Systems and Applications of the

Microwaves) [3], work in the optimization of the energy harvesting devices through the im-

provement of the throughput in the photovoltaic cells [4]. Other members of CSAM team

study also the increase of the capacity of the energy storage devices for WSN nodes, as the

microbatteries [5] and the supercapacitors [6]. The energy consumption is studied in differ-

ent dimensions as focused on hardware [7] or on the software [8] embedded in the nodes.

This interest in the energy optimization has, as final objective, to design an everlasting WSN

for the IoT world.

The work developed in this thesis is focused on the hardware part of energy consumption

optimization. The different stages of this energy consumption project are represented in

Figure 1. The process begins with a node of WSN composed by hardware components and

programmed with a software. A platform is designed to analyze the energy behavior of the

node under evaluation. This platform contains two parts: an analog part, where it is con-

nected to the node in order to recover the energy consumption measurements; and a digital

part, where several digital inputs/outputs (DIO) are connected between the measurements

platform and the node in order to track the functions of the embedded software. Then, an

energy model is created from the real energy measurements. This energy model represents

1
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in a mathematical form the energy performance of the node. The third step consists in elabo-

rating the design guides to modify the hardware and software in order to decrease the energy

consumption. On the other hand, energy measurements and DIO indicators allow to realize

an accurate analysis of the software in microcontroller of the node. Afterwards, an automatic

treatment of the results is carried out to improve the software which manages the functions

in the node. As seen in Figure 1, this is an iterative process. As perspectives, all these stages

in the process should improve automatically the software in microcontroller. This adaptive

process should choose the appropriate functions according to different parameters as the

energy remaining in battery, the energy recovering in energy harvesting device or the inter-

ference level in channel.

FIGURE 1: Energy consumption project in energy optimization for connected objects.

The global contribution of this work is the conception of a platform which measures, an-

alyzes and allows to optimize the energy consumption in a node of WSN. We present the

generic schema of the power meter used in this platform. The electronic components that

compose this power meter can vary in order to improve the characteristics of data rate and

accuracy. However, the schema of this power meter remains the same with real energy mea-

surements recovered from each component in the node. In Chapter 1, we present the state-

of-art of several power meters created by the research community and, then, another contri-

bution of this work is the separation of the current values required by each hardware com-

ponent in the node. This separation offers an important information about the behavior

of each component according to the program included in the microcontroller of the node.

Moreover, some indicators are included in the software of the microcontroller and made in

the hardware in order to relate the instructions in the code with the energy measurements.

This power meter and its experimental results will be exposed in Chapter 2.

In Chapter 3, we present another contribution of this thesis. This is an algorithm which works

with the statistics from the energy measurements. This algorithm analyzes the current val-

ues recovered by the power meter and creates a Markov model composed of statistical data
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of current and time as well as of the transitions of the states identified by this algorithm. This

Markov model allows to estimate the node lifetime if the system works with the same hard-

ware and the same software. Furthermore, the values in this model are easily modified in

order to estimate the lifetime for a node with different electronic components or code pro-

grammed in microcontroller. Thanks to that, we can optimize the hardware and the software

in the node to reach a more energy efficient network.

Finally, Chapter 4 concludes this study and presents the perspectives of the future work.





Chapter 1

Context - State of the art

1.1 Internet of Things

The era of Internet of Things (IoT) is already a reality. This phenomenon represents a new

technological revolution in the world comparable to the Industrial Revolution of the 19th

century. According to several organizations [9] [10], the number of connected devices has not

stopped growing in the last years and this increase will continue to reach 50 billion of devices

in 2020, i.e. seven connected devices per person in the world. Until now, computers, smart-

phones and tablets represent the most of these devices, but other new connected objects

appear each year to facilitate our lives and to help to better manage industries. These con-

nected objects are generally organized in networks, called Wireless Sensor Networks (WSN),

in order to develop a more significant intelligence in a given space.

Indeed, IoT stays in constant evolution. According to [11], at the origins of IoT, objects were

connected to the cloud in order to identify and localize the monuments or the sites of inter-

est in the world. Later, objects are tracked during the delivery, from the sender to the client.

Until this time, objects are equipped with tracking devices as GPS or RFID tags. Next stage

of IoT is represented by WSNs, where objects measure the environmental conditions around

them and communicate the measured parameters to the people who use the technology. In

this stage, the interaction between human and electronic device, called human-to-machine

communication (H2M), is important. This interaction becomes bidirectional in many cases

because the objects can include sensors and, also, actuators. In next stage, sensor and actu-

ator nodes are programmed to work according to external orders but, in this case, these or-

ders are generated by another electronic devices. This is called machine-to-machine (M2M)

communications. The system is managed by the nodes themselves and the human has a lit-

tle influence. Last stage in this evolution of IoT corresponds to the moment when the whole

5
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system will have a global intelligence and change the behavior of the connected objects de-

pending on the environmental characteristics or on the actions of people. Moreover, the

system learns by itself how to manage the different problems and the prediction of some of

the future situations after this learning process is possible. These stages are explained as an

evolution of IoT. At present, these stages are being studied and developed in parallel because

they are composed of different concepts which are used together to improve the system.

Another point of view about the evolution of IoT is given by Jim Chase, from Texas Instru-

ments [12]. As cited by other experts, Jim Chase forecasts that 50 billion connected devices

will be installed in the world by 2020, but, furthermore, each person will interact with a

trillion-node network in his whole life. Years after this date, the objects placed on our body

will measure our activity and they could predict our needs in real-time. These needs will be

automatically well supplied by the nodes placed around us, e.g. to switch the heating on, to

vary the light intensity in the room or to prepare the bathroom for a shower.

In fact, the possible range of applications for the IoT is almost endless. The applications

related with the tracking of objects are important, for instance the truck fleet, the merchan-

dises in trucks or the containers in ships. In this type of applications, the localization of the

object is the main information to be obtained. In other cases, different type of information is

FIGURE 1.1: The world of IoT [13].
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required as the temperature, the movement, the luminosity, the noise, the atmospheric pres-

sure, the humidity, the air quality, the presence of another object or a person, among oth-

ers. Figure 1.1 shows an example of this near future according to the vision of Libelium [13].

These applications are present in the Smart Cities with the monitoring of the water and elec-

tricity meters in the buildings, the monitoring of the streetlights as well as the traffic lights,

but also in the Smart Buildings with the new devices for home automation, the detection of

intrusions or the monitoring of the air quality indoor. Other applications about the detection

of fire in forests or the structure health monitoring in buildings, tunnels or bridges are also

under research [14]. The healthcare is also an essential field to develop the IoT: wearable ob-

jects to monitor heart rate, activity and sleeping periods of people are created. Many other

applications related to IoT are being developed and others will emerge in the near future.

Dave Evans, from Cisco, explained already in 2011 [9] this exponential increase of connected

objects and the main problems that this expansion could cause. Figure 1.2 shows the pre-

dictions of the increasing number of connected objects after some decades according to

CompTIA [15] based on Cisco previsions, even if other sources differ from them (Gartner [1]

forecasts "only" 6.4 billions of connected objects in 2016 and 20.8 billions in 2020 whereas

another source as Business Insider [16] projects near 15 billions in 2016 and up to 34 billions

in 2020). Among these main problems were the deployment of IPv6, the energy optimization

and the creation of standards in the areas of security, system architecture and communica-

tions. Many advances in these fields have been carried out since then. The IPv6 communi-

cations protocol is a solution to identify each connected device in the world as a different

device. This is possible in WSN thanks to 6LoWPAN protocol which consists in a compressed

FIGURE 1.2: Estimation of the increase of connected objects until 2020 [15].
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version of IPv6. The standards in different areas in order to use efficiently a WSN are also

being studied and improved year after year. The standardization of the elements around the

WSN represents a sign of the maturity of this technology.

The energy efficiency of the connected devices is one of the main technical issues in IoT. Most

of the devices are supplied by individual batteries containing a limited electrical energy. The

level of the charge in battery decreases depending on the activity of the device. A decrease

of the charge entails also a decrease of the voltage. The relation between charge and voltage

is not linear, the voltage can decrease to reach a value not sufficient for the electronic circuit

to work. At this point, we consider that the node lifetime is expired and the battery must

be recharged or replaced. Handling hundreds or thousands of nodes every month or every

year becomes a really hard task. Another problem is the accessibility to the nodes if these are

placed in harsh environments. Moreover, with the massive deployment of these WSN, the

interference level as well as the channel occupancy increase dramatically, which implies loss

of information packets and re-transmissions, then, higher energy consumption. Thus, the

study of the energy optimization for these devices constitutes an essential work.

1.2 Energy optimization in WSN

Energy optimization or energy efficiency represents a very important topic to study in dif-

ferent fields of research in the world. We find some examples of studies related with energy

optimization in electric cars [17], in buildings and houses [18] or in electronic devices such

smartphones [19]. The research about energy efficiency in WSNs obtains a different dimen-

sion. In most cases, nodes included in WSNs are supplied by a battery. This battery cannot

generally store a large quantity of energy because of its small size. Normally, the battery size

is in line with node size in order to be unseen together with the objects where the nodes

are installed. Moreover, in many applications, these nodes have to work for several years

without replacing the batteries. These limitations make necessary the research about energy

optimization in WSNs.

The energy efficiency and, thus, an extended lifetime in nodes of WSNs will be reached when

the three axis of energy optimization are improved:

− Energy consumption.

− Energy storage.

− Energy harvesting.
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A typical structure of a node of WSN is depicted in Figure 1.3. This node is composed of

several electronic components as the microcontroller which is the brain of the node, respon-

sible for ordering the other components to accomplish the tasks defined in the code by the

user. The RF module is also essential in a node of WSNs because of the important charac-

teristic of wireless in this type of technology. This RF device is in charge of communicating

with the others nodes in the WSN by transmitting and receiving information packets. The

sensing unit includes one or several sensors which take information from the environment

and offer this information to the microcontroller. An external memory is an optional device

that may improve the performance of the node according to the application executed by the

network. Other components can be added as a different RF module or a wake-up radio mod-

ule with the same purposes. All of these components consume energy (except the passive

wake-up radio) with a different scale according to the type of component and the action that

this component executes.

Another primordial element is, of course, the energy. This energy is stored and offered by an

energy storage device, generally, a battery. However, it exists other possibilities to store the

energy as in a capacitor and in a supercapacitor. Moreover, we can include in a same node

two of these storage components since they contains different and complementary charac-

teristics. The system composed of two devices, battery and supercapacitor, is called Hybrid

Energy Storage System (HESS). The decisions to use the energy from or recharge each compo-

nent are controlled by a power management unit. In order to achieve the everlasting sensor

networks, the nodes should also integrate an energy harvester which converts the physical

FIGURE 1.3: Node of WSN with energy management unit.
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elements from the environment (e.g. light, movement, changes of temperature) in electrical

energy. To optimize the process, the energy harvesting unit includes some other compo-

nents. Among them, a Maximum Power Point Tracking (MPPT) device ensures the recovery

of the maximum energy and attenuates the differences between the sudden energy peaks

and lacks in order to avoid the possible damages in battery. After that, the energy recovered

is accumulated in the storage unit. All of these energy inputs and outputs are controlled by

the power management unit.

1.2.1 Energy Consumption

Minimizing the energy consumption in the node is essential in order to extend its lifetime.

The most energy-hungry (with the highest current values) in the node is, generally, the trans-

ceiver because it must generate a signal strong enough to reach another node which is placed

at a certain distance. The current required by the RF module is in the scale of tens of mil-

liamperes (mA). Besides, the microcontroller consumes in the order of the unities of mA.

There are a wide range of sensors, but, generally, they require currents in the scale of the

microamperes (µA).The minimization in energy consumption must be carried out together

in hardware and in software. If we choose the most energy-efficient hardware components

to include in the device but the software programmed in microcontroller is not optimized,

we will not reach this minimization of the energy consumption. We obtain a similar result

when the choice of the communication technology configured in the transceiver of the node

is not the best for the developed application. Many parameters must take into account when

minimizing the energy consumption. This thesis deals mainly with the study of minimizing

the energy consumption in the node.

1.2.2 Energy Storage

The energy storage is another element to optimize. It has to be increased to reach the opti-

mization of the system. It exists different types of energy storage devices to supply a node

of a WSN as batteries, supercapacitors, capacitors or fuel cells. The comparison of these el-

ements according to their specific power and their specific energy is depicted in Figure 1.4.

We can observe that the batteries store a large amount of energy compared to the capacitors,

but batteries are limited in power peak. On the other hand, the capacitors offer a high output

power but the energy stored is tiny, so that, they are rapidly discharged. This is why a new

storage device has been created to fill the gap between batteries and capacitors. This device

is called supercapacitor or ultracapacitor and it is able to offer a high output power and to

store a large amount of energy.
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FIGURE 1.4: Comparison of the energy storage devices.

Another important difference between batteries and supercapacitors is the number of charge-

discharge cycles. Batteries can sustain a limited number of charge-discharge cycles due to

their chemical properties. For example, the lithium-ion batteries can reach 1200 charges

whereas the nickel metal hydride batteries can have less than 1000 charges and the lead

acid batteries only 800 charges approximately. On the other hand, some supercapacitors

can reach up to one million charge-discharge cycles [20] without noticing a negative impact

in the amount of stored energy. A comparison of the technical characteristics of a lead acid

battery, a supercapacitor and a capacitor is shown in Table 1.1 [21]. Other storage devices

used, but more rarely, in WSN are the fuel cells [22]. This component is able to convert fuel in

electricity through a chemical reaction. The fuel cell can store a high amount of energy but,

generally, it is not rechargeable or the recharging process must be manually executed. Then,

we find again the problem of handling the nodes to charge or to substitute the energy source.

An impossible task to complete when considering thousands of nodes or nodes placed in

harsh environments.

TABLE 1.1: Comparison between lead acid battery, supercapacitor and capacitor [21].

Available Performance Lead Acid Battery Supercapacitor Capacitor

Energy Density (Wh/Kg) 10 - 100 1 - 10 <0.1
Power Density (W/Kg) <1 000 <10 000 <100 000

Cycle Life (cycles) 1 000 >500 000 >500 000
Charge/Discharge Efficiency 0.7 - 0.85 0.85 - 0.98 >0.95

Discharge Time 0.3 - 3 hours 0.3 - 30 secs 10−3 - 10−6 secs
Charge Time 1 - 5 hours 0.3 - 30 secs 10−3 - 10−6 secs

The most used energy storage device in WSNs is the battery. It contains a large amount of

energy and its output power is not very high but most of the electronic components inte-

grated in the nodes of WSNs become operational with a low power. In some cases, the use

of a supercapacitor with a battery can overcome the constraints of battery as the low output
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power or the limited number of charge-discharge cycles. This system of battery and super-

capacitor is called Hybrid Energy Storage System (HESS). This set of energy storage devices is

highly used in really different applications. For instance, electric vehicles [23] [24] where the

supercapacitor is used to help the battery when starting the machine. Supplying the build-

ings in remote areas [25] and traction of vehicles as trains or trams as well as the industry of

wind power plants [26] are other applications where a HESS can be present.

In a HESS, the supercapacitor is recharged via an energy harvesting as many times as neces-

sary. On the other hand, the battery is just recharged when its energy level decreases until a

critical threshold because the intermittent recharges can decrease the battery lifetime [27].

In [28] and [29], the authors present a HESS with a photovoltaic (PV) panel where different

states are defined according to the charge level in the supercapacitor. The energy recovered

by the PV cell is stored in the supercapacitor and, normally, the circuit is supplied by the su-

percapacitor. However, in some cases, mainly during night or the cloudy days, when solar

energy is not sufficient, the battery help mode is activated and the power supply is delivered

by the battery. In [30], a HESS is proposed together with several energy sources as a PV panel

and a wind generator. In this case, a fuel cell is included in the system but it is considered

as another energy source with whom the battery and the supercapacitors are recharged. In

this work, the authors highlight the importance to search the Maximum Power Point (MPP)

in the energy harvesters to recover as much as possible energy from the environment.

1.2.3 Energy Harvesting

Energy harvesting corresponds to the third axis in energy management to reach the energy

optimization. Different methods exist to recover the energy from the environment. Figure 1.5

from [31], shows the sources and the methods used for energy harvesting. A method is cho-

sen depending on the application. The photovoltaic cell is one of the most efficient devices

because the solar light is a powerful and endless energy source. In WSNs, the PV cell is mainly

used for outdoor applications but, in some cases, it is interesting to recover the energy from

the artificial light in the buildings. In [32], Wang et al. carry out a comparison between the ef-

ficiency of the PV cells used for solar light and artificial light. They compare different sources

of light as the sunlight, but also, the indoor lights as halogen, fluorescent or LED lights. The

solar panels to recover the energy from these light sources are different due to the different

wavelength where light has a higher power spectral density. Then, it is possible to recover

energy from artificial light at night. The use of PV cells in WSN is an attractive solution to

reach the everlasting sensor networks, even for indoor applications.

Another type of energy harvesting device used in WSN is the piezoelectric harvester, which

converts the mechanical vibration or the pressure in energy. Each piezoelectric element has
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FIGURE 1.5: Energy harvesting methods and sources [31].

a resonant frequency where the recovered energy reaches the maximum values (about hun-

dreds of microwatts [33]). This device is generally used in applications where the nodes are

placed on infrastructures as bridges, tunnels or trail rails and, then, the piezoelectric element

is excited by each passage of a vehicle or a train.

Thermal energy harvesting is another method in WSN to recover energy from an external

source. In [34], the external source corresponds to the human body and the authors study

the deployment of a WSN on the human body for healthcare purposes.

Besides, the wireless power transfer represents an increasingly studied energy harvesting

method in WSNs. The effect of induction cells is highly studied because the power trans-

fer efficiency can reach important levels, as in [35], more than 50%. On the other hand, Zhou

et al. [36] present a theoretical receiver operation which takes the received signals for infor-

mation decoding but, also, for energy harvesting.

1.2.4 Energy Optimization in Three Axis

The energy optimization is obtained by improving these three axis: energy consumption,

storage and harvesting in the node of WSNs. In [37], IDEA (Integrated Distributed Energy

Awareness) is presented. This system consists in measuring each energy component of each

node and to share this information with the rest of nodes in order to perform a collaborative

energy management in the network. Figure 1.6 shows the architecture of this system. The

values of input charge (Cn ), battery level (Bn ) and load charge (L n ) are calculated in node n .

These values are shared with all the nodes in the network and each node calculates the most

energy-efficient route to send the data. Then, the node decides which node’s immediate
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neighbor to send the next packet in order to maximize the network lifetime. To avoid the part

of measuring the energy consumption by each node, some states of operation are defined

and all the nodes in the network know the energy load for each state. These states are called

client states (sk ) whereas the set of states is called global state (S), defined as S = {s1, s2, . . . , sk }.

The main goal of IDEA is to determine the optimal global state for the network according to

the different variables: energy consumption per state (L(S)), battery level in all the nodes (B),

energy harvesting charge (C ), but also the utility (u (S)), i.e. the most interesting state selected

by the node corresponding to a more attractive state in terms of throughput. The coefficient

α represents the tradeoff factor between an energy-efficient utility for the node and a more

interesting operation mode. Ifα= 1, the system chooses a low-power state, while, ifα= 0, the

state with a greater throughput is selected. For instance, the sleep mode is always the most

energy-efficient mode, but if the node stays permanently in sleep mode, no action is made by

the node and the situation is not interesting for the network. Contrariwise, if the node stays in

active mode all the time, it takes steadily the measurements from the sensors and transmits

these data to the other nodes, the throughput of these actions is excellent but the battery level

decrease dramatically. This example shows the difference between maximum and minimum

α. Then, the system must reach a compromise between both operational modes.

IDEA presents an interesting manner to extend the lifetime of WSNs. The three axis are in-

cluded in the system: energy consumption, harvesting and storage. This dynamic and dis-

tributed system allows to estimate the optimal operate state for each node and the most

energy-efficient route to send the packets across the network. However, actually, if the nodes

send this additional information to its neighbors, the payload of the packets increases and,

consequently, the active time of the transceivers in the node increases in the same manner,

by limiting the battery lifetime. Furthermore, the node stays active during the calculation

FIGURE 1.6: IDEA architecture [37].
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of the optimal state for each node in the network. This operation may be hard for the small

microcontrollers included in the nodes. Then, the time of calculation becomes important

and, consequently, these operations impact in the lifetime of the nodes. Thus, the knowl-

edge of the relation hardware/software in the node is important for its energy efficiency. This

relation hardware/software corresponds to a topic studied in this work.

1.3 Energy efficiency in protocol stack layers

As previously explained, the energy consumption constitutes one of the three main axis to

reach the energy optimization. Henceforth, in our research work, we focus on the energy

consumption in the node.

The International Organization for Standardization (ISO) established in 1984 the Open Sys-

tem Interconnection (OSI) model [38] for computer networks. This model was created to

ensure the deployment of communications systems around the world, since the coexistence

of the emerging computer technology standards caused problems in the interconnection of

the network. At the origin of the WSNs, the research community created a protocol stack

based on the OSI model in order to solve the problems of wireless communications between

nodes.

The protocol stack in WSN is a simplified form of the traditional ISO/OSI model. In WSNs,

this protocol stack is composed of five layers: Physical (PHY) layer, Data Link layer with Log-

ical Link Control (LLC) sublayer and Media Access Control (MAC) sublayer, Network layer

and Application layer. Figure 1.7 depicts these layers placed in the protocol stack. This graph

expresses that the PHY layer is linked to the single node whereas the other layers intercede in

the communications between nodes and in the whole network.

The energy optimization may be done in each layer of this protocol stack. Each layer plays an

important role to minimize the energy consumption. Many research publications have ad-

dressed this issue. Next, we present some works found in the bibliography about the energy

optimization in the protocol stack layers.

1.3.1 Application Layer

Application Layer is the upper layer in the stack. The information received from other de-

vices as well as the information recovered from the sensors in the node is used in this layer

according to the final application. The manner to manage the energy of the node depends on

the type of application. In some applications, the nodes are supplied directly by the power

network from a socket or by a big battery as in home automation or smart vehicles [39]. In
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FIGURE 1.7: Node and network with the communication protocol stack in WSNs based on
ISO/OSI protocol stack.

these cases, the energy is not considered as an issue. However, in many applications, it is

an issue. An example is the application of habitat monitoring in [40], where the authors de-

ployed a 32-node network in a small island in order to obtain in real-time the information

of temperature, humidity, luminosity, among others. Another example is the wildlife track-

ing [41], where a node is installed on the body of an animal to recover the information about

physiological characteristics. In other applications as water meter monitoring [42] or trash

monitoring [43] in cities, nodes are easier to handle but the change of the batteries in thou-

sands of nodes frequently becomes an unfeasible work.

We classify applications in three types: event-driven, demand-driven or periodic data col-

lection. Some protocols have been created to facilitate the development of these types. De-

pending on the type, the energy management in the node changes. Figure 1.8, from [44],

shows the difference between event-driven and demand-driven applications to monitor the

same area with the same WSN.

In event-driven applications, the nodes recover data from the environment through the sen-

sors installed in their circuits. Then, the data are processed and evaluated in the node. If the

obtained values exceed some established thresholds, the alarm is activated and packets are

sent in order to inform the sink about the new event. Generally, the transceiver in the node

stays in sleep mode while no event is detected, but, once the alarm is activated, the node

switches the transceiver on and a packet is transmitted to its neighbors. To reach the end

devices, multi-hops are needed. However, if the node is programmed as a router, this router
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FIGURE 1.8: Two types of applications configured for the same network: a) event-driven and
b) demand-driven applications [44].

has to switch its transceiver on periodically to listen to the channel and to receive a packet

generated by a neighbor. These idle listening periods consume most of the energy in this

type of applications because the alarms are not often activated but the router must verify the

channel frequently. The event-driven method in WSN is used in some applications, as forest

fire detection [45] or intrusion surveillance [46].

On the other hand, demand-driven (also called query-driven) applications in multi-hop ar-

chitecture are based on the request from the sink to receive a value coming from one or sev-

eral nodes. In this case, the routers as well as the end devices must listen to the channel pe-

riodically in order to receive the request from the sink or to forward the answer towards the

sink. This double role for the routers increases the energy consumed as well as the latency in

the response, which is higher than in event-driven applications.

The periodic data collection, also called time-driven, is another method to recover the infor-

mation from the node to the sink. It consists in sending the data periodically from a node

to its neighbor nodes. The synchronization between both nodes, the transmitter and the

receiver, is necessary to achieve a correct transfer of the packets. Moreover, this synchro-

nization is also important to avoid unnecessary or too long idle listening states and, thus,

an increment of the energy consumption. In some cases, a packet transmission schedule is

established for the nodes in order to reach this purpose [47]. Due to the different oscillators

in nodes that control the frequency clock of the microcontrollers, the time measured in each

node can be slightly different between nodes. After some time, the variations of the clocks

may lead the transceiver to lose the synchronization. A strategy to solve this problem con-

sists in calculating the gradient clock between the nodes and correcting dynamically these

variations [48]. The calculation is realized by the same nodes as well as the correction of the

speed clock in the program of the microcontrollers. This process of calculation consumes an

extra amount of energy in the microcontroller but this energy generally is much lower than
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in the case of incorrect synchronization between devices. Some applications based on peri-

odic data collection have been developed in different fields, as air quality monitoring [49] or

urban traffic monitoring [50], among others.

It is to be noticed that recent solutions have been proposed to suppress the multi-hop dif-

ficulty (which also suppress the routing complexity) proposing low-power long-range com-

munications (e.g. LoRa, SIGFOX, Weightless), showing the difficulty to implement those so-

lutions. One huge challenge in the coming years is to have an accurate analysis of the nodes’

consumption whatever the type of application and to adapt the node behavior to the specific

use case. One goal of our work is to develop an analysis tool for the nodes consumption that

will be able to adapt to the different contexts and identify the strengths and weaknesses of

the deployment.

1.3.2 Network Layer

The Network Layer in protocol stack specifies the route of the packets across the nodes in a

network with a multi-hop architecture. Generally, in WSNs, the transceivers included in the

nodes have a transmission range of only several tens of meters. This is due to the low output

transmission power in order to decrease the input power supplied by the battery and, thus, to

decrease the energy consumption. Moreover, both, end devices and routers, recover the in-

formation from the environment in the different positions where they are placed. Low power

transmission and large area monitoring, these two reasons explain the need of organizing the

wireless sensors in networks.

In a tree topology network, the routers guide the data packets from the end devices or from

other routers until the sink or coordinator node. In a mesh topology, any node can be used

as a router as well as an end device. The main challenges to solve with the study of rout-

ing protocols are presented in [51]. One of the major issue to solve is energy consump-

tion [52]. Some protocols focus on the energy-efficiency: Low-Energy Adaptive Clustering

Hierarchy (LEACH) [53], Power-Efficient Gathering in Sensor Information System (PEGA-

SIS) [54], Threshold sensitive Energy Efficient sensor Network protocol (TEEN) [55], Extend-

ing Lifetime of Cluster Head (ELCH) [56] or Sleep/Wake Scheduling Protocol [57]. This shows

that the energy optimization is considered by the research community as a primordial con-

straint in network layer. If we will not study these routing protocols, we want to develop a

measurement solution able to take it into account in order, for instance, to evaluate its weight

on the global consumption.
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1.3.3 LLC Sublayer

The Data Link Layer (DLL) is divided in two sublayers: Logical Link Control (LLC) sublayer

and Medium Access Control (MAC) sublayer. The task of DLL consists in the creation and

maintenance of direct communication associations, called links, between nodes and, more-

over, it is responsible for sending the information across these links.

The LLC Sublayer is one of the sublayers of Data Link Layer. LLC layer controls flow control,

frame synchronization and error checking in packets. In WSNs, MAC layer plays a more im-

portant role than LLC layer. This is why, the energy optimization in LLC layer is less studied.

1.3.4 MAC Sublayer

Medium Access Control (MAC) Sublayer is also included in DLL. This sublayer is responsible

for providing proper access to the nodes that communicate in the same channel. The most

important problems that MAC sublayer must solve are closely related to the energy efficiency:

− Collisions: Channel conditions or interference from other signal sources may corrupt

the transmitted packets. This interference, especially when it reaches high levels, can

also prevent totally the receiver from hearing the channel. In these situations, the

transmitter retries to send the same packet. Then, the new trials cause a considerable

increase of the energy consumption.

− Overhead: The discussions between nodes may contain several control packets as a

preamble sequence, Request-To-Send (RTS) frame, Clear-To-Send (CTS) frame, acknowl-

edgement (ACK) frame. Each control packets means longer periods in active state

and longer periods to wait for the response from the other node, thus, more energy

consumed. Optimal situation can correspond to a trade-off between robustness and

energy-efficiency.

− Overhearing: In a network, the nodes accept the packets that they are able to hear.

These packets are treated and evaluated. If the destination node address indicated

in the packet header does not correspond to the node which has analyzed the packet,

this node has employed some time to analyze the packet and, thus, it has unnecessarily

consumed extra energy.

− Idle listening: Most of the time, nodes stay in sleep state. They wake up periodically ac-

cording to the established duty cycle in order to listen the channel for receiving pack-

ets. The idle listening periods should be as short and infrequent as possible but without

decreasing the throughput of the system.
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The MAC protocols proposed by the research community try to limit these type of phe-

nomenons. In [58], the author presents a classification of the existing MAC protocols to date,

which are dedicated to improve the aspects as energy-efficiency, reliability and communi-

cation delay. The most of them carry out improvements related to the energy efficiency, as

XMAC [59], BMAC [60], TMAC [61] or SCP [62]. Impact of re-transmission on idle listening, for

instance, is difficult to evaluate experimentally or theoretically. Our work proposes a solution

to address this task. Moreover, a part of our study is focused on the impact of interference

in energy consumption, where we take into consideration the idle listening periods and the

re-transmissions of packets.

1.3.5 Physical Layer

The Physical (PHY) Layer is related to the electrical and physical specifications of the devices.

The main function of the PHY layer is to convert the bit streams coming from the upper lay-

ers in electromagnetic signals that carry the information across the wireless channel. PHY

layer carries out the carrier frequency generation, the signal detection, the modulation and

the data encryption. The antenna sensitivity and the transceiver characteristics are also im-

portant to determine the quality of the link connection between nodes.

Generally, the most energy-hungry device in a node is the RF module. This is due mainly

to the throughput of the connection link, a relatively high output power in order to transmit

further and a small sensitivity in reception to reach longer distances. The WSNs use the free

Industrial, Scientific and Medical (ISM) bands, where a number of RF devices, even using dif-

ferent technologies [63], share the same frequencies. This fact, together with the widespread

growth of the quantity of nodes in the world, brings serious problems because of interference

and collisions.

The different technologies used in WSNs are mainly classified in three techniques [64]:

− Narrow-band: The nodes of the earlier WSNs use this type of technology. It is char-

acterised by a narrow frequency band and, then, a low data rate together with a low

energy consumption. SIGFOX [65] has further pushed this idea to an extreme, using

ultra narrow band (UNB) signals [66].

− Spread-spectrum: This technique has been developed to improve the robustness against

the noise and the interference. In this case, the bandwidth of the signal is larger, thus,

the robustness increases. LoRa technology [67] utilizes a spread spectrum based mod-

ulation to avoid the corrupted packets because of the effect of other wireless technolo-

gies.
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− Ultra Wide Band (UWB): This technology is mainly used in indoor applications due to

its robustness against multi-path effects. UWB is characterized by short-range as well

as by low-power communications. One example of communications standard charac-

terized by UWB technology is the IEEE 802.15.4 [68].

Other aspects (channel coding, equalization, ... ) can compose the PHY layer. If it remains

rather easy to be studied in point-to-point communications, the effect to networking the

nodes and the link with the MAC layer are much more difficult to evaluate. Our work also

aims at proposing solutions to this complex problem.

1.4 WSN Simulators, Testbeds and Power Meters

Numerous systems are dedicated to prove the energy efficiency of the algorithms developed

in the different layers of the stack model explained in Section 1.3. Tests are carried out in

three different ways: simulations, experimental testbeds and real power meters.

Generally, the simulators in WSNs offer a theoretical study of the behavior of the WSNs ac-

cording to the topology, the routing protocols, the MAC protocols, hardware components,

program in microcontroller, among other parameters configured for the simulation. These

parameters are relatively easy to be modified if the simulator allows it. An advantage of us-

ing simulators is that they bear a wide deployment of nodes in the network. This task is not

easy when we work with real hardware. Contrariwise, the results are obtained from theoreti-

cal approaches, i.e. the simulators take into account some phenomenons as the noise in the

channel, the interference , the fading or the retransmissions of packets in a theoretical per-

spective. However, it is also important to work with real devices as in experimental testbeds.

The testbeds allow to study the behavior of a WSN in a controlled environment. All the ele-

ments are known: the type of nodes, their positions in the network, the characteristics of the

channel and, in some cases, the energy consumption is estimated. This estimation is carried

out by calculating the time spent by a node to realize a task, which is linked to a known power

consumption. The testbeds are used to test the throughput of MAC protocols and routing

protocols. Moreover, the reliability of the applications is also tested. However, real WSNs are

submitted to different conditions of the physical channel. The research community is also

interested to measure the energy consumed by a node integrated in a real WSN. Then, power

meters are created to measure directly the current required by the nodes.
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1.4.1 Simulators

The WSN simulators are generally used to verify the efficiency of routing or MAC protocols.

They work properly when the goal deals with comparing several protocols and to reach con-

clusions about the way to improve the characteristics of these protocols. Moreover, high

quantities of nodes in a network can be simulated. However, the estimated consumption val-

ues are often inaccurate if the current values considered are taken from datasheets. They can

signifiantly differ in real environment: the hardware components behave differently when

they work alone or in a circuit, with other components. The current requested by each com-

ponent can modify the current level in all the circuit.

As explained in [69], the WSN simulators are divided in two fields: those who are used to

any type of communications network, included the WSNs (generic networks simulators) and

those who are specifically created for WSNs.

1.4.1.1 ns-2

ns-2 [70] [71] is an open-source event-driven simulator created in 1989 with the purpose

of studying the behavior of computer networks. Later, the mobile ad-hoc wireless networks

were included in this simulator. ns-2 is the most widely used communications networks sim-

ulator. It is implemented in C++ and it includes some models and protocols. The extensi-

bility of ns-2 has been an important aspect to its success because of the development of new

tools by the research community. We find some constraints in ns-2, mainly for mobile net-

works, as a hard scalability due to exponential simulation time slowdown. Also, ns-2 contains

a simple energy model which decrements the initial amount of energy stored in the battery

of a node for each transmitted or received packet. Some energy values are established for

each transmitted or received packet. The nodes are actives until the accumulated energy of

transmissions and receptions is higher than the initial amount of energy stored in the nodes.

We can consider that this method is a first approach to determine the node lifetime, but the

results are really far from a real situation.

Several extensions based on ns-2 platform were developed in order to simulate the behavior

of WSNs.

SensorSim [72] is a simulation framework for sensor networks which provides new power

and communication protocol models from ns-2. Its power model is divided in several mod-

els, one for each hardware component in the node. The energy storing device is a battery

while the energy consumers in the node are the RF module, the microcontroller and various

sensor devices as a geophone, an infrared or a microphone. These component models and

the sensor function model, containing the network protocol stack and the sensor protocol
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stack, are represented in Figure 1.9. Sensorsim has been programmed as an event-driven

simulator, then, the battery model is activated when three different events occur: the battery

level changes because of the action of the energy consumers, the battery level reaches the

zero or the battery level reaches a certain threshold. Besides, the model of the most energy-

hungry device in the node, the RF module, is composed by three parts: transceiver, amplifier

and antenna (antenna characteristics to calculate the distance of transmission but not as en-

ergy consumer). Moreover, five different operating modes are defined to elaborate the energy

model: transmit, receive, idle, sleep and off modes. According to all of these elements, an en-

ergy model is created for a node and for the sensor network. However, SensorSim suffers

from the same scalability problems as in ns-2.

FIGURE 1.9: Structure of Sensorsim [72].

NRL Sensor Simulator [73] corresponds to a more recent simulation framework for WSNs

based on ns-2. In this case, the power values of the operating modes in the node are deter-

mined by the user but this energy model does not include as many different operating modes

as in the previous frameworks.

1.4.1.2 OMNET++

Objective Modular Network Test-bed in C++ (OMNET++) [74] is an open-source discrete-

event general purpose network simulator based on C++. This simulator is extensible and

modular. The elements used to create the simulated programs in OMNET++ are called mod-

ules. The simple module is a basic unit of execution. These simple modules are organized in

compound modules which are linked by connections. The top-level of the modules are called

network module and the communications between modules are established by messages.

Numerous extensions and frameworks have been created for OMNET++. Sensor Simulator

(SenSim) [75] is one of the most popular extensions in OMNET++. WSNs simulations are

possible with this software, which includes energy models representing a simple approach
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of a battery in the node and, also, energy consumers as RF module and CPU. The battery

discharge depends on the operating modes in the energy consumers. Then, the CPU model

contains the idle, sleep and active modes whereas the radio model is composed of idle, sleep,

transmit and receive modes. The battery model assumes that the battery is not damaged

with age and there is not self-discharge. The structure of the nodes represents each layer

of the protocol stack. Moreover, according to the structure of the network (communication

between nodes), SenSim introduces the Sensor Node stack which simulates the behavior of

the Application Layer and the Wireless Channel Model, which represents two types of signal

propagation: free space propagation model and the two-ray ground reflection model.

Castalia [76] is a more recent simulator based on OMNET++ and dedicated to WSNs and

Body Area Networks (BAN). New elements are included in this simulator as a custom modu-

lation allowed by SNR-BER curve, interference handled with received signal strength or the

mobility of the nodes. The energy model in Castalia is simple but it introduces new param-

eters as delays switching between the different operating modes in the radio module and in

the CPU module, multiple transmission power levels and node clock drift in order to syn-

chronize the nodes.

1.4.1.3 TOSSIM

TOSSIM [77] [78] is a code level WSN simulator, it is created as a library of the TinyOS [79]

distribution. TOSSIM is a discrete-event simulator which simulates entire TinyOS applica-

tions based on MicaZ [80] platforms. The propagation loss for each pair of nodes are defined

in the wireless channel model. Loss values are introduced from real measurements or cal-

culated by a theoretical model. RF noise and interference in the channel are also simulated.

In this simulator, the layers upper than MAC layer in protocol stack are not treated. TOSSIM

does not include an energy model and, this is why, PowerTOSSIM has been created.

PowerTOSSIM [81] is developed as an extension of TOSSIM. It presents an energy consump-

tion model for each node in the network and for each hardware component in the node,

based on the current values introduced by the user. These values represent the current val-

ues for each operating mode of the components in the node and they are introduced from

component datasheet or from real measurements, as the authors present in [81]. Power-

TOSSIM uses TinyOS and TOSSIM component model to track the power consumption of the

nodes. The high-efficient scalability of TOSSIM allows PowerTOSSIM to obtain the energy

consumption in the simulation of a network with thousands of nodes. An error from 0.45%

to 13% has been identified for different TinyOS applications. Moreover, this simulator can

show the energy values for each component in a current-time graph.
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1.4.1.4 Avrora

Avrora [82] is an instruction-level sensor network simulator implemented in Java which im-

proves the flexibility and portability with regard to the previous simulators. Avrora has an

operating system independence by simulating machine code and its cycle-accurate process

simulation improves the precision with respect to other simulators as TOSSIM. Moreover,

according to [82], the performance analysis of Avrora is up to 20 times faster than another

cycle-accurate instruction-level simulator as ATEMU [83]. It does not contain an energy con-

sumption model, this is why, an extension has been developed in order to reach this energy

consumption evaluation and a lifetime prediction of the network.

AEON [84] completes the energy consumption study in Avrora. The first task to realize in

AEON deals with measuring and adding in the simulator the current values of the operat-

ing modes for each hardware component included in the node. Then, the behavior of all

the hardware components is emulated. The operating modes are related to the OS code in-

structions, therefore, the energy consumption of each instruction of the code is calculated.

A current draw of the node is represented graphically to verify the energy consumption of

application code. An energy profiling is created according to the OS code in each node and,

after that, AEON predicts the node lifetime as well as the network lifetime.

1.4.1.5 WSNsim

WSNsim [69] is a discrete-event based simulator for WSNs. It has been created to study the

energy efficiency of the WSNs. The nodes of the network are represented with different col-

ors in a graphical user interface (GUI) in order to show the energy remaining in the storage

devices. Different models have been developed in WSNsim to approach as much as possible

to the real WSNs. The Energy Model is composed of energy sources, energy stores and energy

consumers. The energy sources or energy harvesters contain a photovoltaic cell and a vibra-

tion harvester. The energy stores are composed of a battery, which simulates the dynamic

rate discharge and self-discharge effects, and a supercapacitor, which suffers from higher

leakage. The energy consumers modeled are the microcontroller, radio module, tempera-

ture and light sensors, Analog-to-Digital Converters (ADC) and the real-time clock (RTC). To

model these energy consumers, the simulator takes into account the current value, the volt-

age and the duration of the corresponding state. An environmental model and a channel

model are also determined. The environmental model includes physical parameters as the

temperature, the light and the vibration. These three parameters influence the values ob-

tained by the sensors and have an impact on the energy model, mainly in energy sources.

Besides, the channel model is similar to the one used in Castalia simulator. Furthermore, the

SNR depends on the temperature because this model takes into account the thermal noise.
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The list of WSN simulators presented here is not exhaustif. There are other simulators used

by the research community as WSNet, Cooja, ns-3, J-Sim, among others.

1.4.2 Testbeds

In Section 1.4.1, we have described some WSN simulators. The algorithms integrated in the

simulators may reach a really high level of complexity. Different hardware components are

included in the nodes, with several different operating modes for each component. More-

over, the WSNs simulators include models in order to get close to the real WSNs. Among

these models, we find environmental models and channel models but, also, energy models.

The use of these algorithms is interesting because they allow to evaluate rapidly the behavior

of a WSNs with many nodes.

In real life, it becomes a very complex task due to several causes: the development of hun-

dreds or thousands of nodes in a same place entails high cost and long time; each node in the

network is programmed by a different firmware depending on the functions of this node; the

emulation of some parameters, as the transmitted packets or the energy consumed by each

node, leads to great complexity, mainly when the number of nodes increases; real channel

is composed of physical effects that are difficult to control, as fading, shadowing or interfer-

ence, among others.

In spite of these issues, the study of the behavior of a WSN in real life has always been a

source of interest to the research community. As Imran et al. expressed in [85]: «physical

testbed strive to bridge the gap between simulation and real deployment». This is why different

testbeds have been developed around the world.

One of the most popular WSN testbeds is the MoteLab [86], developed by Harvard Univer-

sity. It was originally composed by 26 Mica2 [87] motes but later these motes were substi-

tuted by 190 Tmote Sky [88] sensor nodes. These motes work with TinyOS and are remotely

programmed by the user through a web-based interface. The main interest of the develop-

ment of this testbed is to test the programs created by users around the world in a physical

experimentation scenario. The users can establish their own system design, communication

protocols and applications in order to analyze the behavior of the network and reach conclu-

sions.

Another testbed, SensLAB [89], created by Inria and LSiiT (Strasbourg) and included in FIT

IoT-lab [90]platform, is composed of 1024 nodes distributed in four different places in France

(Lille, Grenoble, Lyon and Strasbourg) and interconnected by Internet. The users program

remotely the nodes for any Operating System (OS). This testbed includes different motes with

different radio technologies as IEEE 802.15.4 (in 2.4 GHz and 868 MHz bands) or IEEE 802.11
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in order to offer a rich variety of possibilities in the experiments. MAC protocols, routing

protocols and applications are tested in a controlled environment because the activity of

the nodes in this environment is known every time. Moreover, mobile nodes are included

using train toys. The users can also test geolocalization protocols with these mobile nodes.

The geolocalization is carried out by the fixed nodes via the Received Signal Strength of the

packets sent by the mobile nodes. Another important tool of this testbed is the estimation of

the node power consumption. The power consumption of the hardware components states

in the node is known from the datasheets. The energy consumption of the experiment is

estimated by calculating the elapsed time in each state.

Another example of experimental testbed is GNOMES [91], a low-cost testbed created to eval-

uate the properties of heterogeneous WSNs. This testbed includes an elaborate energy model

with different types of batteries and a solar cell. They run different scenarios depending on

the operating modes of the components in the nodes. The lifetime of a GNOMES node is

estimated for each one of these scenarios as well as for three types of batteries.

1.4.3 Power Meters

Real experiments are also needed to obtain the real energy measurements from the nodes of

WSN. Different methods are employed to achieve these measurements.

1.4.3.1 Oscilloscope

The most typical method consists in using an oscilloscope in order to obtain the measure-

ments of the electric potential difference between the terminals of a resistor placed in the

supply input of the circuit.

Such a method is used in [92] to obtain the energy measurements in a sensor node for six

different operating modes: sleep, packet transmission, LED activation, sensor value reading

and two other states from the combination of these operating modes. All these states are

identified on the screen of the oscilloscope. The average energy consumption is calculated

for each hour and, then, the lifetime is easily estimated.

Figure 1.10a, from [81], represents the current in a Mica2 node when transmitting a packet.

Only two components are actives in this test, radio module and microcontroller (CPU). Oscil-

loscope measurements allow to distinguish four operating modes. These values are inserted

in the energy model of the simulator. Then, the energy consumed by a node is simulated

according to its program, written in TinyOS functions. In AEON [84], each hardware compo-

nent in the node has its energy model. After a processing period, the algorithm carries out
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(A) Current measurements to include in the
energy model of PowerTOSSIM [81].

(B) Current measurement and current predic-
tion in AEON [84].

FIGURE 1.10: Current measurements in WSN simulators acquired by an oscilloscope.

an energy analysis, an energy profiling and, finally, the current draw of each component after

the simulation time is represented (see Figure 1.10b).

Besides, Healy et al. [93] offer an interesting study about the energy consumption depend-

ing on the OS for WSNs. They compare four different OS: TinyOS, Mantis OS [94], SOS [95]

and T2 [96] (TinyOS version 2). An oscilloscope measures the voltage over a one ohm shunt

resistor placed between the battery and the power supply input of the node. From these en-

ergy measurements, the lifetime of the node is calculated for the same application program

running in the different OS on a MicaZ mote supplied by a pair of AA batteries. The paper

concludes with T2 as the most energy-efficient OS.

In [97], Courtay et al. create an energy consumption model for a WSN, which depends on the

number of links between nodes. Before this, the current draw defined by the energy model of

ns-2 simulator is compared with the real energy measurements obtained by an oscilloscope

for the same application. The mote used in this case is the iMote2 platform [98].

In [99], the authors study the energy cost of the changes in firmware of WSN nodes. The

voltage measurements on the terminals of a ten ohm resistor are made. Indicators are in-

serted in the firmware with the purpose of identifying the change of function in the en-

ergy measurements. These indicators are represented in the oscilloscope as trigger events,

as shown in Figure 1.11, and help to calculate the average energy consumed in the entire

node for each function. Generic energy model and energy measurements are embedded

in Loosely-coupled Component Infrastructure (LooCI) [100]middleware to create a specific

energy model. LooCI allows the reconfiguration of the node according to the channel and

to environmental conditions. The work shows that the reconfiguration of the program in

the node is energy efficient in some cases, even if the reconfiguration itself consumes extra

energy.
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FIGURE 1.11: Voltage measurement with trigger event example made by an oscilloscope [99].

Oscilloscopes allow accurate measurements because of the high sampling frequency (in some

cases higher than 20 GSa/s). However, the memory necessary to store the values limits the

duration of the experiment. Besides, oscilloscopes cannot be easily used for measurements

in a real environment and do not satisfy our purpose because they are not easy to transport

and their cost is so high to use different oscilloscopes in different nodes.

1.4.3.2 Data Acquisition System

Data acquisition systems (DAQ) are able to measure the real physical conditions and to con-

vert these conditions in sampled signals and store them before post-processing. This type

of systems are created to work with high sampling frequency and to store large quantities of

data. Moreover, the measurements are done with a remarkable precision.

In [101], the authors carry out different energy measurements on a TelosB [102]mote. For this

purpose, they use a commercial DAQ, the DT9816 [103], from DATA TRANSLATION. This de-

vice contains six independent ADCs with a 16-bit resolution and a sampling rate of 50 kHz

per channel. In this case, they do not use a shunt resistor placed in power supply input of the

circuit, but a current-to-voltage converter, which offers the voltage values from the current

requested by the circuit under evaluation. The current measured in the node is compared

with the values represented in the respective datasheets of the hardware components. In mi-

crocontroller (TI MSP430), the different low power modes are energetically evaluated for two

different clock frequencies (1 MHz and 4 MHz). The current values as well as the period of

time for writing, reading and erasing in flash memory of the microcontroller are also evalu-

ated. Moreover, the current draws of these functions in flash memory are represented with

a 50-kHz sampling rate. The most important part of this paper corresponds to the study of

the current in radio module (TI CC2420). The energy is evaluated in the ensemble of mi-

crocontroller and radio module because the DAQ measures the current in the whole circuit.
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We observe that the results differ with datasheet even if the current of the microcontroller is

added, showing that datasheets do not exactly describe the behavior of the node.

Macii et al. presents in [104] a study about the reduction of energy consumption by searching

an optimal synchronization between nodes. To acquire the energy measurements, they use

two digital multimeters, one for obtaining the voltage values in terminals of the battery and

the other for measuring the current drain in battery. These multimeters are connected to

a computer which collects and analyzes all the values. In this work, the authors use also

an oscilloscope to verify the accuracy of the multimeters. We observe in the results a good

accordance between theoretical model, simulation results and measurements.

1.4.3.3 Hand-made Power Meters

Oscilloscopes, DAQs, multimeters and other equipment are used to measure the energy con-

sumption. The measure in these instruments are based on shunt resistor method. Other

researchers opt to create their own power meter or to integrate a power management unit in

the node itself. We present in this section some examples of hand-made power meters based

on shunt resistor method and on other different methods.

In [105], the energy measurements in the node are made by a sensor node management de-

vice (SNMD) which includes a 16-bit ADC (AD7654). This device is composed also of a charge

unit, responsible for battery recharge. It includes a battery monitor and charge controller

(DS2770) capable of measuring the current through a 0.1 ohm resistor. Then, there are two

possible ways to measure the current requested by the circuit. These energy values are re-

covered by a microcontroller integrated in the SNMD and sent to a host system via a USB

connection. The authors of this paper use the energy measurements to complete an energy

model which is based on a finite state machine (FSM). In our work, we present a similar ap-

proach: an energy consumption model made automatically from real measurements. The

main difference is that in [105], the energy model is created before the measurements and, in

our study, this energy model is made by an algorithm.

L. Barboni and M. Valle [106] use two different devices to measure consumption: a current

shunt monitor, INA139 [107], that amplifies the voltage across a shunt resistor and, then

these voltage values are measured by an oscilloscope; and a Coulomb Counter LTC4150 [108],

which counts the units of charge (mAh or µAh) that arrive to the circuit coming from the bat-

tery. Mainly, the coulomb counter is a voltage-to-frequency converter (VFC). In the output

of this device, we find narrow pulses that represent the fixed units of charge. The value of the

units of charge can vary and is configured using a calibration process before the experiment.

For example, in this study, the authors employ 5.2 µAh as unit of charge, i.e. each pulse in
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FIGURE 1.12: Current draw with different operating modes in MicaZ [106].

the output represents 5.2 µAh of energy consumed by the circuit. Figure 1.12 depicts a cur-

rent draw of this study, where we can differentiate several operating modes in a MicaZ. In

state A, the microcontroller wakes-up; in B, it wakes the radio transceiver up; in state C, mi-

crocontroller communicates with the transceiver and the MAC layer functions are executed;

state D corresponds to the transmission of the packet; in E, the transceiver is in reception

mode; and finally, the circuit goes back to power down mode. With this type of draws, the

energy consumed in each state as well as the energy employed for different WSNs applica-

tions are calculated. Furthermore, the same authors complete their study in [109] with the

estimation of the battery lifetime. The decrease of battery voltage in relation with the en-

ergy remaining in battery is also evaluated. The authors consider that the MicaZ mote, with

a CC2420 [110], as RF module, and an ATmega128L [111], as microcontroller, is not opera-

tional when the voltage power supply drops below 2.4 V. They present a program in the node

where a 25-bytes payload packet is transmitted each 50 ms with an output power level of -25

dBm, which corresponds to a current equals to 8.5 mA. The battery lifetime obtained by the

authors of this study for all these components is about 30 days.

In [112], the platform used to obtain the energy measurements in the experiments is MSB-

A2 [113] sensor node, created by the authors of the study. This circuit integrates a coulomb

counter LTC4150. The values can be stored in a SD card or can be transmitted to a computer

via a serial communication. The circuit includes the LTC4150 but, for this work, the authors

prefer to use another method because of the low resolution of this coulomb counter. This

is why, they take another MSB-A2 platform to use the ADC integrated in its LPC2387 [114]

microcontroller for the energy measurements. The results, in this case, are still not as good

as expected because the measurements include a lot of noise. In order to avoid this problem,

the authors treat the data by two different methods, as seen in Figure 1.13: by applying a

moving average and by using a Kalman filter. This paper just show the current values of the

whole circuit for two applications, without going into details about the calculation of energy

consumption or the estimation of the node lifetime.

E. P. Capo-Chichi and H. Guyennet present in [115] a hybrid WSN composed of two types

of nodes: a Reduced Function Device (RFD) which is very simple and acts as an end device,
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FIGURE 1.13: Current draw by using MSB-A2 platform [112].

represented by a Tmote Sky; and a Full Function Device (FFD) which corresponds to a more

complex and less energy-efficient platform, represented by a FOX board [116]. The FFD re-

quires a high capacity to process data and it can communicate with a RFD, with another FFD

or with the coordinator node of the network. The RFD is forced to communicate only with a

FFD. In this study, FOX Board is completed with a GPS receiver and an energy analyzer inte-

grated in the circuit. The energy analyzer is placed in the power supply input of the circuit

and measures the current consumption of the whole circuit. Figure 1.14 shows an example

of the current measured by this energy analyzer in two cases: when FOX Board communi-

cates via IEEE 802.15.4 or via Bluetooth. We notice that FOX Board has a current of 0.12 A

in idle mode. We observe some peaks in the transmissions of IEEE 802.15.4 packets whereas

the current for the Bluetooth RF module stays around 0.14 A for all the experiment. The au-

thors conclude that the most energy-efficient use of one of these technologies depends on

FIGURE 1.14: Comparison of current draws for IEEE 802.15.4 and Bluetooth technologies in
FOX Board [115].
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the application, but they emphasize the importance of using the sleep mode in IEEE 802.15.4

technology.

Another interesting study is realized by Jiang et al. [117]. They create the scalable power ob-

servation tool (SPOT). This device measures the power consumption in a node of WSN with a

dynamic range of 45000:1, a resolution of less than 1 µA and a temporal resolution of several

microseconds. SPOT is created to be attached to the circuit under evaluation, it becomes

a part of the WSN node. The architecture of SPOT is divided in four parts: sensing, condi-

tioning, digitization and energy output, as shown in Figure 1.15. The heart of the platform

consists of a voltage-to-frequency converter (VFC) which receives the electric potential dif-

ference amplified from the terminals of a shunt resistor. This shunt resistor is placed between

the battery and the power supply input of the node. The energy output part in the architec-

ture includes an energy counter, which counts the number of narrow pulses generated by the

VFC in function of the voltage level in its input. The energy output part also integrates a time

counter. The values in the counters are transmitted to the same evaluated node via an I2C

communication. An analog lowpass filter is placed before the VFC voltage input in order to

avoid the effect of noise generated mainly by the VFC oscillator. Both counters, energy and

time, work simultaneously. Some experiments show the accuracy of this system with an error

less than 3%.

FIGURE 1.15: Architecture of SPOT [117].

One year later, in 2008, some of the authors of SPOT presented iCount [118], a simple but

very efficient power meter. iCount consists of a pulse frequency modulated switching reg-

ulator instead of the VFC used in SPOT. In this case, the pulses correspond to the switching

cycles generated by the regulator. The count of these cycles is carried out by an externally-

clock counter installed with the microcontroller of the node under evaluation. As shown in

Figure 1.16, a simple wire connected between the LX output and the counter is enough to

create a real-time power meter. The Maxim MAX1724 [119] has been chosen as switching

regulator in iCount due to its linearity between switching frequency and load current after

bias compensation. The dynamic range of the power meter is 100 000:1 (from 1µA to 100
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FIGURE 1.16: Circuit for iCount with a switching regulator, a microcontroller and a counter
[118].

mA) whereas the resolution varies with the sample rate. The maximum sample rate reaches

66 kHz but it depends on the chosen resolution. For instance, for a resolution of 10 µA, the

sampling rate decreases to 80 Hz. The maximum error is±15% over five orders of magnitude.

For the experiments, the authors use a Moteiv Tmote [102] and a driver software is created

especially for iCount. This driver is implemented in TinyOS and allows the node to execute

some functions as start, pause or read values.

In [120], Quanto is presented as a time and energy profiler for embedded network devices.

With the purpose of obtaining the energy measurements from a WSN node, the authors use

iCount power meter included in the HydroWatch platform [121]. Quanto consists of several

functions of code integrated in TinyOS. The OS includes different interfaces in order to track

the energy in the node, as PowerState interface and PowerStateTrack interface. In PowerState

(A) Activity tracking in components of two
nodes.

(B) Example of power draw measured by
Quanto.

FIGURE 1.17: Activity tracking and power draw with Quanto [120].
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interface, the program in microcontroller obtains from iCount the power values of the cur-

rent state. Besides, the PowerStateTrack receives real-time events when a change of state

occurs. Quanto carries out the activity tracking of each hardware component in the node,

as in the example presented in Figure 1.17a. Once the activity of the different components

in the node is known, Quanto determines the power consumption for each component and

for each activity thanks to the measurements from iCount. The authors show the reliability

of Quanto with a calibration. For that, they test the Blink application in TinyOS (blinking

three LEDs) and compare the results with the current measurements obtained by a digital

oscilloscope. The relative error between Quanto and oscilloscope measurements in this test

is 0.83%. The power consumption measured by Quanto for this application is shown in Fig-

ure 1.17b. As observed in Figure 1.17b, Quanto is able to separate the global power mea-

surements obtained by iCount in the power consumption of the different components in the

node (CPU, LED0, LED1, LED2). The results are shown for a simple application blinking three

LEDs, what does not mean that the error may be higher in a more complex application using

other components as the RF module.

In [122], R. Zhou and G. Xing present Nemo, an in situ power meter for WSNs. It is a noninva-

sive, plug & play platform which is installed between the battery and the power supply input

in the node. Nemo includes a shunt resistor switch composed of five resistors (0.1 Ohm, 1

Ohm, 10 Ohm, 100 Ohm and 470 Ohm) that are selected by four MOSFETs. The dynamic

current range offered by this system is of 250 000:1, which is 2.5 times better than in iCount

and 5.5 times better than in SPOT. The resolution depends on the measured current value

because, when the system measures higher currents, the selected resistor in the shunt re-

sistor switch has a higher value and, thus, the resolution decreases. However, by using the

resistor with lowest value, the system achieves a minimal resolution of 0.013 µA. This allows

to obtain a high accuracy in power measurements. The sampling rate can reach 8 kHz when

a compression algorithm is used in the measurement data or 100 kHz, when this algorithm

is not implemented. As shown in the Nemo architecture, Figure 1.18, the electric potential

FIGURE 1.18: Architecture of the Nemo power meter [122].
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difference in the terminals of the resistors is amplified and, after that, is measured by the

ADC embedded in a microcontroller. These values are transmitted to the microcontroller in-

tegrated in the host node via a real-time, high-speed bi-directionnal communication based

on a current/voltage modulation. The current load and the supply voltage from the battery

are modulated and transferred thanks to power-line communication (PLC) technology [123].

After several tests, the average measurement error is 1.34%.

To be complete, we have to consider the energy consumption of Nemo system itself because

this system is supplied by the same battery as the node. This is why, Nemo firmware contains

a sleep mode that consumes 150 µA whereas the active mode reach up to 4.6 mA. Nemo can

identify when the node under evaluation is in sleep mode; at this moment, Nemo continues

to measure during some instants and, afterwards, goes to sleep mode. It keeps this last energy

value until returning to active mode. Nemo wakes up immediately after the host mote and

continues to measure the power consumption in the node. The authors offer an interesting

study of the sleep current consumption of three TelosB when the temperature changes in

the environment. This study shows the high measurement accuracy of Nemo for the low

current measurements (tens ofµA). We observe in this study that the temperature can clearly

influence the energy consumption in a node of WSNs and, thus, the lifetime of this node.

1.4.4 Simulators - Testbeds - Power Meters

In this section, we present the characteristics of simulators, testbeds and power meters in

WSNs.

Simulators are important to know approximately the behavior of a entire network, even with

thousands of nodes. The tasks executed by each node can be modified relatively smoothly. In

some simulators, the conditions in the physical channel are estimated and, moreover, the en-

ergy consumption is estimated taking into account the tasks that each node executes. How-

ever, simulators present some limitations. Among them, the lack of accuracy because the

process is estimated and not real; the phenomenons that appear in the physical channel;

and the energy values taken from datasheets of hardware components. For that, some re-

searchers use the experimental testbeds and power meters.

Previously, we present some examples of testbeds which help to study the behavior of a WSN

in experimental environment conditions near the real life. The energy consumption is esti-

mated but they lack the real energy measurements in order to study the real behavior of the

hardware components in the node.

Power meters are necessary to obtain real energy measurements from WSN nodes. The accu-

racy of these measurements depends on the hardware comprised in the power meter. With
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power meters, it is possible to measure the impact of the channel conditions in the energy.

Table 1.2 presents the advantages and the limitations of simulators, testbeds and power me-

ters. We will see in the contents of this work that one of our main goals is to create an energy

measurements platform. This platform is connected to a real node which is integrated in a

real WSN and placed in a real environment. The energy consumption of this node is mea-

sured without affecting its proper functioning. This platform will be presented in Chapter 2.

TABLE 1.2: Comparison of simulators, testbeds and power meters.

Simulators Testbeds Power meters

Advantages - Easy development
of software

- Real hardware - Real hardware

- High number
of nodes

- Controlled environment - Real environment

- Tests of protocols - Real applications

Limitations - Theoretical approach - Not real environment - Complex deployment

Generally, the power meters evaluate the energy in the whole node. In our work, we present a

power meter which measures the current required by each electronic component separately

in the node. This offers an important information about the behavior of each component

according to the code programmed in the microcontroller. Another interesting contribution

of our work is the automatic realization of an energy consumption model from the real energy

measurements. This model will be used to be included in a simulator in order to simulate a

WSN with a large number of nodes. This is why simulators, testbeds and power meters are

important to achieve the energy optimization in WSNs.





Chapter 2

Energy Measurements Platform and

Experimental Results

2.1 Introduction

Many WSN are developed around the world. Some WSN have been created to academical

purposes and others are used in the industry. The academical WSN are used by the research

community as testbeds in order to verify the performance of the new algorithms developed in

the different protocol stack layers (routing protocols, MAC protocols, PHY layer algorithms).

The industrial WSN are created to develop a real application which supplies a determined

need in the society or in the world. In the present study, we create an energy monitoring

platform to obtain the energy measurements from the real nodes installed in existing WSN.

These energy measurements will be analyzed later to reach conclusions about the way to

optimize the nodes as well as the network as a whole. The analysis of the energy consumption

is carried out by taking into account both, hardware and software in the node. This platform

is called Synergie platform.

2.2 Synergie Platform

A platform has been created in IRCICA laboratory to obtain and analyze the energy measure-

ments in a circuit. This platform is called Synergie: versatile system for the energy measure-

ments in wireless sensor networks. This system is composed of different parts. As depicted in

Figure 2.1, the first part is a hardware power meter that measures the energy consumption

from a real WSN node. This power meter recovers the values of the currents required from

39
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the electronic components in the node separately. This analysis of component per compo-

nent allows to verify more in detail the energetic behavior of each part in the node as well

as this behavior according to the software programmed in microcontroller. Some indicators

before some important actions are included in the program of microcontroller in order to

relate these actions with the energy profiles in each component. These indicators are trans-

mitted to the energy measurements platform through the Digital Input/Output (DIO) pins in

microcontroller. This architecture and the obtaining of energy measurements is developed

in Section 2.2.1.

Once the real measurements are stored as current values, we carry out the analysis of them.

An energy consumption model based on Markov chains is created from the current measure-

ments. The mathematical algorithms which realize this model are called Automatic Energy

Consumption Model. This corresponds to the second part of the Synergie platform These

algorithms are based on statistical processes and create a Markov model that estimates the

lifetime of a WSN node. Then, the estimation of the lifetime is the third stage of the Syn-

ergie platform. This process is presented in three different ways, all of them are based on the

Markov chains. We will explain this estimation below.

The fourth stage of Synergie platform corresponds to the optimization of hardware and soft-

ware in a WSN node according to the information obtained from the energy model. This

part is still not developed in an automatic way, then, the observations and the conclusions

reached by the researcher from automatic energy consumption model results will use to op-

timize the hardware and the software in the node. A dynamic optimization of the code in the

microcontroller of the node is a task to develop in a future work.

FIGURE 2.1: Outline of Synergie platform.

In next section, Section 2.2.1, we present the architecture of the energy measurements plat-

form use in Synergie platform. Moreover, the first version of this power meter is also ex-

plained.
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2.2.1 Hardware Architecture

The first part of the Synergie platform consists of a hardware platform which measures the

energy consumed in a node of WSN, component by component and function by function.

Synergie is able to recover in parallel the current level of several components in a circuit

and to represent these levels in a time axis after the treatment of the data samples. In fact,

thanks to these measurements in parallel, we can identify easily the different actions of the

components in a circuit and, after that, we can change the program in the microcontroller to

compare the energy behavior and the code programmed.

The method to measure the energy is the classical method using a shunt resistor before the

supply input of an hardware component of the circuit. The difference of the voltage lev-

els at the terminals of the resistor is amplified by an operational amplifier and the result is

connected to the input pin of an ADC. This ADC is managed by a microcontroller which is

programmed to take the values from the ADC inputs and to send them to a PC via a serial

communication. Then, the PC treats these data through the MATLAB [124] software. The ad-

vantage of our system is that we take the values separately for several electronic components

in the circuit. This method allows to know the energy behavior of each component for each

instant. We are able to identify the different actions of each component in the circuit in order

to optimize the behavior of the node in terms on energy consumption in a future work.

Some indicators have been inserted in the program of the microcontroller in the node to

allow an accurate synchronization of the functions in the program. Each indicator is an in-

struction in the code before a relevant action, for instance a measure from a sensor, awak-

ening the RF module or transmitting a data packet. Each one of these instructions gives

an identification number to each action and offers an output signal with this identification

number. Then, the microcontroller in the Synergie platform reads these signals and connect

them with the energy values measured at the same instant. We have linked both microcon-

trollers, the one of the node and the other of the Synergie platform, by several of their DIO

pins. The signal with the identification number of the current instruction of the program is

transmitted from the microcontroller of the node to the one of the Synergie platform through

this link of DIO. Thus, if Synergie platform has the energy consumption of each electronic

component and the tracking of the actions on the node, we can obtain and analyze all of

these data to know in detail the behavior of the node. Note that the energy consumption of

the DIO is not taken into account in this work.

The general diagram of the connections between the evaluated node and the energy mea-

surements system of Synergie platform is presented in Figure 2.2. The maximum number of

electronic components under evaluation is represented by n , where n also corresponds to

the maximum number of inputs in the ADC in Synergie platform (An). An interface with the
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resistors through which the current in each component is measured is located between the

node and the Synergie platform. The values of the resistors vary due to the different ranges

of current used by these electronic components. For this reason, the resolution of the mea-

surements in the ADC also changes according to these ranges of current (we define range of

currents as the difference between the maximum and the minimum current used by the com-

ponent). This means that the resolution for components with a large range of currents will

be worse than for components with shorter range of currents. Moreover, we also include the

connections of the indicators in Figure 2.2. They come from the DIOs of the microcontroller

on the node and go to the DIOs of the microcontroller on the Synergie platform. The num-

ber of indicators and, then, the maximum number of functions in code that we can track,

is represented as 2m , where m is the number of DIOs connected between microcontrollers.

The microcontroller on the Synergie platform reads the values from the microcontroller on

the node every time during the experiment. These values of the indicators along with the

current measurements from each component on the node are stored in a external memory

placed in Synergie platform or they are sent directly through a serial communication be-

tween the Synergie platform and a computer. The computer recovers and analyzes all the

information to calculate the current values for each electronic component in the node and

the energy consumption.

FIGURE 2.2: Diagram of connections between the node and the Synergie platform.

Then, the information acquired by Synergie platform consists in n voltage differences mea-

sured by the ADC inputs and 2m possible indicators acquired by the m DIOs used in the

microcontroller. The frame of the serial communication must be the same every time to fa-

cilitate the storing and the processing of the data in the PC. This frame is shown in Figure 2.3.

The first part of the frame corresponds to the value of the indicator whereas, just after the

element, the values acquired in A1, . . . , An are situated in the frame. In the last position, we

add a delimiter to know when the frame is finished. Note that this frame must be as simplest
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and shortest as possible to transmit the information as fast as possible through the serial

communication.

FIGURE 2.3: Frame sent by Synergie platform to a computer via a serial communication.

The Synergie platform has been created with commercial low-cost electronic components,

easy to implement and to use. The heart of the Synergie platform is composed by an Ar-

duino Nano v3.0 with a microcontroller ATmega328P from Atmel [125]. We have used the

ZXCT 1086 from Diodes Incorporated [126] as operational amplifiers to obtain the electric

potential difference between the terminals of the resistors. An external storage unit, a SD

Card from Sandisk, has been added to store the energy measurements in case of not using

the serial communication. In this version of the Synergie platform, five operational ampli-

fiers have been included, thus, we can take the energy measurements in parallel from up to

five electronic components on the node.

A node has been designed to test the platform. This node is composed of commercial off-

the-shelf (COTS) electronic components. In these experiments, we are not interested in con-

suming as less as possible in energy on the node to the evaluation but to find the elements

that optimize this energy consumption. Among these elements, there is the fact to use a new

component to change the behavior of the other components; or to choose a new embedded

software in the microcontroller in order to minimize the utilization of some actions; or to

change the disposition of the nodes in the network.

The electronic components used in the node have been an Arduino Nano v3.0 with a micro-

controller ATmega328P, a XBee Series 1 from Digi [127] as transmitting unit, an accelerometer

ADXL345 from Analog Devices [128] as sensor, a SD Card from Sandisk as external storage

unit and a TR3000 from Murata Electronics [129] as low-power transmitting unit. The XBee

Series 1 radio module follows an established standard, the IEEE 802.15.4 standard [130]. This

protocol uses the Offset Quadratic Phase-Shift Key (OQPSK) modulation, has a determined

packet frame with 100 bytes as longest payload of information and follows a determined

Medium Access Control (MAC) protocol. However, the TR3000 transceiver does not have

any protocol integrated. It is a low-power RF transceiver which uses an On-Off Key (OOK)

modulation but the type of packet frame and the MAC protocol must be determined by the

user. Then, this RF module is so power-efficient because the frame, the packaging, the syn-

chronization between transmitter and receiver, the calculation of CRC, the MAC protocol and

other tasks must be made by the microcontroller and programmed by the user. This allows
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plenty of freedom to the user but complicate the task of the communication between nodes

in the network.

The connection between the node and the Synergie platform is shown in Figure 2.4. In this

first version, the measurement platform and the node are plugged by several connectors

(connectors in green color in the middle of the image). The independent resistor interface

does not exist in this first version because the resistors are integrated in the same circuit,

just before the input supply of each electronic component. The number of connectors be-

tween both circuits corresponds to two connectors for each component (terminals + and -

in the resistors) and, also, the connectors intended to the indicators between DIO pins. In

this case, we use four connectors for the indicators (m = 4), then, up to 24 = 16 indicators

can be identified. The supply voltage in node (3.3 V) is independent of the supply voltage in

measurement platform.

FIGURE 2.4: Node and measurement platform (Synergie) used for the experiments.

The gain of the ZXCT 1086 amplifiers is 50. This gain has been chosen according to the range

of currents used by the components on the node. The ADC is included in the ATmega328P. It

is an 10-bit ADC with eight possible inputs and a maximum symbol rate of 15 kSps. The cho-

sen value for the resistors (R1, . . . , Rn ) also depends on the range of the currents in the compo-

nents, mainly, it depends on the maximum value of the current coming from the datasheet.

Then, the choice of the value of these resistors follows the criteria expressed in (2.1).

Rn =
Voutref

Imaxn ·G
(2.1)

where Rn is the resistor situated with the component n ; Voutref corresponds to the refer-

ence output voltage used in the ADC of the measurements platform (in this case, the ADC
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is included in the microcontroller); Imaxn is the maximum current value extracted from the

datasheet of the component n ; and G is the gain of the operational amplifier.

Once the values of the resistors have been chosen, the system is ready to work. The micro-

controller of the Synergie platform is programmed to recover the data from the ADC inputs

and to send them to an external computer via the serial communication. In the external

computer, an algorithm has been created using MATLAB [124] to process these data.

2.2.2 Experiments with XBee Transceiver

An example of the current values recovered and treated by the Synergie platform from the

components of the node is presented in Figure 2.5. The energy behavior of each component

can be clearly observed. The blue plot corresponds to the current measurements from the

microcontroller (Arduino Nano v3.0), the red plot is for the XBee Series 1, the green plot (with

low current values) corresponds to the accelerometer and the black plot shows the current

values for the SD card. The embedded software executed in the microcontroller describes a

typical periodic data collection application in WSN. It consists in the recovery of some data

from the sensor and storing them in memory; after some time, these data is read from mem-

ory and sent via the RF transceiver to the coordinator node of the network. This network

follows a star topology with the end device nodes and a coordinator or sink node which re-

covers the data from the other nodes. The node under evaluation corresponds to an end

device node of the network.

Due to the energy constraint, the utilization of the sleep mode in the components of a node of

WSN is necessary. In Figure 2.5, we can easily observe when the components are in the sleep

modes, corresponding to the lowest current levels for each component. The lowest current

FIGURE 2.5: Current values in time for four components in a node.
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levels of the transceiver and of the SD card are almost zero whereas the lowest current level

of the microcontroller is not less than 2.5 mA. This shows the poor energy efficiency of the

Arduino platform because 2.5 mA of current in a sleep mode is a really high value. In the

software, the microcontroller stays in sleep mode until the overflow of its Watchdog timer

(WDT). When it occurs, the microcontroller requests a value to the sensor and this value is

stored in the Random Access Memory (RAM) of the microcontroller. After some values stored

in the RAM, the microcontroller takes all these values from the RAM and writes them in the

SD card in order to free the memory space in RAM. After several iterations of this process, all

data stored in SD card are read by the microcontroller and sent by the XBee transceiver to the

sink node of the network.

This Figure 2.5 represents a zoom on the part consisting in transmitting the information to

the coordinator node. We can observe how, before 0.94 s, all the components are in sleep

mode. Then, the WDT of the microcontroller wakes the microcontroller up to request a

value from the sensor (it corresponds to the small peak in blue plot). Immediately thereafter,

the microcontroller returns to the sleep mode. A few milliseconds later, the microcontroller

wakes up again to read all the values stored in SD card (see the peak in black plot) and to wake

the transceiver up. After that, the time to initialize the transceiver is shown in number 1© of

Figure 2.5. Number 2© corresponds to the time for the first packet to be sent via the serial

communication between the transceiver and the microcontroller. The maximum size of the

packets is established by the IEEE 802.15.4 standard and is equal to 100 bytes as maximum

payload of the packet. In this example, we use this maximum packet size. Number 3© repre-

sents the beginning of the transmission of the data packet. In number 4©, the transmission is

done and the acknowledgment frame (ACK) sent by the receiver is received. Numbers 5©, 6©

and 7© correspond to the same functions as the numbers 2©, 3© and 4©, respectively, but

for a new packet because in this example the microcontroller reads 200 bytes of data from

the external memory. The transceiver in number 8© listens to the channel for the last time

before going to sleep in number 9©. Note that the microcontroller, in the blue plot, goes to

sleep mode once the last information has been correctly received for the transceiver. This is

because the XBee transceiver has a certain degree of intelligence and can store into the mem-

ory the order from the microcontroller of go-to-sleep mode. The transceiver will accomplish

the sleep period after finishing the transmission. We can observe that these measurements

are done for four electronic components in parallel.

2.2.3 Experiments with TR3000 Transceiver

Another example of current measurements recovered by Synergie platform is shown in Fig-

ure 2.6. In this example, we evaluate the current consumption in a microcontroller (Ar-

duino Nano v3.0 platform), a sensor (ADXL345 accelerometer) and a low-power transceiver
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(TR3000). The TR3000 is a transceiver who has a fixed current level for reception mode (3 mA)

but a variable current level for transmission mode (in this example, 2 mA). Its power output

can be varied with a potentiometer installed before the TX input of the transceiver and, thus,

the range to transmit and the current level vary in the same way. In the example, the micro-

controller remains active for the whole experimentation period, the sensor continues with

its characteristic low current level and the sleep, transmit and receive modes are alternated

in the low-power transceiver. In this experimentation, the current level in transmit mode of

the transceiver is 2 mA whereas it is 3 mA in reception mode. In parallel, we can observe

the different indicators inserted in the embedded software. The indicator 0 corresponds to

the sleep mode of the TR3000, the indicator 1 appears in the transmit mode whereas the in-

dicator 2 informs about when the reception mode is active. These two images show a good

match between measurements and indicators, what allows to analyze and to change different

aspects in the node to optimize the energy consumption.

FIGURE 2.6: Current values and indicators measured by Synergie platform.

2.2.4 LoRa Node

The Synergie platform is able to evaluate a large number of types of nodes. In order to mea-

sure the current required by each electronic component in these nodes, the process is always

the same. An interface with resistors is placed between the node under evaluation and the

energy measurements platform. If the node is created specifically to these tests, the traces

between the power source and the supply input of a component are connected to two pins

in the circuit. These pins are directly connected to the resistor interface. On the other hand,

if the node already exists, the power supply trace of a component is cut and two wires are

soldered on each terminal of these traces. Each wire is connected to a terminal of the cor-

responding resistor. The resistor interface has been created separately in order to have a
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generic interface where the values of the resistors are changed according to the maximal cur-

rent value in the hardware component under evaluation.

Figure 2.7 shows a new node of WSN. This node is composed of a transceiver that uses the

LoRa technology citeLoRa, a microcontroller, in this case an ATmega328P placed in an Ar-

duino v3.0 platform, and sensors. This node is connected to the resistor interface by two

types of connectors: an analog part, where the power supply trace of each component in the

circuit is linked to the terminals of the resistors; and a digital part, where four traces recover

the digital signals from four DIO in microcontroller. These digital signals offer information

about the functions in the code in order to link the software with the current values. These

traces with the digital signals are directly connected to the energy measurements platform.

FIGURE 2.7: LoRa node connected to the measurements platform used by NI test bench.

The measurements platform presented in Figure 2.7 has been created to be used with NI test

bench, another power meter presented below, in Section 2.5.1. This is why a SMB connector

is prepared to be connected to each analog and digital input in this test bench. In this case,

we soldered three SMB connectors for three analog inputs but, in total, we could use up to five

analog inputs to evaluate five electronic components and four digital inputs. The differential

amplifiers chosen for this test bench are the Analog Devices AD8216 [131] amplifiers with a

bandwidth of 3 MHz and a gain of 3 according to its datasheet. Several tests has been carried

out to verify this gain of 3 and our results have confirmed the correct value indicated in the

datasheet-.
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In this node, we use the Semtech SX1276 [132] transceiver which includes the LoRa commu-

nications technology. This technology belongs to the Low-Power Wide Area Network (LP-

WAN) technologies which are characterized by a long range, a low power and a slow data

rate. The long range parameter avoids the multi-hop topology and, thus, the network layer

and the MAC layer issues. If the communication is done only between end device and sink

node, the transmissions of the packet coming from other nodes in the network disappear as

well as the adaptive routing techniques to find the most efficiency way until the sink. Other

phenomenons as the idle listening, the overhearing and the overhead in all the nodes de-

crease considerably or disappear. The probability of collisions is also reduced because of the

diminution of exchanges of packets between nodes. However, if the data rate decreases sig-

nificantly, the on-air time of the packets increases in the same way and, then, the interference

appears with the occupation of the physical channel. All these elements should be analyzed

by taking into account the energetic behavior of the transceiver and the microcontroller as

well as the energy according to the embedded software. This analysis will be carried out as

future work. Moreover, the comparison between the throughput of a multi-hop network us-

ing for instance the IEEE 802.15.4 technology and a LPWAN will become a really interesting

study, mainly, if we compare the energy efficiency between them for different applications.

2.2.5 Battery Model

From all the experiments, statistical data is obtained: minimal, maximal and mean value of

current for each component as well as for the whole circuit. From these current values and

with the voltage value used in circuit, we calculate the power values. Moreover, the total

energy consumed in the experiment is calculated using (2.2), but we use the discrete form in

(2.3) because the values obtained correspond to the samples of the measurements.

E =

∫ T

0

W (t )dt =

∫ T

0

V · I (t )dt (2.2)

E =
N
∑

i=1

Wi∆t =
N
∑

i=1

V · I i∆t (2.3)

where E is the energy consumption in the experiment from the initial instant to the end

of the period of experimentation (T ). W (t ) and I (t ) represent the functions of power and

current, respectively. i represents each sample whereas N is the total number of samples in

the experiment. Wi and I i represent the power and the current value corresponding to each

sample and∆t is the time of the sample which is fixed for every experiment.

The total energy consumed and the accumulated energy are calculated for some periods of

time in the experiment. The main goal for measuring the accumulated energy in the tests is to
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know the periods when the progression of this energy consumption is more or less important.

Thanks to the research study of Chen and Rincon-Mora [133] about a polymer Li-ion battery,

we have integrated the equation of the open-circuit voltage (VOC) of this battery according

to the State-Of-Charge (SOC), represented in (2.4). The representation of the discharge of

this battery is shown in Figure 2.8 where SOC = 1 represents the battery in full charge and,

consequently, SOC = 0 corresponds to the empty battery. This battery model has been used

in the rest of the work, mainly, to estimate the node lifetime.

VOC(SOC(t )) =−1.031 ·e−35·SOC(t )+3.685+0.2156 ·SOC(t )−0.1178 ·SOC2(t )+0.3201 ·SOC3(t )

(2.4)

SOC(t ) =
Ebat(t )

E init
=

E init−Econs(t )
E init

= 1−
Econs(t )

E init
(2.5)

FIGURE 2.8: Voltage in battery discharge.

The SOC in each instant (SOC(t )) is calculated using (2.5). The energy consumed (Econs(t ))

is calculated from a real node for each instant t . Moreover, the initial energy stored in the

battery (E init) is known (850-mAh). We calculate the energy remaining in battery (Ebat(t ))

for each instant from these data (energy consumed and initial energy in battery) and, as a

result we have the SOC. From (2.5) and (2.4), we calculate the value of VOC in battery and, if

we consider that a circuit is not operable below a certain voltage (for instance, in some cases,

below 2.8V ), we can estimate its lifetime.

In next section, we present a comparison of the energy measurement platform of the Synergie

platform with a power analyzer.



Chapter 2. Energy Measurements Platform and Experimental Results 51

2.2.6 Comparison Synergie - Power Analyzer

A comparison of the hardware device created in IRCICA laboratory with another instrument

is necessary to know the degree of reliability of this platform. We use a Keysight N6705A DC

Power Analyzer [134] to carry out this comparison. This power analyzer offers the supply

voltage and the ground to the device under evaluation in order to complete the circuit. Then,

the analyzer knows the current required and the voltage used by the device all the time. We

can use up to four slots in analyzer as four power supply sources with a current and voltage

sensibility of 18 bits and a minimum sample period of 20 µs. In data logger mode, it can

store the current, voltage and power values for up to four devices in parallel from 20 µs until

60 seconds of time. In this test, we use three slots to analyze the current in microcontroller,

radio module and sensor because these devices are the most important in the node. We

carry out a test of 30 seconds with a sample period of 61 µs; 30 seconds is enough to measure

several cycles of our program and 61 µs is much better resolution than in the first version

of measurements platform in Synergie, shown previously. The scheme of this experiment is

shown in Figure 2.9. The real node used for this test is presented in Figure 2.10a whereas the

connection between the N6705A DC analyzer and this node is shown in Figure 2.10b.

FIGURE 2.9: Schema of the connection N6705A - Node.

The hardware components included in this experimental node are the same microcontroller,

RF module and sensor as in node of Section 2.2.1, i.e. ATmega328P, XBee transceiver and

ADXL345. The embedded software consists in sending a 100-byte payload packet to the

coordinator node every 125 ms. Between two transmissions, the microcontroller and the

transceiver stay in sleep mode. Figure 2.11a shows a zoom in a transmission period of the

current values obtained in the power analyzer for each component where blue plot corre-

sponds to the microcontroller, red plot to transceiver and green plot to the sensor. After

several tests, we observe a high noise level obtained in the power analyzer. The sample rate is

clearly higher in this acquisition system than in our hardware platform explained in previous

section, but the noise level difficult the analysis of the currents. This is why, we calculate the

average value in a window of 20 samples and a step of 1 sample for this current values. The
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(A) XBee node used in
power analyzer tests

(B) N6705A DC power analyzer with XBee
node

FIGURE 2.10: Node and power analyzer for the comparison.

resulting chart is presented in Figure 2.11b. We observe the variation of the values because

of the noise in the measure process is clearly lowered. In accelerometer current values (green

plot), the variation is still quite significant since this sensor stays in active mode during all the

tests and, then, this current plot should stabilize in a value near 140 µs. If we compare cur-

rent charts in Figure 2.11b with the current values obtained by the measurements platform

presented previously in Figure 2.5, we observe that the current values coincide correctly. The

(A) Currents from the N6705A analyzer (B) Interpolation of currents from the
N6705A analyzer

FIGURE 2.11: Currents and interpolation obtained from N6705A DC power analyzer.

sleep mode in microcontroller reaches a current value of near 2.5 mA whereas the active in-

crease up to 9 mA. In the transceiver, the RX part at the beginning of the active period reaches

some values between 49 and 50 mA as well as observed in measurements of Figure 2.5. Then,

it appears two consecutive inverse peaks until 15 mA when the transceiver sends the data

packet. In both series of measurements, Synergie platform and N6705A analyzer, we observe

the current behavior of the radio module just before going back to sleep mode where it con-

sumes about 12 mA during 1.4 ms. Thanks to the high sample rate of the N6705A module,



Chapter 2. Energy Measurements Platform and Experimental Results 53

new behaviors in the radio module are observed as in active mode after the transmission

where the current decreases until the 42 mA during 1 ms. This version of the measurements

platform of Synergie is not able to detect clearly. Even if the N6705A analyzer offers a faster

sampling rate, the hardware device of Synergie platform obtains the energy measurements

with a high precision, as shown in the results.

2.3 Experiments and Results

Different experiments have been carried out with two types of nodes: a node with XBee

transceiver as radio module and the WSN430 node. In this Section, we present these ex-

periments and the obtained results.

2.3.1 XBee Node

The XBee node has been presented in Section 2.2.1. This node is composed of an ATmega328P

as process unit, a XBee Series 1 transceiver as transmitting unit, an ADXL345 accelerometer

as sensor unit, a SD card as storage unit and a TR3000 as low-power transmitting unit. The

XBee Series 1 is characterized by including the IEEE 802.15.4 technology that uses the Carrier

Sense Multiple Access (CSMA) [135]MAC layer protocol. Some parameters are configured:

− the baud rate in serial communication between microcontroller and transceiver;

− the power output level;

− the IEEE 802.15.4 channel used;

− the identification network address;

− the destination address;

− the number of retransmissions of a single packet;

− the type of sleep mode;

− among others.

In the first experiment, we compare the energy consumption when the size of the packets

transmitted by the node changes. This experiment has been realized in a laboratory en-

vironment with two nodes: an end-device node (the node under evaluation) and the sink

node of the network. The node is composed in this case of the microcontroller and the

XBee transceiver. The XBee module is configured with the Pin Hibernate sleep mode, then,
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this module remains in deep sleep mode until the arrival of an interruption from microcon-

troller. This microcontroller stays in sleep mode a time according to the period selected in the

Watchdog timer (WDT), in this case, tWDT = 16 ms. After this period of tWDT, the microcon-

troller takes a value from the accelerometer and stores it in Random Access Memory (RAM).

Then, the microcontroller wakes the transceiver up to transmit all the data stored in RAM

(NB_DATA). The energy consumption per bit is compared in Figure 2.12 according to the

quantity of values of NB_DATA= [10, 100, 550] bytes stored in RAM and, after that, transmit-

ted. The maximum value of normalized energy per bit (value 1 in normalization) corresponds

in this test to 70 µJ. In this result, we consider the energy of the three components (micro-

controller, transceiver and accelerometer) for the actions of waking up, taking a value from

sensor, storing the value in RAM and transmitting this value to the sink node. Moreover, we

FIGURE 2.12: Normalized energy consumption per bit transmitted according to the quantity
of data stored in RAM.

remind that the hardware components used are not the most energy-efficient because our

interest deals with comparing different manners to use commercial components, not with

using the lowest power components. This is why, the resulting energy per bit is so high in this

test. We observe in Figure 2.12 an important decrease between transmitting 10 bytes and 100

bytes. This is because in first case, the transceiver wakes up and sends a packet every 10 bytes

recovered from sensor, then, the system spends energy to wake the transceiver up, to com-

municates the data from RAM to FIFO in transceiver and to sends the data. With 100 bytes,

this process is less frequent and, therefore, the node saves energy if the maximum length of

the payload in an IEEE 802.15.4 frame is packaged and sent. In the case of NB_DATA = 550

bytes, we observe another decrease of energy consumption per bit but more softly because

we need to divide the 550 bytes of data in six packets with their headers and their confirma-

tions of ACK frames. This process of packaging and communication with sink node wastes

some energy.
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In the second experiment, we include the flash memory SD card as external storage unit in

the node. The results are presented in Figure 2.13. In the first instance, we present the results

without using the SD card, as in previous experiment. This case is shown in Figure 2.13 as

1->Without External Memory. Next values in abscissa axis of the graph represents the num-

ber of times that NB_DATA bytes are stored in the external flash memory. These values are

presented as NB_PAC = [2, 3, 4, 5, 6, 7, 8, 9, 10]. We show the difference of energy consump-

tion per bit for the three cases: 10, 100 and 550 bytes in RAM. We observe that in NB_DATA

= 10 bytes, the energy consumption remains much higher than the others, but we notice a

considerable decrease from the first case, without using the external memory, and last case,

with 10 times stored 10 bytes, i.e. 100 bytes transmitted in total. The difference of energy

can reach the 40%. In NB_DATA = 100 and 550 bytes, a difference between NB_PAC = 1 and

NB_PAC = 10 exists but it is not so remarkable.

FIGURE 2.13: Normalized energy consumption per bit with data stored in external flash
memory.

2.3.2 WSN430

The WSN430 [136] is a node of WSN created by Inria [137]. This node has been integrated

in SENSLab testbed [89], a part of FIT IoT-lab [90] platform, a WSN testbed created for re-

search purposes. This WSN430 node is composed of a MSP430F1611 [138]microcontroller,

a CC2420 [110] transceiver, a flash memory as external storage unit, an EEPROM serial num-

ber and different sensors as a temperature, a sound and an ambient light sensors. The Texas

Instruments CC2420 transceiver is configured according to the IEEE 802.15.4 standard and

it transmits the packets of information in the 2.4-GHz band. The functions executed by the

MSP430F1611 microcontroller in WSN430 can be managed by different operating systems as

Contiki, TinyOS, FreeRTOS or Riot.
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In this case, the WSN430 node is an existing device created by another research laboratory,

then, the process to connect the Synergie platform according to the diagram of Figure 2.2 is

different. Firstly, we have to identify the supply inputs in each hardware component that we

want to evaluate. For that, we study the printed circuit board (PCB) layout and we cut the via

which corresponds to the supply input. Two wires, one of each side of the cut line, are linked

to the resistor interfaces. The values of the resistors are chosen according to the maximum

current value of the components under evaluation. Then, the resistor interface is connected

to the Synergie platform, as shown in Figure 2.14

FIGURE 2.14: WSN430 node linked to the energy measurement platform.

For this experiment, we embedded Contiki OS [139] in the WSN430 node. This program con-

sists in waking the transceiver up every 125 ms in order to listen the channel and every eight

iterations, i.e. every 1 second, the transceiver sends a 19-byte payload packet to the coordi-

nator node. The current profiles of this process in microcontroller and radio module are pre-

sented in Figure 2.15. We observe a maximum current value in CC2420 radio module equal

to about 16 mA whereas the microcontroller reaches maximum values of 4 mA. The differ-

ence of current levels between a sleep mode and an idle listening or a transmitting mode is

considerable. This is why the node should remains in sleep mode the most of its time, but it

depends also on the desirable performance of the application. Table 2.1 shows the time and

the average current values in the transceiver for each operating mode from these results. We

calculate that in transceiver, the sleep mode spends the 0.5% of the energy even if this com-

ponent remains in this mode the 88% of the time. The idle listening mode spends the 37.3%

of the energy even if no packet is received whereas the energy consumed in transmit mode is

62.2% of the total energy.

In Section 2.4.2, the energy consumed in the WSN430 node is studied in detail for an appli-

cation with external interference in the physical channel.
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TABLE 2.1: Values and percentage values of time and energy for the operating modes in
WSN430 node.

Modes Time (s) Av. current (mA) Iter. in a period Perc. Time Perc. Energy

Sleep 0.123 0.0053 8 88 % 0.5 %

Listen 0.0064 9.1845 7 4 % 37.3 %

Transmit 0.0894 7.6631 1 8 % 62.2 %

FIGURE 2.15: Current values in microcontroller (MSP430 in blue) and RF module (CC2420 in
red) in WSN430 node.

2.4 Impact of Interference on Energy Consumption

The impact of the interference on the Quality-of-Service (QoS) of the communications be-

tween nodes of a WSN is of an important interest to the research community. The QoS means

the overall performance of the communications that is evaluated according to some aspects

as the error rate, the bit rate, the throughput or the transmission delay. The deterioration of

the QoS may imply a longer activity in the node to try to send correctly the packets and, then,

an increase of the energy consumption in this node.

This study focuses on the impact of interference in 2.4-GHz ISM band on the energy con-

sumption of WSN nodes. The coexistence of several wireless communication technologies in

the 2.4-GHz band as Wi-Fi (IEEE 802.11), IEEE 802.15.4, Bluetooth, wireless cameras, among

others, represents a major problem in WSN. Other sources of interference as microwave

oven in a same environment can also prevent the communication. Figure 2.16, extracted

from [140], presents clearly the different wireless technologies which coexist in 2.4-GHz band.

The carrier frequencies used by these technologies coincide with all or a part of the 16 chan-

nels (from 11 to 26) of IEEE 802.15.4 technology in this frequency band. We observe that
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FIGURE 2.16: Wireless communication technologies in 2.4-GHz band [140].

the microwave oven can reach an output power of 60 dBm whereas the Wi-Fi (IEEE 802.11)

technology reaches 20 dBm and occupies an important part of the band with its three main

channels (1, 6 and 11).

In [141] and [140], this problem is studied by calculating the packet reception rate (PRR) ac-

cording to the interference level and the technology selected. In [142], the impact of the in-

terference from Wi-Fi, Bluetooth and microwave ovens on the PER of ZigBee (IEEE 802.15.4)

transmitters is studied. The case of buildings was proposed. Besides, M. Petrova et al. present

in [143] an interesting work about the impact of the interference caused by IEEE 802.11g/n

technologies in IEEE 802.15.4 networks. In this study, the authors calculate the PRR accord-

ing to different parameters as the selected IEEE 802.15.4 channel, distance or angle between

the nodes and the interference makers. However, in none of these works, the study of the

relation between the impact of interference and the energy consumption is done.

The authors of [144] propose a solution to measure the interference level in order to decrease

its impact on QoS and energy consumption of WSN nodes. However, the quantitative eval-

uation of the impact of interference on energy consumption of wireless communication is

not provided. The energy consumption of interference measurements part is only evaluated

theoretically, using a model from [145].

In [146], the increase of energy consumption due to interference is illustrated by calculating

the excess energy through a home automation scenario that features a simple retransmis-

sion without any radio duty cycle (RDC) protocol, which is important to implement in order

to increase the battery life. Moreover, the energy consumption of multiple retransmissions is

simply estimated as a product of the energy of single transmission by the number of trans-

missions.

None of these works neither studied experimentally the energy consumption of the node nor

combined the energy and interference measurements. We present an experimental study of

the interference from real devices in relation with the energy consumed by the nodes of WSN

when the retransmissions and the packet loss occur.
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2.4.1 First Results

2.4.1.1 Experiment 1

The first experiment to show the impact of the interference on the energy consumption of a

WSN node has been carried out with a XBee node in the IRCICA laboratory. The embedded

software of this node consists in sending a packet of maximum size (100 byte in payload) ev-

ery 1.6 seconds to the coordinator node. This coordinator is located at 3.5 meters from the

end device node. A Wi-Fi access point is placed in the same laboratory at 10 meters from

the node under evaluation. This Wi-Fi device uses the channel 1 of the IEEE 802.11 stan-

dard according to the information offered by inSSIDer Home [147] software application, as

shown in Figure 2.17a. This channel, as any IEEE 802.11 channel in 2.4-GHz band, occupies

a bandwidth of 22 MHz centered in 2.412 GHz. On the other side, the bandwidth of the IEEE

802.15.4 channels is 2 MHz and each channel has a distance of 5 MHz with its consecutive

channels. Then, the IEEE 802.15.4 channels that are perturbed by the IEEE 802.11 channel 1

are the channels 11, 12, 13 and 14, as depicted in Figure 2.17b extracted from [148]. In this

experiment, the XBee transceiver is configured in channel 12.

(A) Wi-Fi channels (2.4-GHz band) in IRCICA
laboratory with inSSIDer Home software

(B) Wi-Fi and IEEE 802.15.4 channels share
the same frequency band [148]

FIGURE 2.17: Wi-Fi and IEEE 802.15.4 channels in 2.4-GHz band

In the present experiment, the first 10 seconds remains without external interference. Af-

ter that, we add some interference with a smartphone placed at 30 cm from the node and

connected to the Wi-Fi access point. While the smartphone download and upload data, we

observe visually that the coordinator node does not receive all the packets sent by the end

device node.

Figure 2.18 represents the currents in microcontroller (in blue), XBee transceiver (in red) and

sensor (in green) for a 60-seconds test with interference in the wireless channel. We observe

the part number 1©, where the interference does not exist. The system works properly in

this 10 first seconds: the radio module wakes up every 1.6 seconds, sends a packet and goes

to sleep mode again. In part number 2©, the interference appears and the perturbations

in current values start. We observe that, in 2©, the XBee module tries to send correctly the

data packet. According to the IEEE 802.15.4, this means to send a data packet and to wait
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for the acknowledgment (ACK) frame coming from the coordinator node. If the transmitter

node does not receive the ACK frame, the same data packet is sent again after a timeout

period. This process is repeated until the ACK frame is well received or the packet has been

sent a maximum number of times. The part number 3© in Figure 2.18, represents a period

where interference exists but its level becomes lower than in part 2©; we have decreased this

interference level in a controlled manner. Then, in 3©, some packets are well sent in a first

time and others need some retransmissions.

FIGURE 2.18: Current values in XBee node with interference.

The average current for all the circuit in 1© is calculated with 3.77 mA while, in 2©, reaches

the 36.74 mA, i.e. almost 10 times more than in 1©. In 3©, this average current is 14.48 mA,

3.8 times greater than in the case without interference.

2.4.1.2 Experiment 2

In this experiment, we use the same XBee node to compare the energy consumption for dif-

ferent lengths of transmitted packets and for different interference levels in channel. The

payload lengths of the packets in the tests are NB_DATA = [1, 10, 20, 30, 40, 50, 60, 70, 80, 90,

100, 110] bytes.

Firstly, the experiment is made in a laboratory environment without interfering nodes which

can complicate the transmission of packets between nodes. Later, another XBee node that

uses the same IEEE 802.15.4 channel, i.e. the same frequency, as the node under evalua-

tion is installed in the same medium. This interfering node sends a 100-byte payload packet
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every 100 ms to another coordinator node in a different network. Then, we have two net-

works that use the same communication technology and the same frequency channel in the

same environment. This scenario is closer to reality since, in the future world of IoT, several

technologies that use the same carrier frequency to send the packets will coexist in the same

physical environment. After that, we add another interfering XBee node. This node is a clone

of the first interfering node. This node works in the second network and sends one 100-byte

payload packet to the coordinator every 100 ms. We notice that both interfering nodes are

not synchronized and, then, it is quite possible that they send a packet in different instants.

This fact increases the probability of collisions in the medium and implies extra energy con-

sumption. A third interfering XBee node with the same functions is finally installed in the

same environment.

The results are shown in Figure 2.19. The ordinate axis represents the normalized accumu-

lated energy consumption. This normalization is made respect to the highest value in all the

cases. The No interf. plot represents the energy consumed for the node when no interfering

nodes are present in the medium. We observe that this case is the more energy-efficient. The

Interf 1 Node chart shows the energy when only an interfering node is added. We observe that

the energy consumption does not increase much for one interfering node. The increase of

the consumption when two interfering nodes (Interf 2 Nodes) are installed is more important

whereas, for three interfering nodes (Interf 3 Nodes), the energy increases dramatically. In

Figure 2.20, we show the increase of the normalized energy consumed by the node with the

different interfering nodes with respect to the case without interference.

FIGURE 2.19: Normalized energy consumption without and within interference.

Thanks to this experiment, we show two aspects. The first one is that the energy consumption

decreases if the size of the packet is optimized, i.e. the packet size is near its maximum value

(100 bytes for this communication standard). The extra energy consumption in each trans-

mission exists due to two causes: the initialization time of the transceiver when it reaches the

active mode; and the header of 28 bytes in each packet. For instance, in the experiment of
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FIGURE 2.20: Difference between energy consumption without and within interference.

1-byte packets, the energy consumption is very high because the header (28 bytes) is much

longer than the real information in the payload but, moreover, for the initialization period

of each 1-byte packet. On the other hand, the second parameter shown in this experiment

is this impact of the electromagnetic interference on the energy consumed by the circuit. In

Figure 2.20, we observe that in 1-node interference case, this increment of energy is a stable

value of approximately 0.1 times greater than the experiment without interference for all the

packet lengths. For 2-nodes interference case, this increase of energy is more changeable

because, for smaller packets, this difference reaches 1.4 times greater, while, for longer pack-

ets, it remains 0.8 times. In 3-nodes case, the interference levels are totally unstable, then,

we obtain greater variations that can reach the 4.5 times more of energy with respect to the

experiment without interference.

Next Sections 2.4.2 and 2.4.3 present a more accurate study of the impact of interference on

the energy consumption.

2.4.2 IEEE 802.15.4 Interference

This new study of the interference has as main goal to assess the energy loss when the re-

transmissions of a packet are done. Moreover, after obtaining and analyzing the results, we

estimate the average energy consumed by each packet transmitted as well as the lifetime of

the node according to the interference level in the physical channel.

2.4.2.1 Experimental Setup

Two sets of devices have been used to complete the experiments of this work: one for the

transmission part (TX) and the other for the reception part (RX). Both sets are composed of

three different devices each one, as shown in Figure 2.21:
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1. WSN430 node [136], as the node under evaluation.

2. TelosB mote [102] is used to measure the interference in the channel. This device has

been chosen to this test because it has a similar hardware structure to WSN430. In fact,

WSN430 has been developed based on TelosB. It is programmed with a Contiki code

that reads Received Signal Strength Indicator (RSSI) values at the center frequency of

the channel used by the WSN430 nodes. This option is implemented in the CC2420

chip, which provides average values of electromagnetic energy measured during 128

µs intervals. The metric distance between TelosB and WSN430 node is 10 centimeters

(cm) approximately.

3. Synergie platform, as the energy measurements platform. The node under evaluation

and the measurement platform are connected by the resistor interface which makes

the measurement unit compatible with different WSN nodes. The node is also con-

nected to the Synergie platform via two General Purpose Input-Output (GPIO) lines

in order to synchronize energy measurement data with different states of the device

(e.g. beginning of the retransmission, dropped packet). GPIO lines provide this in-

formation directly from the embedded code of the microcontroller of WSN430. The

measured values and GPIO codes are transmitted to a computer through a serial link.

Then, the synchronized energy measurements from the hardware are analyzed to ob-

tain the current required by each component independently and to assess the energy

consumption.

In this work, we analyze the average values of RSSI and energy consumption for each appli-

cation layer packet (including retransmissions). These values are calculated between the end

of previous packet and the end of current packet which are delimited using GPIO signals. The

timestamp values are used to synchronize the packets in the measurements.

FIGURE 2.21: Devices used in the Interference - Energy experiment.
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We have carried out a unicast communication between two Contiki-driven WSN430 nodes:

one sender (TX) and one receiver (RX). Both nodes use Rime protocol [149] on a network

layer, X-MAC [59] Radio Duty Cycle (RDC) management strategy and CSMA MAC algorithm

as parameters of Contiki OS communication stack. In physical layer, the data are included in

IEEE 802.15.4 packets. These protocols have been included in this experiment since they are

commonly used in real networks. The packets are generated every second by the transmitting

node. The size of the payload is 19 bytes. 6 bytes of a Rime network layer header and 15 bytes

of IEEE 802.15.4 data link layer header (for 16-bit addressing) are added. Thus, the total size

of each packet is 40 bytes. Packets to send are placed in a buffer which can store up to 24

packets in our case.

Following the X-MAC protocol, a transmitting node wakes up when it has a packet to trans-

mit. Then, it sends a sequence of beacons (X-MAC preamble) containing the MAC address of

the destination node in order to establish a connection. Once the receiver node is awaken, it

decodes the MAC address from the beacon and if it is the packet destination, it sends an X-

MAC early acknowledgment (ACK) packet back to the TX node. After reception of the X-MAC

early ACK message, the transmitting node starts to send a packet with data, which should

be acknowledged by the receiver in case of correct reception. Otherwise, it repeats the pro-

cedure of sending the same packet starting from X-MAC connection establishment after a

random back-off time. In is important to note that the size of a data ACK message is 11

bytes [150], which is about 4 times smaller that a data packet in our case. According to the

IEEE 802.15.4 protocol, transmitting node can have up to three tries to send each packet. If

after three transmissions there is still no data ACK message received, the current data packet

is discarded and deleted from the buffer. A 125 ms duty cycle is set as a parameter of X-MAC

protocol. Then, the receiving node wakes up every 125 ms to check whether there is any

packet to be received on the channel.

The experimental measurements have been carried out using two different scenarios. In first

case, called ideal case, the devices where placed in an anechoic chamber, while the second

case, called real case, the experiment was done in IRCICA laboratory. In both cases, we use

as interfering source three XBee nodes working in the same channel as the node under eval-

uation. These interfering nodes send a 100-payload packet every 10 ms and are switched on

progressively in order to reach different interference level during the experiment. In ideal

case, the XBee nodes are placed at a distance of 20 cm from the experimental node while, in

real case, these interfering nodes are located further, in different places of the laboratory, as

in a real network.

During the experiments, we have collected the packet statistics information as number of

retransmissions (on TX side) and number of received duplicated packets (on RX side) for each

generated application layer packet. The experimental results of anechoic chamber scenario
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are presented as an example in Table 2.2. Each row in this table represents the number of

physical transmissions of a single application layer packet on the TX side, with a maximum

of three transmissions according to the IEEE 802.15.4:

− Type of packet ’1’ corresponds to the situation when a single packet is sent once, it is

well received by RX and the ACK sent by RX has been well received by TX. This is the

ideal situation, normally for the lowest interference levels.

− Packet type ’2’ corresponds to two transmissions of a single packet, whether a data

packet or an ACK packet is lost.

− The same logic also applies for type packet ’3’, TX sends three times the same single

packet and TX receives the ACK only after the third transmission which indicates that

the packet has been well received.

− In type of packet ’4’, three transmissions of a packet have been done but TX has not

received the ACK packet to confirm the well reception. In this case, two options are

possible: either one or several data frames are received by RX but the ACK messages

are lost or no data frame is well received by RX.

On the other hand, each column in Table 2.2 corresponds to the number of times when a

single packet is received by RX:

− Packet type ’1’ describes the situation when a packet is received once, the best situation.

− Packet type ’2’ occurs when a single packet arrives twice to RX due to the loss of an ACK.

− Packet type ’3’ represents one packet received and two duplicates of the same packet.

− Packet type ’4’ corresponds to "no packet received".

The detection of these retransmissions, duplicates and loss of packets, requires an accurate

synchronization. This synchronization between TX and RX has been possible thanks to the

TABLE 2.2: Number of transmissions per packet sent on TX side and number of received
duplicated packets on RX side by the RF modules. (Example)

’1’
1 RX

’2’
2 RX

’3’
3 RX

’4’
0 RX

’1’ 1 TX 745

’2’ 2 TX 203 24

’3’ 3 TX (success) 131 20 1

’4’ 3 TX (fail) 77 10 0 330



Chapter 2. Energy Measurements Platform and Experimental Results 66

timestamps created by the software ExtraPuTTY [151] as well as the signals generated by the

GPIO lines connected between WSN430 node and Synergie platform. Then, synchronized

values enable to combine the type of packet on TX and RX sides.

We observe in Table 2.2 that the most of the transmitted packets correspond to the combi-

nation ’1’-’1’, where the used format is ’TX’-’RX’, i.e. type of packet on TX and in RX sides,

respectively. Then, ’1’-’1’ represents the ideal situation, where a single packet sent by TX is

correctly received by RX after first trial and the corresponding ACK is received by TX. Com-

bination ’2’-’1’ happens when TX transmits a single packet twice and it is received by RX

only once, thus, one data frame is lost in the channel, as shown in Figure 2.22. Besides, ’2’-’2’

means that a single packet was transmitted twice and received twice also, thus, the first trans-

mission has been completed but the ACK sent from RX was lost. This situation appears rarely

because of the short length of the ACK frames. The situation ’3’-’1’ occurs when three trans-

missions of a single packet are done and only one frame arrives properly to RX. Also, in ’3’-’2’,

three transmissions are present, two frames are well received and one ACK is lost. In ’3’-’3’,

TX sends three times the same packet and it is correctly received the three times, but two ACK

packets are damaged or lost in the channel. We observe as well that the event ’3’-’2’ occurs

less often than ’3’-’1’ whereas ’3’-’3’ appeared only once in this example. Indeed, when the

channel occupancy is increased significantly due to the interfering signals, the probability to

lose a data frame is higher than to lose an ACK, by the reason of difference of size, i.e on-air

FIGURE 2.22: Examples of combinations of type packets TX-RX.
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time. However, in ’4’-’1’, TX sends three frames of a same single packet, one data frame is

received by RX but the corresponding ACK does not reach TX node, then, according to TX,

this packet is considered as lost. The same situation occurs in ’4’-’2’ but, in this case, two

frames are successfully received by RX and all of two ACK messages are lost. As the case of

’3’-’3’, the combination ’4’-’3’ is unlike to appear since the probability to lose three consecu-

tive ACK messages while receiving three duplicated data frames is very small. Therefore, the

case of ’4’-’3’ was never appeared in this experiment. Finally, ’4’-’4’ corresponds to the situ-

ation when the interference in the channel makes the communication impossible. No data

packet are received by RX and, then, ACK packets are not sent.

We observe that Table 2.2 corresponds logically to a triangular matrix, because the number

of receptions cannot be greater than the number of transmissions.

The results and the analysis of these results are shown more accurately in next Section.

2.4.2.2 Experimental Results

We present the Figure 2.23 whose points represent the synchronized measurements of en-

ergy consumption of the radio module, interference level and packet transmission statistics.

Figure 2.23a corresponds to the energy consumed by the transmitter’s radio as a function

of measured RSSI for each application layer packet. The different packet types of transmis-

sions (ACK received/not received) explained in Table 2.2 are presented by different colors

(red, black, green and blue for packet types ’1’, ’2’, ’3’ and ’4’, respectively). The number of

packets for each type is also presented in the legend of Figures 2.23. In these results, we can

notice three distinguished sets of points. The first set is situated in the zone of low interfer-

ence (around−95 dBm) and low energy consumption. This set contains the packets success-

fully received after one transmission and only one packet retransmitted once. These packets

were transmitted during the first part of the experiment, carried out without any interference

thanks to anechoic chamber ideal characteristics, which explains the high first transmission

success rate. One-retransmission packet (packet type ’2’) can be caused by internal problems

in the receiver node. Second set of points is situated around interference level of −83 dBm.

So, the gap between these two sets of points is bigger than 12 dB. No packets are situated in

this RSSI values interval because the first interfering XBee node is switched on suddenly. The

second set of points corresponds to the case of one to two interfering nodes. In this case,

due to the increased level of interference, we can observe important number of packets re-

transmitted once or twice (types ’2’ and ’3’ respectively) as well as dropped packets (type ’4’).

Average energy consumption is also significantly increased. The third set of points is situated

near the interference level of −72 dBm. This set of points is related to the case of three inter-

fering nodes. In this case we can observe important number of dropped packets prevailing



Chapter 2. Energy Measurements Platform and Experimental Results 68

(A) TX side

(B) RX side

FIGURE 2.23: Energy consumption vs RSSI per packet type in ideal case. A) in TX side and B)
in RX side with red, black, green and blue points for packet types ’1’, ’2’, ’3’ and ’4’, resp.

over other types of packets. Also, we observe that some packets are placed between the sec-

ond and the third set. This fact is due to the synchronization and interference between the

three XBee nodes, because the effect of some packets sent by these devices may be canceled

by other packets and the RSSI level can vary.

Similar graph, presented in Figure 2.23b, is obtained from measurements on RX side. In

this graph different numbers of receptions (duplicate packets) for every packet, as seen in

Table 2.3, are represented by different colors. As in the TX case, three sets of points can be

observed. First set is represented by packets received once (without duplication). Second

and third sets of points contain important number of never-received packets (type of packet

’4’). The average interference level corresponding to these sets of points is lower than in TX

case (-97;-90;-83 dBm vs -95;-83;-72 dBm respectively) due to an increased distance between

transmitter, interference sources and interference measuring part at the RX side. We observe

in Figure 2.23b some packets type ’1’ (red points) that consume as well as the packets type

’4’, this fact is due to the extended preamble of some packets (some parts of the preamble are

lost) because of the interference in the channel.

We calculate the average energy consumption for every type of packet (’1’, ’2’, ’3’ or ’4’) on TX

side. These values are shown in Table 2.3.
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TABLE 2.3: Results of energy, number of packets and total energy per type of packet on TX
side. Ideal case.

Packet Type ’1’ ’2’ ’3’ ’4’

Avg. Energy (mJ) 1.82 5.26 9.36 9.77

No. packets (%) 48.5% 14.9% 9.7% 26.9%

Total energy (%) 17.0% 15.1% 17.3% 50.6%

According to the results in Table 2.3, the average energy consumption for a packet retransmit-

ted once is more than double, almost three times greater than the energy of a single trans-

mission. The reason of this energy overhead is the X-MAC connection establishment pro-

cess. Likewise, in average, the energy needed to send a packet three times is about five times

greater than in case of a single transmission. The average consumption of a case of three

transmissions without success (no ACK received, packet type ’4’) is slightly greater than one

of successful case (packet type ’3’) due to the additional waiting time before timeout. Thus,

the energy consumption increases in a nonlinear way with the increase of number of trans-

missions.

In RX side, the results are different. We remind that the packet types in RX is related to the

ACK frames lost, what is highly improbable because of their small size. This is why packet

type ’3’ (i.e. three times received the same packet with two ACK frames lost) does not appears

in this experiment. Table 2.4 contains the information of average energy, number of packets

and total energy. This total energy in TX and in RX side is calculated from average energy and

number of packets.

TABLE 2.4: Results of energy, number of packets and total energy per type of packet on RX
side. Ideal case.

Packet Type ’1’ ’2’ ’4’

Avg. Energy (mJ) 2.35 3.19 5.86

No. packets (%) 75.2% 3.5% 21.3%

Total energy (%) 56.6% 3.6% 39.8%

In real case, i.e. the experiment in laboratory environment, similar graphs are provided. Fig-

ures 2.24 represents different types of packets as a function of energy consumption and mea-

sured RSSI on TX and RX sides. As for the ideal case, we can clearly notice three sets of points.

Since the conditions of the experiment are different, these sets of points are shifted in RSSI

axis in comparison with the set of points in the ideal case. We also notice a more significant

variance of RSSI values than in the ideal case due to presence of signal reflections and exter-

nal sources of interference. The same explanation also holds for the presence of retransmit-

ted and lost packets in the lowest interference zone, where no XBee module is active. In this

case, this zone corresponds to the set of points around −93 dBm RSSI level in Figure 2.24a,
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(A) TX side

(B) RX side

FIGURE 2.24: Energy consumption vs RSSI per packet type in real case. A) in TX side and B)
in RX side with red, black, green and blue points for packet types ’1’, ’2’, ’3’ and ’4’, resp.

measured by the CC2420 of the TelosB mote. At RX side, Figure 2.24b, we can also observe an

increased variance of energy and RSSI. Three different sets of points are differentiated, but

we can observe a more dispersed scatter of points. However, the gap between the second and

the third set, around −89 dBm and −83 dBm respectively, is not as clear as in the ideal case.

This fact is also due to the external sources of interference.

In this case, the statistics of average energy consumption, number of packets and, thus, total

energy consumption in TX side per packet type is explained in Table 2.5. We observe that the

average energy per packet in real case is similar to the average energy in ideal case, seen in

Table 2.3. The value that differentiates the results obtained in ideal case and those obtained

in real case is the quantity of dropped packets (type ’4’). This is why in ideal case the dropped

packets consume near the half of the energy in the node (50.6%) whereas, in real case, this

value is up to 65.1%.

We calculate the distribution of the packet type according to the RSSI levels on TX side. Fig-

ure 2.25 represents this distribution in RSSI windows of 5 dB from -95 dBm until -70 dBm.

The percentage values of the distribution in each bar are indicated on the same figure. We

observe that the [−90, −85] dBm window does not exist in this case because, in ideal case

experiment, there is not any point in this window of interference.
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TABLE 2.5: Results of energy and number of packets per type of packet on TX side. Real case.

Packet Type ’1’ ’2’ ’3’ ’4’

Avg. Energy (mJ) 2.01 5.40 8.76 9.71

No. packets (%) 46.2% 10.4% 5.5% 37.9%

Total energy (%) 16.4% 9.9% 8.6% 65.1%

FIGURE 2.25: Packet distribution per RSSI window on TX - Ideal case with dark blue, light
blue, yellow and brown slices corresponding to packet types ’1’, ’2’, ’3’ and ’4’, respectively.

In Figure 2.25, we observe how the packets of type ’1’ (in dark blue) located in the [−95,−85]

dBm window correspond to almost 100% of the packets. This is coherent because the experi-

ment was completed in the anechoic chamber. In [−85,−80] dBm window, the percentage of

packets ’1’ has dramatically decreased but it continues to be the predominant type of packet.

Also, the number of the other types of packets has increased significantly, especially types

’2’ and ’4’ with a relative frequency of 23.3% and 24.7%, respectively. In [−80, −75] dBm

window, packets ’1’ have decreased to 23% whereas type ’2’ and, mainly, ’4’ continues to in-

crease. [−75, −70]dBm window corresponds to the zones where the interference becomes

higher due to the activity of the three XBee modules.

In the [−75, −70]dBm window, the dominant packet is ’4’ with the 72.5%, which means that

three of four packets sent with this level of interference will be lost. We also observe the

low percentage of packet type ’3’ in all the windows. This constitutes an important issue

because the probability to receive a packet successfully after three tries is low while the en-

ergy consumed by this type of packet is too high. At this point, we can conclude that having

transmission limit set to three is not efficient in case of high interference, because the rela-

tive frequency of success after third transmission is very small while the relative frequency of

fail is high (7.9% and 72.5%, respectively) for a window of [−75,−70]dBm. So, decreasing the

maximal number of transmissions can help to save energy.
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On the other hand, in real case, the distribution of the different types of packets is possible

for 5 different interference zones from −95 dBm to −70 dBm with the step of 5 dB because

there are packets situated in all the five windows of RSSI level, then, the distribution is also

done in the slice [−90, −85] dBm. Figure 2.26 shows this distribution.

FIGURE 2.26: Packet distribution per RSSI window on TX - Real case.

We observe different behaviors of the system in each window. In the zone with less interfer-

ence ([−95, −90] dBm), the percentage of successful transmissions is 99.3% (packets ’1’, ’2’

and ’3’) whereas the percentage of having a successful transmission with only one try (packet

’1’) is 90.5%. Due to the external sources of interference, this percentage is less than in the

ideal case, where it reaches 99.7%. The percentage of packets ’1’ decreases on an exponential

way until it reaches 0% in the highest interference zone. At the same time, the percentage

of packets ’4’ increases towards the zone with more interference. The amount of packet ’4’

increases slightly while the decrease of packet ’1’ is more significant because of the presence

of the types ’2’ and ’3’ in the windows between−90 dBm and−75 dBm of RSSI. Other aspect

to notice is that packet type ’3’ represents the packet with the smallest percentage of appear-

ance in all the windows of RSSI, as in ideal case. Also, it is important to take in consideration

that the percentage of the packet type ’4’ in windows with the maximum of interference,

[−80,−75] dBm and [−75,−70] dBm, are 84.7% and 96.2%, respectively. This means that the

probability to transmit a packet successfully is very low. Then, we should avoid sending the

packets when the interference reaches these levels in order to improve the energy efficiency.

2.4.2.3 Average Energy and Estimation of Node Lifetime

The average energy consumption in each slice of RSSI has been calculated from the average

energy consumption per type of packet and from the packet distribution per slice of RSSI, as
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shown in (2.6).

ERSSIk =
N
∑

n=1

pn ·Eavg(n ) (2.6)

where ERSSIk represents the average energy consumption per window k of RSSI; N is the

total number of different types of packets, then, here N = 4; pn corresponds to the relative

frequency of the type of packet n . Eavg(n ) is the average energy consumption per type of

packet.

The results obtained for the ideal case are depicted in Table 2.6. After these results, we

demonstrate here that the average energy consumed by a transmitted packet varies accord-

ing to the level of interference in the channel. Then, a packet transmitted with an interference

level situated in the [−75, −70] dBm window will consume 4.6 times more in average than a

packet sent when the RSSI value does not exceed -85 dBm.

Then, we calculate the maximum number of packets (with 19-byte payload) transmitted ac-

cording to the interference level until the total discharge of the battery in the node. For that,

we have chosen the real 850-mAh TCL PL-383562 polymer Li-ion battery presented in Sec-

tion 2.2.1. We consider that below 2.8 V, the circuit does not work. This point arrives near

the 5% of SOC, then, the maximum amount of energy in battery used to supply circuit corre-

sponds to about 95% of the total energy stored in battery. Table 2.7 shows the average time

spent by TX node per type of packet. This average time is obtained from experimental re-

sults. We observe that the time for the packets of type ’1’ and ’2’ is less than 1 second. This is

because the packets stored in the buffer are sent as quick as possible. These packets are tem-

porary stored in buffer after transmission failures, then, once the transmission is possible, TX

node tries to empty the buffer.

Based on the energy stored in battery, the maximum number of packets transmitted per slice

of RSSI and the average time per packet, it is possible to estimate the lifetime of the node per

level of interference. These results are shown in Figure 2.27. In this Figure, the lifetime of the

node decreases dramatically from 46.8 days in the [−95, −85] dBm window to 20.2 days in

TABLE 2.6: Average energy and maximum number of transmitted packets per RSSI window -
Ideal case.

RSSI (dBm) -95 to -85 -85 to -80 -80 to -75 -75 to -70

Avg. energy (mJ) 1.84 5.71 6.74 8.47

Num. of packets (×106) 5.23 1.68 1.42 1.13

TABLE 2.7: Average time per type of packet - Ideal case.

Type of packet ’1’ ’2’ ’3’ ’4’

Time (ms) 774.0 908.8 1428.6 1327.2
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[−85, −80] dBm window, then, more than by half. The lifetime continues to decrease up to

16.2 days if the interference level in the channel stays in [−75, −70]dBm window.

FIGURE 2.27: Lifetime node according to the interference level - Ideal case.

On the other hand, in real case, we have the Table 2.8 which includes the average energy

consumption of the TX side radio module for each interference windows.

These values have been obtained from the distribution of the different types of packets per

slice of RSSI and the average energy corresponding to each type of packet for the real case.

We observe that the average energy consumed by a transmitted packet grows with the inter-

ference level, mainly due to the dropped packets (packet type ’4’). We can notice that the

energy consumption of the radio module in the highest interference zone is about four times

bigger than the consumption in the lowest interference zone. This becomes an important in-

dicator of the impact of the interference on the energy consumption and on the performance

of the system.

We calculate the number of packets that TX can send with a 850-mAh battery supplying the

TABLE 2.8: Average energy and maximum number of transmitted packets per RSSI window -
Real case.

RSSI (dBm) -95 to -90 -90 to -85 -85 to -80 -80 to -75 -75 to -70

Avg. energy (mJ) 2.37 6.29 7.48 8.97 9.54

Num. of packets (×106) 4.04 1.52 1.28 1.07 1.01

TABLE 2.9: Average time per type of packet - Real case.

Type of packet ’1’ ’2’ ’3’ ’4’

Time (ms) 704.6 971.6 1371.7 1320.5
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node, as in ideal case. The results of the number of packets per slice of RSSI are also pre-

sented in Table 2.8. We observe that four times more of packets could be sent in conditions

of low interference in comparison with the highest interference conditions. In Table 2.9, the

average time of each type of packet is shown. This average time is calculated directly from

the experiment measurements, as in the ideal case.

Finally, the lifetime of the node according to the interference level is represented in Fig-

ure 2.28. The maximum possible lifetime is in this case 34.4 days whereas the operation of TX

node only in the zone of the highest interference level can lead to only 15.2 days, which is less

than the half. Also, if we compare both, ideal and real cases, lifetime of the node is shorter in

all the RSSI slices of the real case due to the interference caused by the external sources.

FIGURE 2.28: Lifetime node according to the interference level. Real case.

Next section presents the results obtained for similar experiments with other interfering sources

such as Wi-Fi technology.

2.4.3 Wi-Fi Interference

The tests with Wi-Fi interference have been carried out in a laboratory environment. For that,

we use the same experimental setup as in the previous Section, with the same devices shown

in Figure 2.21. The TX node sends a 19-byte payload packet every second and waits for the

ACK frame coming from RX node. In this case, the interference source is a laptop placed at 30

cm from the TX node. This computer uses its Wi-Fi module to communicates with the Wi-Fi

access point 10 meters away. In order to send the IEEE 802.11 packets in a controlled manner,

we use the D-ITG [152] (Distributed Internet Traffic Generator) tool where it is possible to

choose the length of packet and the number of packets per second to be sent.

The IEEE 802.11 frame format [153] is composed of a fixed header of 34 bytes and maximum

payload of 2312 bytes. In this test, we choose a payload of 250 bytes with a data rate of 54
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Mbps, however, the data rate in header is different than in payload, 6 Mbps. Then, the on-air

time is calculated through the expression in (2.7). We have a duration equal to tpaq1 = 82.37µs

that a Wi-Fi frame stays on the air. The on-air time of an IEEE 802.15.4 frame is also calculated

in (2.8). In this case, the total length of the frame is 40 bytes and the data rate is R = 250 kbps.

Then, this on-air time is tpaq2 = 1.28 ms, i.e.
tpaq2

tpaq1
= 15.5 times greater than the on-air time

for IEEE 802.11. With this information, we can calculate that an IEEE 802.11 frame occupies
40 bytes

15.5 = 2.57 bytes of IEEE 802.15.4 frame or, thus, 2.57× 8 bits = 20.59 bits. This is enough

to corrupt an IEEE 802.15.4 packet.

tpaq1 =
(L header×8 bits)

Rheader
+

L payload)×8 bits

R
=

34×8

6 ·106 +
250×8

54 ·106 = 82.37µs (2.7)

tpaq2 =
(L header+ L payload)×8 bits

R
=

40×8

250 ·103 = 1.28ms (2.8)

In this experiment, the channel starts without interference from the laptop during 2 minutes

30 seconds. Then, we decrease the interval of sending the IEEE 802.11 packets every 2’30"

in 100, 300, 500, 700, 900 packets per second. The analysis of the packets sent by the TX is

represented in Figure 2.29a while the analysis in RX is depicted in Figure 2.29b. We observe

that, in both cases, the energy consumed by the packets according to their packet type is co-

herent, since the packets ’1’ (in red) remains the less energy-hungry. Then, the occurrence of

packets ’2’, ’3’ and ’4’ decreases whereas the average energy consumed by these packet types

increases respectively. In abscissa axis the situation is different, the range between the lowest

and the highest RSSI values is small (around 7 dB), and the measurements are not coherent.

This is due to the RSSI measurements of CC2420 transceiver included in TelosB. These mea-

surements are carried out every 128µs, whereas the IEEE 802.11 packet on-air time is shorter,

tpaq1 = 82.37µs. Then, CC2420 radio module and, generally, the IEEE 802.15.4 transceivers

are not able to measure if the channel is occupied by other electromagnetic sources, as IEEE

802.11 devices or the microwave ovens. This is a serious problem in WSN applications where

many packets may be corrupted because of these interference sources and the WSN nodes

cannot detect these perturbations in the channel.

The average energy, the number of packets and the total energy values par packet type in this

experiment are presented in Table 2.10. We observe that the average energy in this case is

similar to the average energy per packet type obtained in precedent tests with IEEE 802.15.4

interference.

We conclude with these results that an application layer packet transmitted one, two or three

times will consume in the same way for all the types of interference. The value that changes

is the number of packets for each packet type and, therefore, the total energy consumed.
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(A) TX side

(B) RX side

FIGURE 2.29: Energy consumption vs RSSI per packet type with Wi-Fi interference.

TABLE 2.10: Results of energy, number of packets and total energy per type of packet on TX
side. Ideal case.

Packet Type ’1’ ’2’ ’3’ ’4’

Avg. Energy (mJ) 1.60 4.76 8.86 9.65

No. packets (%) 63.0% 23.2% 7.6% 6.1%

Total energy (%) 29.9% 32.6% 20.0% 17.4%

The study of the distribution of packet types and the node lifetime per interference window

is not accurate in this case because of the low precision in RSSI measurements. This is why,

this node lifetime according to the interference level caused by a Wi-Fi device will be study

more precisely in a future work. These perspectives are explained in Section 2.5.2.
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2.5 Perspectives

2.5.1 Synergie Platform - NI Test Bench

As shown in Figure 2.2, the architecture of the hardware part of Synergie platform remains the

same for any power meter used. Previously, in Section 2.2.1, we presented an energy mea-

surements platform with five ZXCT 1086 amplifiers and an ATmega328P microcontroller with

ADC. However, other power meters can be used if we follow the schema of Figure 2.2. Another

more sophisticated microcontrollers and ADCs or a solution based on a field-programmable

gate array (FPGA) were planned to be used in order to recover the energy measurements from

a WSN nodes. Moreover, this task can be accomplished by a test bench created by National

Instruments.

FIGURE 2.30: Energy measurements NI test bench.

This test bench is composed of a NI 5751 digitizer adapter module [154] that works with a

NI FlexRIO FPGA module [155]. This NI 5751 module contains 16 analog input channels

with 14 bits of resolution and a data acquisition rate of 50 MS/s. Moreover, this device has

8 digital input channels. Then, the NI 5751 module recovers the energy measurements and

the digital indicators from the node under evaluation. This information is taken by the FPGA

module and stored in a NI HDD-8265 RAID [156]with 6 TB of capacity. All these modules are

managed by a program in LabVIEW [157] included in a computer. This computer, the NI 5751

and the NI FlexRIO FPGA modules are included in a NI PXIe-1082 chassis [158], as shown in

Figure 2.30. Then, these data stored in the RAID may be analyzed in mathematical software

such as MATLAB.

The first experiments using this test bench has been realized with a LoRa node (explained

in Section 2.2.4). The energy measurements from the node are correctly recovered by the

system and shown in LabVIEW, but some problems occur in our case when these data are

exported to the mathematical software. This is why, the next steps of this study with the NI

test bench are considered as future work.
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2.5.2 Energy Consumption vs. Interference with NI USRP

The future work of the interference study consists to substitute the TelosB as channel sniffer

by a high-performance device as a NI USRP (National Instruments Universal Software Ra-

dio Peripheral). We have already this Software Defined Radio (SDR) device, precisely the NI

USRP-2922 [159] with a frequency band from 400 MHz to 4.4 GHz, to realize some channel

measurements using LabVIEW [157] software.

Figure 2.31 shows an example using the USRP as channel sniffer, where the amplitude is in

ordinate axis and the time in abscissa axis. The channel analyzed is the IEEE 802.15.4 channel

12 with 2 MHz of bandwidth centered in 2.410 GHz. Several signals of three types of wireless

technologies that coexist in the same frequency band are differentiated. The USRP is placed

close to a XBee node which sends a 100-byte payload packet every 100 ms to the coordinator

node. A Wi-Fi access point is situated at a distance of 10 meters from the XBee node and,

moreover, a smartphone with the Bluetooth module activated is placed to 2 meters. Then,

the smartphone communicates via Bluetooth with another smartphone in the same room.

The Wi-Fi access point is activated and continuously sends the control packets, but any Wi-

Fi device in the same room communicates with this access point.

In Figure 2.31, we have an IEEE 802.15.4 packet with a considerable on-air time due to the

slow data rate of this technology. A small Wi-Fi control packet also appears just after the

IEEE 802.15.4. Then, a Bluetooth packet arrives at the same time as the IEEE 802.15.4 and,

even if this Bluetooth packet is much smaller, it achieves to corrupt the IEEE 802.15.4 packet.

Thus, a retransmission of the IEEE 802.15.4 packet is done and the time in active mode of

the XBee node increases. This shows that an impulse noise, which cannot be detected by

the IEEE 802.15.4 transceivers, may corrupt a packet, increases the energy consumption and

decreases the lifetime of the node.

FIGURE 2.31: Coexistence of technologies in 2.4-Ghz band. Measurements by NI USRP.





Chapter 3

Energy Consumption Model

3.1 Introduction

Energy measurements have been carried out by an experimental platform. Our main objec-

tive consists in optimizing the hardware (the use of the electronic components in the circuit)

and the software (the embedded code in the microcontroller of the node) to consume as less

energy as possible. For that, we have to evaluate in a realistic way the energy consumed by

the nodes of a WSN. We can then calculate the energy consumption and estimate the battery

lifetime thanks to an energy model. Finally, we reach some conclusions to modify the soft-

ware and/or the hardware in the node. Figure 3.1 depicts this process. Between the energy

measurements obtained by the energy platform and the estimation of lifetime, we need to

develop a mathematical algorithm which describes an energy model. This process is carried

out as many times as necessary to reach the optimization.

FIGURE 3.1: Process of node lifetime estimation.

In this chapter, firstly, we present a theoretical energy consumption model based on the state

of the art of the energy models. Then, we introduce a new algorithm which automatically

analyzes the data in order to obtain the parameters of the model, based on a Markov chain.

We show how the automatic energy model predicts the lifetime of the node and how this

algorithm allows to optimize the hardware and the software of the nodes in a easy way.

81
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3.2 Theoretical Energy Consumption Model

3.2.1 Deterministic Model

In this Section, we will present a deterministic approach to model the energy consumption,

we will then discuss related works and show the limitations of such an approach.

The total energy consumed in a node is equivalent to the sum of energy consumed by every

electronic component, as expressed in (3.1).

ETotal =
N
∑

i=1

E i =
N
∑

i=1

Pi ·Ti (3.1)

where i represents each electronic component in the circuit of the node and N is the total

number of components in this circuit. E corresponds to the energy consumption, Pi to the

power and Ti to the functioning duration.

The energy consumption in each electronic component is composed basically of two dif-

ferent modes: the state and the transition. The current in state generally corresponds to a

stable level of current. This level of current will be higher or lower, depending on the action

executed by the component. When this component modifies its action, the level of current

can change and, then, a transition between the current levels occurs. This transition may be

important in energy consumed due to a high (in current) or a long (in time) change of level.

Then, the difference in the states and the transitions between states must be included in the

energy model. The energy consumed by an electronic component in the circuit is presented

in (3.2) whereas the expressions of energy consumed in a state and in a transition are pre-

sented in (3.3) and in (3.4), respectively. We can notice that, generally, in a theoretical model,

the transition between states is represented by a linear progression but, in a real situation

this progression can differ from such a linear function.

E i =
M
∑

state=1

Estate+
M−1
∑

trans=1

Etrans (3.2)

where M corresponds to the number of different states in an experiment whereas Estate and

Etrans are represented in

Estate = Pstate ·Tstate (3.3)

Etrans =
(Pstate−Pstate+1)Ttrans

2
+Pstate+1Ttrans =

(Pstate+Pstate+1)Ttrans

2
(3.4)
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The power consumed in the transition state Ptrans is calculated from the equation of the mid-

dle point. It means that the midpoint between two consecutive states are identified and mul-

tiplied by the transition duration Ttrans.

Besides, we can find two types of energy consumption states: the fixed states and the data-

rate-depending states. For fixed states, the time (Tstate) does not depend on other parameters

that the activation time. This type corresponds to states as sleep, active or idle. However,

some electronic components use some different rates to execute an action. For instance, an

external flash memory uses a certain data rate to read or write data; an RF transceiver can

send and receive packets with a given data rate whereas the serial communication with a

microcontroller can be established with a different data rate. Then, the time spent depends

on the length of the data flow and on the data rate of the device. This type of states is called

data-rate-depending state (DR) and its energy consumption is defined in (3.5).

EstateDR = PstateDR ·TstateDR = PstateDR

Np
∑

j=1

L j

Rk
(3.5)

where PstateDR is the power needed and TstateDR is the time spent by the component in this

state. TstateDR can be expressed as the division between the length L j of the j th packet and the

data rate Rk of the k th action. Np represents the number of packets to be treated.

The objective of the energy model is to reproduce the different states of the electronic com-

ponents of the node as the finite state machine (FSM) shown in Figure 3.2. In fact, each

electronic component works in different operating modes with different current levels.

FIGURE 3.2: FSM of the operating modes in the electronic components of a node.
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In general terms, the microcontroller contains three operating modes: sleep, idle and active.

The sensor is composed of different states which depend on the type of sensor, but the sleep

and the active operating modes constitute the basic states for this type of hardware compo-

nent. In an external memory, we find always the same basic operating modes: sleep, write,

read and other states as open a file and close a file. The communication or radio module is

generally the most complex device because it is composed of some operating modes such as

sleep, initialization, serial communication with microcontroller, packaging of the informa-

tion, calculation of cyclic redundancy check (CRC), clear channel assessment and channel

energy detection (CCA/ED), packet transmission and packet reception.

The timetable of Figure 3.3 represents an example of the time spent in each state for the state

machine presented in Figure 3.2. Both, currents and time of each state play a key role in the

energy consumption and both must be integrated in the model. The FSM and the timetable

with the states of the electronic components are used in most of the energy consumption

models found in research studies, as we will see in Section 3.2.3.

FIGURE 3.3: Timetable of states in each device.

Furthermore, each operating mode may consist in several variations, for instance the sleep

mode in a microcontroller has several low-power modes (LPM) with different current levels.

An example of a microcontroller with different LPMs is a MSP430F1611 microcontroller [138]

from Texas Instruments, where the sleep mode is composed of LPM0 with 75 µA, LPM1 with

also 75µA, LPM2 with 17µA, LPM3 with 2.6µA and LPM4 with 0.2µA. In this microcontroller,

the LPM4 operating mode has a lower current level than LPM0 but, on the other hand, the

microcontroller takes more time to wake up in LPM4 than in LPM0. Then, depending on the

type of application, the LPM0 can be more energy efficient than the LPM4. Another example

of variations in an operating mode is the transmission power of a radio module. For instance,

in CC2420 transceiver [110] from Texas Instruments, the output transmission power may take

different values, as shown in Table 3.1 and the current requested by this device varies with the

output transmission power.
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TABLE 3.1: TX mode in CC2420 and the respective currents.

TX Mode Current

TX (+0 dBm) 17.4 mA
TX (-1 dBm) 16.5 mA
TX (-3 dBm) 15.2 mA
TX (-5 dBm) 13.9 mA
TX (-7 dBm) 12.5 mA
TX (-10 dBm) 11.2 mA
TX (-15 dBm) 9.9 mA
TX (-25 dBm) 8.5 mA

In Figure 3.4, we present the FSM of the possible operating modes in a microcontroller as,

for instance, the ATmega328P microcontroller. This microcontroller is integrated in a node,

such as the node evaluated in Chapter 2, with other components as radio module and sen-

sor. This FSM has been created from the behavior of the microcontroller observed in the

measurements and from the information contained in the datasheet of the component. As

seen in Figure 3.4, at the beginning, the microcontroller stays in sleep mode, the lowest power

mode. After some time, it wakes up, this state is considered a transition between the prece-

dent sleep state and another state. The duration of the wake-up state depends on the chosen

sleep mode. Then, the embedded software can reach different states as idle, the use of a serial

communication (UART, I2C, SPI) to take a value from the sensor or to wake the radio module

up. The idle state corresponds to the central state with which the embedded software can

reach most of the other states. After taking a value from the sensor, generally, this value is

FIGURE 3.4: FSM in microcontroller.



Chapter 3. Energy Consumption Model 86

stored in the RAM of the microcontroller. On the other hand, in the embedded software un-

der evaluation, once the microcontroller wakes the RF module up, the microcontroller reads

the values stored in RAM and offers these values to the transceiver via a serial communica-

tion. Another action that the microcontroller can carry out is the reception of a packet. For

that, it wakes the transceiver up and asks this RF module to listen to the wireless channel. The

packets received by the RF module are transmitted to the microcontroller via a serial com-

munication and, then, this information is stored in RAM. Almost any state in the process can

reach the sleep mode through an intermediate transition called Goto-sleep in the diagram of

Figure 3.4.

The actions of the RF module can also be expressed as a FSM, as shown in Figure 3.5. This

FSM is even more complex than the FSM in microcontroller because of the greater number

of possible states. The presented example also represents the case of Chapter 2 with a XBee

module Series 1 as transceiver. The states are grouped in four fields and, moreover, a fewer

generic states. The first field corresponds to the sleep mode where three different sleep states

can be configured. These three sleep states are called in XBee transceiver datasheet [127] as

Sleep 1, Sleep 2 and Sleep 4. The Sleep 1 is the Hibernate mode where the current level is the

lowest (< 10µA) but the time to wake up is quite long, about 13.2 ms. The Sleep 2 corresponds

to the Doze mode with a higher current than in Hibernate mode (< 50 µA) but with a lower

FIGURE 3.5: FSM in radio module.
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wake-up time (about 2 ms). Finally, Sleep 4 corresponds to a cyclic period time determined

by the RF module. A time to wake up is configured in the transceiver and this device wakes

up automatically to listen to the channel while the microcontroller continues to sleep. If the

transceiver identified a packet in the channel, this device wakes the microcontroller up to

receive and treat the information. This is a different way to work in the node that may be

interesting depending on the type of application. As explained before, each sleep mode has

a different way to wake up, as presented in Wake-up states 1, 2 and 4. Once the transceiver

is awake, three possible actions can happen: idle, transmission (TX) or reception (RX). Also,

from idle state, the process can reach the TX or RX sets of states:

• The TX process begins with the transmission of the information from the microcon-

troller to the transceiver via a serial communication. Once the information arrives to

the RF module, the packaging process is done where a header is added at the begin-

ning of the packet and the cyclic redundancy (CRC) field is added at the end after its

calculation from the bytes in the information (payload) and in the header. After this

packaging process, the packet is ready for transmission. Then, an energy detection

(ED) of the wireless channel and a clear channel assessment are carried out by the

transceiver to evaluate if the channel is not occupied in the instant of transmitting the

packet. The data packet is sent and processed by the receiver. At this moment, the

transmitter listens to the channel waiting for the acknowledgment (ACK) frame which

confirms the correct reception. After these states, the transmission action finishes and

the transceiver returns to the sleep mode or it remains active in the idle state.

• In RX modes, the device listens to the wireless channel in order to receive a packet.

If the received packet is correct, the receiver sends an ACK frame to the node which

transmitted the packet. If the ACK frame is well received by the other node, the RX

mode ends with the communication of the data to the microcontroller in the node.

Then, the process in the transceiver can stay in idle state or go to sleep mode.

Besides, a node may contain different types of sensors. The main states of a sensor are repre-

sented by the FSM in Figure 3.6. Only two states, sleep and idle or active, and two transitions

between the states: wake-up from sleep to active state and goto-sleep from active to sleep

mode. Depending on the sort of sensor, the current level in sleep and in active states changes

as well as the time spent in the transitions.

With the previous FSMs in microcontroller, transceiver and sensor, we show the complexity

of a generic energy model where each electronic component can work in different states. The

FSM in microcontroller contains 11 states, the FSM in transceiver is composed of 18 states

whereas 4 states are in the FSM of the sensor. This means that the timetable of the global

states in the node (as seen in example of Figure 3.3) can contain up to 11× 18× 4 = 792
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FIGURE 3.6: FSM in sensor.

different global states. Moreover, we explained that some states are composed of variations

as the sleep mode in microcontroller, the sleep mode in transceiver or the output transmit-

ting power in the transceiver. Then, the deterministic modeling of the energy consumption

becomes a really hard task.

3.2.2 Lifetime Estimation

We now present an example of the estimation of the battery lifetime in a node based on such

a theoretical energy consumption model. These tests have been carried out to complete the

results in energy aspects of Amal Abbadi’s thesis [160], in CSAM research team [3]. Amal’s the-

sis consisted in the study of structural health monitoring in buildings, bridges or others civil

infrastructures through wireless technologies as WSN. The constraint of energy consumption

and the lifetime of the node is a major issue because the nodes are installed in the concrete of

the solid structures when these structures are built. These nodes must be operational during

the building lifespan, i.e. tens of years. Furthermore, there are two critical phases to mea-

sure the characteristics of the concrete (temperature, humidity, deformation): 1) the first six

months, when the structure has just been built and the concrete is still wet; and 2) after 40

years, when the infrastructure becomes old and some problems may appear. Unfortunately,

once the nodes are installed in the infrastructure, they cannot be removed. This is why, the

energy efficiency in the nodes is crucial.

A simple generic energy consumption model based on the expressions previously presented

(3.2)-(3.5) has been used to calculate the lifetime of the nodes. The nodes integrate differ-

ent devices as a TI MSP430F2370 [161]microcontroller, a sub 1-GHz Nordic Semiconductor

nRF905 [162] RF module and temperature, humidity and deformation sensors. The current

values obtained from the datasheets for the different operational modes in these devices



Chapter 3. Energy Consumption Model 89

are represented in Tables 3.2, 3.3 and 3.4, respectively. The sensor used in this case is the

temperature-humidity sensor.

TABLE 3.2: Currents in
microcontroller

Mode I (mA)

Power-off 0.00085
Stand-by 0.023
Active 1 0.39
Active 2 6

TABLE 3.3: Currents in
RF module

Mode I (mA)

Power-off 0.0025
TX (-10 dBm) 9
RX 12.8

TABLE 3.4: Currents in
sensor

Mode I (mA)

Sleep 0.001
Active 2

The embedded software consists in taking a value from the sensor after tsleep seconds. The

time spent to take a value is 20 ms and each value is equivalent to 2 bytes. Then, the mi-

crocontroller and the sensor go back to sleep mode. This process is repeated for Ndata = 10

times, after what, the RF module is activated. The serial communication between the micro-

controller and the transceiver is done with a data rate Rser = 57600 bps while the data rate of

the RF communication between two nodes is RRF = 100000 bps. We add the header to the

payload with a destination address of 2 bytes and a source address of 2 bytes, in addition to

a CRC field at the end of the packet composed of 2 bytes. We complete the time of active

mode in RF module with a preambule of 1 ms before sending the packet and an ACK frame

comprising the same header as for the main packet and the CRC field, thus, the length of the

ACK frame is 6 bytes. The battery used by the evaluation of the lifetime corresponds to two

AA batteries with 2500 mAh of capacity. We consider that with a capacity of less than 5%,

the voltage level offered by the battery falls down under the level necessary for the correct

functioning of the circuit.

Now that the hardware and the embedded software in the node for this test have been pre-

sented, we can calculate the lifetime for several situations. In the structural health monitor-

ing applications, the duration that the node remains in sleep mode between two measure-

ment times from the sensor can be quite long because the characteristics of the concrete

do not change much (this is particularly true after the first six months of the construction).

Then, the first test consists in comparing the lifetime of the node for different periods of sleep

mode. We choose tsleep = [1, 2, 3, 4, 5, 10, 20, 30, 60, 120, 180, 240, 300, 600, 1200, 1800, 3600].

The current values chosen for the sleep and active modes in microcontroller are the lowest

values in Table 3.2, obtained from the datasheet, i.e. 0.00085 mA for sleep mode and 0.39 mA

for active mode. In this case, the node lifetime in relation of the sleep time is represented in

Figure 3.7 and the values are shown in Table 3.5. We can observe that in best cases, when the

sleep period reaches values higher than 3 minutes (180 seconds), the difference between two

consecutives values is no longer significant. In this zone, the function reaches a saturation

state, when most of energy is consumed in sleep mode.
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FIGURE 3.7: Lifetime of node vs. tsleep

TABLE 3.5: Lifetime values vs. tsleep

tsleep(s ) 1 2 3 4 5 10 20 30 60 120 180
Lifetime (years) 7.1 12.6 17.2 20.9 24.1 34.8 44.6 49.3 55.1 58.47 59.7

tsleep(s ) 240 300 600 1200 1800 3600
Lifetime (years) 60.3 60.7 61.5 61.9 62.1 62.2

Figure 3.8a depicts the part of energy spent in sleep mode and in active mode depending on

the tsleep value. We observe that when tsleep = 180 s, the weight of the sleep mode with respect

to the active mode is higher than 95%. Then, after this point, even if tsleep increases in order to

extend the node lifetime, the situation does not improve very much because the proportion

of energy in sleep mode approaches 100%. In conclusion, extending in this example the sleep

mode duration over 180 s is not interesting, because the throughput decreases whereas the

lifetime remains more or less the same, around 60 years. Figure 3.8b represents a zoom of

Figure 3.8a from tsleep = 1 s to tsleep = 180 s. We observe the progression of the percentage of

energy used by the sleep mode according to the increase of the period of this sleep mode.

In a second test, we carry out an estimation of the node lifetime for the same node and the

same embedded software but with different current values in sleep and in active mode, as

shown in Table 3.2. Figure 3.9 presents these values of lifetime according to tsleep, where

Sleep low corresponds to the current value 0.00085 mA, Sleep high is 0.023 mA, Active low is

0.39 mA and Active high is 6 mA. In Figure 3.9a, we observe that the lifetime depends only on

the current level of the sleep mode when the time spent in this mode is significantly longer

than the time in active mode. For this reason, the graph with sleep low level converge to a

lifetime value around 62 years while the lifetime in both graphs with sleep high current level

is slightly above 10 years. Figure 3.9b depicts the same charts but with values tsleep ≤ 60 s.

In these graphs, we notice that for values tsleep ≤ 4, the use of Sleep high, Active low current
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(A) Percentages of energy.

(B) Zoom in Figure 3.8a.

FIGURE 3.8: Percentage of the sleep and active modes in total energy consumption.

levels is more energy efficient than with Sleep low, Active high. This means that the active

mode may be important in the energy efficiency of the node but for periods of sleep mode

less or equals to 4 seconds.

The next step would be to use measurement platform of Synergie to adjust Tables 3.2, 3.3

and 3.4, but the number of states make the task quite difficult and dependent on the hard-

ware and the software implementation. We want to alleviate this difficulty by automatically

analyzing the measured energy values.

Before that, we present in Section 3.2.3 the studies found in the research publications con-

cerning the energy consumption model.
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(A) Lifetime in different cases.

(B) Zoom in Figure 3.9a.

FIGURE 3.9: Node lifetime for different current values in sleep and active mode.

3.2.3 Related Work

The energy consumption model in WSN has been of considerable interest in the last years

to the research community. Proof of this is the quantity of related research publications. We

can find works that use the deterministic approach that we proposed in Section 3.2.1 or other

works that try to solve the problem of complexity encountered by such as approach. In this

Section, we present some of those works related to models and we discuss the different points

treated in these studies.

Deterministic models are often used with WSN simulators. For instance, a generic theoretical

energy consumption model is presented in [163]. The authors develop an energy model for

each principal hardware component in the node: processor, transceiver and sensor. These

energy models follow the concept of the expressions (3.2)-(3.5). The processor energy model

(PEM) is composed of three states called sleep, idle and run. A power value characterizes each
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state and the time for the transitions between these states is also indicated. In transceiver en-

ergy model (TEM), six different states are identified: Tx, Rx, Off, Idle, Sleep and Clear Chan-

nel Assessment and Energy Detection (CCA/ED). Energy consumption in Tx and Rx states

follows the (3.5) expression where these energy depends on the data rate of the communi-

cation and on the length of the packet. The transition time for all the changes of states are

also considered. Sensor energy model (SEM) consists of one state (sensor-run) and two tran-

sitions (on-off, off-on). The node energy model (NEM) involves the three models PEM, TEM

and SEM whom are evaluated in parallel. Using OPNET simulator [164] with 20 nodes of a

WSN randomly distributed in an area, they conclude that the nodes located in the center of

the area consume more energy than those which are in the edges due to the routing tasks.

In [165], the energy model proposed by the authors exclusively focuses on the RF module in

the node. This model consist of a FSM with four states: transmission, reception, idle and

sleep. In transmission state, the data rate of the communication as well as the length of

the packet are considered. Moreover, the power required by the transceiver depends on the

power used by its amplifier which depends on the minimum output power required for the

receiver to listen a packet correctly. This minimum output power (Pmin) is calculated accord-

ing to the Friis transmission equation, shown in (3.6).

Pmin =
�

4πR

λ

�2

·
1

G t Gr
·Pr (3.6)

where R represents the distance between transmitter and receiver, λ is the wavelength, G t

and Gr correspond to the antenna gain in both sides, transmitter and receiver, and Pr is the

power required by the receiver to receive a packet, generally called sensitivity. In receive state,

the authors consider the energy consumed in the reception as well as in the decoding of the

packet. The idle state corresponds to the time that the transceiver listens to the channel

but, also, for the CCA activities. The transitions between the states are not considered in

this model. Again, a simulation of a node of WSN is done in order to calculate the energy

consumed by each state in the transceiver model.

A similar study is presented in [166], where energy consumed depends on the output transmit

power of the nodes. The output transmit power is chosen according to the link connection:

the received power value is measured through the RSSI in receiver node and, then, the value

for transmit power is evaluated. The results in this study show the number of nodes that die in

a network after some time and according to some parameters as the number of nodes in the

network or the distance between them. These results have been obtained after simulations

in three different simulators: OMNeT++, C++ and ns-2 simulators.

In [167], another energy consumption model which depends only on the energy consumed

by the transceiver is presented. In this case, the authors go into more details. The power in all



Chapter 3. Energy Consumption Model 94

the parts of the transceiver is concerned: the baseband digital signal processing (DSP) circuit,

the front-end transmitting and receiving circuits as well as the amplifiers in transmitting and

receiving parts. The characteristics of the path loss and of the antennas are also considered.

For a transmission distance R , the energy consumed by the whole network in a multi-hop

configuration with n hops is defined. Then, the authors show interesting results about the

total energy consumption according to the distance R and the number of hops n . Three

types of transceivers are evaluated: TI CC1000 [168] at 433 MHz, TI CC1000 at 868 MHz and

TI CC2420 at 2.4 GHz. The power values are extracted from their datasheets. Concerning the

communication between nodes, the authors assume a simplified Carrier Sense Multiple Ac-

cess with Collision Avoidance (CSMA/CA) [135] with Request-To-Send (RTS), Clear-To-Send

(CTS) and acknowledgment (ACK) frames. The length of each frame and of each data packet

is also considered. Thanks to this detailed theoretical model, the energy consumed by the

transmitting unit of the nodes in the whole network is calculated and, then, an optimization

of the routing in the network is possible, as with the Best Effort Routing Algorithm (BERA)

proposed by the authors.

In [169], D. Schmidt et al. present an energy model of a MICAz [80]mote, also based on a FSM.

States as well as transitions between states are considered. Figure 3.10a and 3.10b show the

FSMs of the energy model in microcontroller and transceiver, respectively. We can observe

(A) FSM in microcontroller

(B) FSM in transceiver

FIGURE 3.10: Energy model in microcontroller and transceiver of MicaZ [169].

that each state is defined by a current level and the time of the transitions is also indicated.
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The transitions in microcontroller are counted in clock cycles whereas in the transceiver, they

are in seconds. The authors used the Avrora [82] simulator to test their energy model and to

obtain the results.

In [170], W. Dargie presents an interesting study about the dynamic power management

(DPM): a power management unit can dynamically vary the voltage level (dynamic voltage

scaling (DVS)) or the clock frequency (dynamic frequency scaling (DFS)) in order to improve

energy efficiency. The power consumption decreases when the voltage level decreases as well

as when the clock frequency decreases. The author uses a deterministic approach for their

model: he introduces an example of a node with three parts and several operating modes in

each part: memory unit with three states, transceiver with three states and microcontroller

with six states. Then, 3× 3× 6 = 54 different global states. The DPM technique can be ex-

pressed as a state machine where the dynamic variations of voltage and frequency in circuit

are made with regard to the task scheduling, the workload and the energy required, as shown

in Figure 3.11.

FIGURE 3.11: DPM method as a state machine [170].

Besides, the authors in [171] [172] define an overall energy consumption model in a network

thanks to the Hierarchy Energy Driven Architecture (HEDA). They aim at calculating the life-

time of a network, taking into account all the elements in the network. The energy consumed

contains different energy elements as the energy consumed by the electronic components in

a node (E individual), the effect of the neighbor nodes (E local), the effect of all the nodes in the

network (Eglobal), the possible energy harvesting recovered from the environment (Ebattery)

and the energy consumed by the communication between the node and the sink in the net-

work (Esink). In the individual energy component, the authors take into account the energy

consumed by the microcontroller, the sensor, the transceiver and a external storage unit. Fig-

ure 3.12 shows the FSM of these types of nodes. The authors consider some operating modes

in each electronic component but they forget others as the sleep mode in all components
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FIGURE 3.12: FSM of HEDA node [171].

or the serial communication between the microcontroller and the other components. How-

ever, in local communication between neighbor nodes, the model considers some elements

as the neighbor monitoring, communication protocols, the effect the collisions as well as the

overhead of the transceiver in the channel. The energy function of the global constituent

takes into account the topology of the network, the packet routing, the packet loss and the

protocol overheads in the whole network. This overall energy consumption model integrates

many elements of the network, but in a superficial way. The lack of depth in the details of

the different energy models (individual, local, global, sink) does not allow to reach a higher

reliability in the model.

In [173], the authors compare a energy model based on Petri nets and another model based

on Markov chains. A Markov model is a discrete-time stochastic model where the next state

depends only on the current state. However, Petri nets is a simulated based approach for

modeling that includes the states called places with intermediate states called transitions.

The transitions decide the place to go based on some conditions. These conditions are in-

troduced by the user as well as the firing distribution mode that indicates the delay of the

process in the transition. A firing distribution can be instantaneous (without delay), expo-

nential (according to a coefficient) or deterministic (a fixed delay). The Petri net model takes

more time to calculate the energy consumed than the Markov chains because of the condi-

tions (a time to decide the place to move) and the delays in the transitions. However, Petri

net model can easily be modified and is much more flexible than Markov chains. According

to this study, thanks to its dynamic way to work, the results obtained with the Petri net model

are more accurate than those of the Markov model.

Many ways to model the energy consumption of a node in a WSN have been studied in the

literature. We have explained in this Section some of these methods. Most of them express
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an energy model as a FSM of the states in each electronic component in the node. Others

add the part of the interaction between two nodes in the channel with the output transmit

power, the minimum received power, the distance between nodes and the path loss in the

channel. The models can also contain the energy consumed by the nodes in a multi-hop

network when a packet is transmitted from a node to the sink. Other parameters as the colli-

sions in the channel or the overhead in a receiver node are studied by some methods. In most

of the cases, the current values for each state of the electronic components are extracted from

datasheets. In other cases, these values are previously measured by a measuring instruments

as an oscilloscope. In most of the cases, these models are created through mathematical

expressions, i.e. they are deterministic. These models contain some limitations due to the

complexity of introducing realistic energy values in the mathematical algorithms. Moreover,

they cannot show some parameters of the real circuits as the effect of the current of some

components in the current of the other components or the real current design of the tran-

sitions between states. This is why, it is important to create an energy model based on the

statistics of a real circuit, from real measurements.

In Section 3.3, we present an energy consumption model created automatically from the real

energy measurements in a node. An algorithm analyzes the energy measurements from the

node and creates automatically a model which depends on the behavior of the node. This

model is based on a Markov chain and allows to estimate the node lifetime. Furthermore, we

can modify easily some parameters in the model to find out how to change the elements in

the node (in hardware or in software) in order to optimize the energy consumption. Several

experiments will be exposed to show the utility of this automatic energy consumption model.

3.3 Automatic Energy Consumption Model

We want to create an energy consumption model based on the current values obtained from

the Synergie platform experiments (see Chapter 2). The main objective deals with connecting

the energy measurements Synergie platform to a node in its real deployment environment

and automatically analyzing its energy behavior. Another important goal is to detect the

different states where the node consumes more energy and to optimize those states. This is

why, we propose a different approach from the deterministic generic energy consumption

model. This new model allows to find out the energetic behavior of the node and to obtain

an accurate and realistic estimation of its lifetime.

This method can be called Automatic Energy Consumption Model. It consists in an algorithm

which automatically creates an energy consumption model from the energy measurements

in any existing WSN. It is based on a Markov model.
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The main objectives are to identify the different levels of energy consumed by a node and to

associate the period with similar consumption pattern in a single state in order to be able to

optimize the different aspects (hardware, software, channel conditions, MAC protocol, rout-

ing protocol, among others) with the final purpose of minimizing the energy consumption.

A diagram of the Automatic Energy Consumption Model is shown in Figure 3.13. The energy

measurements and the indicators given by the measurements platform are used to do an

automatic statistical analysis. The objective of this analysis is to obtain the different states

of the node, characterized by the current values (mean power consumptions) of the node’s

components and its duration as well as the transition probabilities between states. These

results form a Markov model of the energy behavior of the node. These statistical data is

composed by mean values of current, time and energy for each one of the states identified

from the automatic statistical analysis. Moreover, probabilities of remaining in a state and

probabilities of transition between states are also obtained from this analysis, which consists

in a Markov model. Thanks to these statistical data and the Markov chain, we are able to

estimate accurately the lifetime of a node if this node uses a certain battery.

FIGURE 3.13: Diagram of the Automatic Energy Consumption Model; from the energy mea-
surements to the estimation of the lifetime node.

The automatic statistical analysis is divided in several steps as represented in Figure 3.14.

Firstly, the energy measurements are obtained and expressed in current values for each elec-

tronic component in the circuit. Then, we make an automatic segmentation according to

the level of the current values. This segmentation is seeking to detect the breaking points

in the current values, i.e. the changes between two current levels. We can then identify the

periods without any changes in the current levels. We call these periods individuals. These

individuals are characterized by different parameters as its duration, the mean current val-

ues and variance. With these parameters, we can group the individuals that are similar in

FIGURE 3.14: Diagram of the Automatic Statistical Analysis.
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different clusters or classes. The algorithm which offers the information about the degree of

differentiation between the individuals is called Principal Components Analysis (PCA). More-

over, we are able to classify the individuals according to their degree of differentiation using a

statistical algorithm based on clustering. This algorithm is the Hierarchical Clustering Analy-

sis (HCA). The results of this chain of algorithms are different individuals extracted from the

real energy measurements and grouped in classes. Once the classes are established for all

the individuals, we obtain the mean current value, the mean time value and, consequently,

the mean energy consumption value for each node component in each class. Besides, the

number of times that a class appears in the measurements is known as well as the transitions

between classes, giving the transition probabilities between classes and, consequently, the

Markov model. We can finally get an accurate and realistic estimation of the lifetime of the

node. The development of these algorithms is detailed in the next Sections.

3.3.1 Automatic Segmentation Algorithm

The automatic segmentation aims at detecting the severe changes of current over the time

of the test. These changes of current determine the breaking points and divide the current

values in different periods called individuals. The individuals are characterized by a set of

parameters: the duration, the mean and the variance of the current. Figure 3.15 shows the

result of this algorithm. In Figure 3.15a, an example of a current graph is presented with some

variations, as in real measurements. The algorithm should be able to detect the breaking

points and to ignore the variations due to noise. Thanks to the detection of the breaking

points, we can identify the individuals (i.e. 1©, 2© and 3© in the example of Figures 3.15a

and 3.15b) and we can calculate the characteristic parameters.

(A) Detection of breaking points (B) Individuals 1, 2, and 3 by time and current

FIGURE 3.15: Detection of breaking points in current to determine the individuals.

These parameters are placed in a table, as shown in Table 3.6, where the first column is occu-

pied by the number of individuals (k ), the second column contains the parameter of duration
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of each individual (∆tk ), the third parameter is the mean current (Īk ) of the samples in the

individual k , whereas the fourth parameter corresponds to the variance of the samples in the

individual (σ2
k ). These two last columns are repeated for each hardware component of the

node measured by Synergie platform.

TABLE 3.6: Table of the individuals with their parameters

k ∆tk Īk σ2
k

1 ∆t1 = t1- 0 I1 σ2
1

2 ∆t2 = t2− t1 I2 σ2
2

3 ∆t3 = t3− t2 I3 σ2
3

... ... ... ...

n ∆tn = tn − tn−1 In σ2
n

We have implemented two different methods to achieve the automatic segmentation:

− The first method is based on the identification of the different current levels in the

whole experiment. A threshold increases gradually and the number of samples equals

or greater than this threshold is counted. According to our experiments, this method is

valid when the variation of the current values is small.

− The second method is more efficient for experiments with strong variations. It consists

in detecting the breaking points through the evaluation of the standard deviation of

the derivative of the current values.

We now explain in more detail these two methods.

3.3.1.1 Method 1

A) Removing the transitions: the first task deals with the elimination of transitions between

two levels of current. The transitions between the states in the electronic components (idle,

active, sleep, transmit mode, receive mode, among others) are generally slower than the sam-

pling rate and include several samples. These increasing or decreasing transitions do not

have to be considered as individuals. Consequently, they must be suppressed. To realize this

task, we first derive the current values. Let f (s ) be the current of sample s . The derivative

of a function f at a point x is defined by (3.7). If h has a fixed value different from zero, the

expression is represented as (3.8). Then, the derivative of a function with discrete values, also
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called finite difference, is expressed as (3.9).

f ′(x ) = lim
h→0

f (x +h)− f (x )
h

(3.7)

f (x +h)− f (x )
h

=
∆h [ f ](x )

h
(3.8)

∆h [ f ](x ) = f (x +h)− f (x ) (3.9)

Once the finite differences of the current values are obtained, we identify sequences of p con-

secutive samples with positive or negative gradient: positive if∆h [ f ](s ),∆h [ f ](s+1), . . . ,∆h [ f ](s+

p ) > 0 or negative if ∆h [ f ](s ),∆h [ f ](s + 1), . . . ,∆h [ f ](s + p ) < 0. We define this positive or

negative gradient sequence as an ascending or descending transition, respectively, between

two changes of current. Then, the samples belonging to these transitions ( f (s + 1), f (s +

2), . . . , f (s + (p − 1))) obtain the value corresponding to the nearest value of the delimiting

points of the transition ( f (s ) or f (s + p )). For u ∈ [s , p ], this is represented in (3.10). The

differences between the value f (u ) and the end points of the transition are represented by

g 1(u ) = | f (u )− f (s )| and g 2(u ) = | f (u )− f (s +p )|.

f (u ) =







f (s ), if g 1(u )≤ g 2(u )

f (s +p ), if g 1(u )> g 2(u )
(3.10)

The transition suppression is only used for the segmentation. The true transition values will

be re-introduced in the classification steps and analysis because their impact should not be

neglected.

B) Counting the samples: The next task is to count of the samples whose values are greater or

equals to a determined threshold (thi ). This threshold is defined in the range [min f (s ), max f (s )].

It is a variable threshold which increases at each iteration by a step of max f (s )−min f (s )
Ndiv

, as rep-

resented in (3.11). For each iteration we get the number of values greater or equals to the

threshold thi . This amount of samples is represented in (3.12) as Nsegm(i ).

∀i ∈ {0, 1, 2, ..., Ndiv−1}, thi =min f (s )+ i ·
max f (s )−min f (s )

Ndiv
(3.11)

Nsegm(i ) = card{s ∈ T / f (s )≥ thi } (3.12)

The choice of Ndiv is important. It is recommended to determine Ndiv according to the step

of current values in the samples. If we choose a Ndiv too small, we confuse noise and level

changes whereas if we choose a Ndiv too big, we will skip some changes.
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C) Detecting the sets of samples: Once the count of samples is done in Nsegm(i ), we look

for instants when the number of samples after an increase in the threshold is significantly

decreased. An example of the count of values greater or equal to the different thresholds thi

is represented in Figure 3.16. The first plot shows the number of samples in the experiment

according to ηi = i
Ndiv

whereas the second plot represents the derivative of the curve in the

first graph. When the derivative is close to zero, it means that the threshold increase does

not cross a current level. If the derivative takes larger values, it probably means that a cur-

rent level exists between the two consecutive thresholds. The objective is to identify these

variations of the derivative.

FIGURE 3.16: Detection of the variations of the number of samples according to the coeffi-
cient ηi .

In the example of Figure 3.16, the zones of significant variations in the number of samples

are clearly identified. Two vertical lines are inserted by the algorithm to delimit each of these

zones: solid line indicates the beginning of a zone whereas its end is shown by a dashed line.

According to these vertical lines, in this example we can distinguish four zones where the

variations exist: at the beginning of the tests, in the middle between ηi = [0.2, 0.3], another

small zone between ηi = [0.6, 0.7] and the last one at the end for the values near ηi = 1. We

decided that a part of the results in N ′segm(i ) is a zone of variations when we have N ′segm(i ) 6= 0

for some consecutive numbers of i where i ∈ [0, 1, 2, ..., Ndiv]. Moreover, to avoid the maxi-

mum sensitivity and the effect of noise in some cases, the criteria selected says that at least

three N ′segm(i ) = 0 have to occur before and after the zones of variations. This criteria has two

exceptions: when the first zone of variations begins in the first threshold (ηi = 0) and when

the last zone of variations finishes in the last threshold (ηi = 1). For these exceptions only
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three N ′segm(i ) = 0 have to appear after or before these zones of variations, respectively. With

this criteria, we confirm the identification of the true variation zones even if some cases of

confusion may occur.

The vertical lines (solid and dashed) are exported to the original current values, as repre-

sented in Figure 3.17. The previous vertical lines that delimit the variation zones become

horizontal lines and define the variation zones in the original current values. As before, a

solid line represents the low threshold and a dashed line the high threshold. Figure 3.17

shows the zoom of a current measurement when the transmitter of the circuit wakes up to

send a packet. Once the packet is sent and the ACK frame is received, the component goes

back to sleep mode. We observe that the four different levels of current in the test have been

detected and the width of the variation zones of these levels have been correctly determined

by the action of the present algorithm.

Finally, each interval is identified by a different number and a sample is associated to the

number of the interval that it belongs to (samples in the first interval have number 1, samples

FIGURE 3.17: Variation zones shown directly in current values.

FIGURE 3.18: Breaking points detected in current values and identification of the variation
zones.



Chapter 3. Energy Consumption Model 104

in second interval have number 2, etc.). The breaking points are detected when a change of

level is observed. Figure 3.18 shows in the first plot the current values and the breaking points

detected by the algorithm whereas the second graph presents the identification number of

each sample.

D) Combining the breaking points in several current sources: The algorithm developed can

be applied to several current curves and the different results can be combined. For example,

in Figure 3.19, the individuals are created not only from a current plot but from the combina-

tion of two current plots obtained from the energy measurements of two different electronic

components in the circuit. The combination of the breaking points creates new individuals.

The new individuals of this example are represented in Table 3.7 and characterized by five

parameters: the duration (∆tk ), the mean current (Ī 1 and Ī 2) and the variance ([σ2]1 and

[σ2]2) in both current plots. This method can be used for more than two current plots, mak-

ing it a good method to characterize the individuals created from the current measurements

FIGURE 3.19: Determination of the individuals from two different plots of current values.

TABLE 3.7: Table of the individuals from the current values of two electronic components.

k ∆tk Ī 1 [σ2]1 Ī 2 [σ2]2

1 ∆t1 = t 2
1 −0 I 1

1 [σ2]11 I 2
1 [σ2]21

2 ∆t2 = t 1
1 − t 2

1 I 1
1 [σ2]11 I 2

2 [σ2]22
3 ∆t3 = t 2

2 − t 1
1 I 1

2 [σ2]12 I 2
2 [σ2]22

4 ∆t4 = t 1
2 − t 2

2 I 1
2 [σ2]12 I 2

3 [σ2]23
5 ∆t5 = t 2

3 − t 1
2 I 1

3 [σ2]13 I 2
3 [σ2]23

6 ∆t6 = t 1
3 − t 2

3 I 1
3 [σ2]13 I 2

3 [σ2]23
... ... ... ... ... ...

n ∆tn = tn − tn−1 I 1
n [σ2]1n I 2

n [σ2]2n
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of several electronic components in a circuit.

3.3.1.2 Method 2

The first method has been tried in different tests. We observed that it is efficient when the

variance of the individuals is not too large. When significant variation of the current values

in the individuals appears, it has difficulties to identify the limits between them. This is why,

we have developed a second method which is more efficient in these situations.

The second method is based on the identification of the changes of current level higher than

a threshold κ. To achieve this, the process follows several stages.

A) Removing the transitions: As in Method 1, the transitions between states must not inter-

fere with the identification of the breaking points. Then, the first task in this method is the

same as the first task in Method 1.

B) Deciding a type: At this point, we have to decide which level of differences of current

corresponds to a change state. For that, we need to set a threshold κ. This threshold is deter-

mined by the standard deviation (σ) of the derivative function of the samples in the test:

κ=σ=

√

√

√

√

1

N

N
∑

i=1

(x i − x̄ )2 (3.13)

where x i represents the derivative value, x̄ the mean value of the derivative and N the total

number of values in the experiment. The number N should be a representative number of

values in the experiment.

C) Detecting the breaking points: the derivative function of the discrete values was defined

in 3.9. We define the same derivative function without the transition points as ∆h [ f 2](x ).

Then, we consider a point f (u ) as a breaking point when the condition (3.14) is fulfilled.

|∆h [ f 2](u )|>µ2+κ (3.14)

where µ2 corresponds to the mean value of the derivative function∆h [ f 2](x ).

D) Combining the breaking points: As in Method 1, it is possible to combine the breaking

points of different current sources.

After some experiments with this second method, we have verified that it works correctly

when the variance of the samples in the test is not very low. In other case, the standard

deviation could be lower than noise detected in the energy measurements. In any cases,



Chapter 3. Energy Consumption Model 106

both methods, Method 1 and Method 2, can be combined in order to identify correctly the

breaking points in the measurements.

Next Section describes the next algorithm used to achieve the automatic energy consump-

tion model.

3.3.2 Principal Component Analysis

The Principal Component Analysis (PCA) is an algorithm used in many fields of research,

for instance genetics [174][175], demographics [176][177], image processing [178], finances

[179], among others. PCA constitutes an exploratory statistical method which allows an es-

sentially graphic description of the information included in large tables of data. In most ap-

plications, it deals with studying p variables measured on a set of n individuals. n and p are

generally large, then, the goal is to synthesize the amount of information into an usable and

comprehensible form. Thanks to the tools of the descriptive statistics, it is possible to study

the different variables through graphical or numerical summaries as the mean, the variance

or the correlation.

The study of the variables one to one is required in any statistical analysis but it is insufficient

because the links between the different variables are the most important aspects here. Then,

it is better to analyze the data according to their multidimensional nature. If we consider two

variables simultaneously (x 1 and x 2 for example), the set of data is easy to be represented in

a planar graph. The simple visual inspection of the appearance of the collection of points
¦

(x 1
i ,x 2

i ), i = 1, ..., n
©

allows to get an idea about the form and the intensity of the connection

between these two variables as well as to notice the individuals and the groups of individuals

with similar characteristics. In the case of considering three variables simultaneously (x 1, x 2

and x 3 for example), the visual examination is still possible with the geometry in the space.

This time the collection of points
¦

(x 1
i ,x 2

i ,x 3
i ), i = 1, ..., n

©

can be observed entirely through a

three-dimensional plot. When we consider a number p of variables, with p ≥ 4, the direct and

total visualization becomes impossible. Here, it is necessary to find another way to display

the multidimensional data.

The method used by PCA consist in projecting the set of points on one or several planes

to obtain the closest representation to the exact configuration. Then, the intention of this

method is to minimize the distortions between the set of points projected and the original set

of points. PCA is a technique to reduce the dimension by converting a quantity of variables,

often correlated among them, in a smaller quantity of non-correlated principal components.

The data are generally represented as a rectangular matrix with n rows corresponding to the

individuals and p columns corresponding to the variables. The choice of the individuals and
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the variables is an essential process which has a strong influence in the results of the PCA.

This choice has to be done according to the objectives of the study. The selected variables

must describe and show as effectively as possible the differences between the individuals by

knowing that the PCA treats the variables as quantitative, i.e. all the variables are of equal

importance, and not as qualitative.

3.3.2.1 Definition of the data matrix

The data is represented in a matrix format, as in (3.15). The dimensions of the matrix are

n × p where the individuals x1, ...,x i , ...,xn are situated in the rows whereas their variables

x 1, ...,x j , ...,x p are in the columns. Each individual can be expressed as a point which belongs

to Rp .
X =

h

x
j
i

i

pour i = 1, . . . , n et j = 1, . . . , p ,

X =























x 1
1 . . . x

p
1

...
...

...

x 1
i x

j
i x

p
i

...
...

...

x 1
n x

j
n x

p
n























(3.15)

where x
j
i represents the value of the variable j taken from the individual i .

3.3.2.2 Center of gravity or midpoint

The next step is to find the center of gravity or midpoint for the set of points. Center of grav-

ity is called to the vector g of the arithmetic mean values of each one of the p variables. It is

defined by g = (x 1, . . . ,x p )with x j =
∑n

i=1 p i x
j
i and where p i corresponds to the weight asso-

ciated to the i th individual. Normally, the whole of the individuals are of equal importance,

then, the weight p i = 1
n . However, in some cases, we can group some identical individuals in

only one individual to simplify the calculation, then, the weight p i becomes different. These

weights are expressed together in a diagonal matrix of size n as in (3.16).

Dp =

















p1 0 · · · 0

0 p2
...

...
...

...
... 0

0 · · · 0 pn

















, (3.16)

where the weights p i for every individual i are p i ≥ 0 and the sum of the weights
∑n

i=1 p i = 1.
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Thus, the center of gravity g is expressed in (3.17) by the matrix equation g whereas the

centered matrix Y associated to X is defined as (3.18). Then, in matrix Y , we put the original

data placed in X around the point (0, . . . , 0)∈Rp .

g =X ′Dp1 where 1= (1, . . . , 1)∈Rp (3.17)

Y =X −1g ′ (3.18)

3.3.2.3 Variance and correlation matrix

We define the variance of the variable j in (3.19) as the square of the standard deviation s j

whereas the covariance of the variables k and l is represented in (3.20). These coefficients are

included in the covariance matrix expressed as V in (3.21). This covariance matrix includes

the variance of each variable j in the diagonal while the covariances between the variables

are situated in the rest of positions. Note that the covariance matrix is a symmetric matrix

where vk l = vl k . Moreover, the correlation of the variables k and l is expressed in (3.22) and

the matrix form of the correlation matrix is represented in (3.23), where V corresponds to

the covariance matrix and D1/s is the diagonal matrix containing the inverse of the standard

deviation of the variables k and l .

s 2
j =

n
∑

i=1

p i (x
j
i −x j )2 (3.19)

vk l =
n
∑

i=1

p i (x k
i −x k )(x l

i −x l ) (3.20)

V =X ′DpX−g ·g′ = Y′DpY (3.21)

rk l =
vk l

sk s l
(3.22)

R =D1/sk ·V ·D1/s l (3.23)

3.3.2.4 Centered and reduced matrix

After obtaining the centered matrix Y , we reduce the values in Y . The aim of these reduction

is to give the same importance to each one of the variables of the initial data matrix, even if

the difference between the set of values of these variables is considerable. Each column of

the matrix Y is divided by its variance s 2
j . The centered and reduced matrix Z is represented

in (3.24), where D1/s corresponds to the diagonal matrix with the inverse of the variances as
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elements (D1/s = diag( 1
s1

, . . . , 1
sp
)). Each element of Z is defined as expressed in (3.25).

Z = Y ·D1/s (3.24)

z
j
i =

x
j
i −x j

s j
(3.25)

3.3.2.5 Main axis

The PCA corresponds to a factorial method where the reduction of the number of variables

is not done by a simple selection of several of them, but by the modification and the creation

of different synthetic variables called principal components. The PCA is a linear method be-

cause the principal components are created by linear combinations of the initial variables.

Geometrically, the n individuals are projected in a plane. The objective deal with choosing

the plane of projection where the distances between the set of points become the clearest to

differentiate these points in the plane as well as possible.

The criteria to decide the correct plane consists to maximize the mean of the square of the

euclidean distances between the projections f 1, . . . , f n . Note that the distance between the

projections is always smaller than the distance between the original points because the orig-

inal data matrix has been reduced, i.e. d( f i , f j ) ≤ d(x i ,x j ), where f i and f j represents the

projections on the plane of x i and x j , respectively. To determine this plane, called main

plane, it is necessary to find two perpendicular straight lines ∆1 and ∆2 which define the

plane. The square of the euclidean distance of the projections in straight lines ∆1 and ∆2 is

represented in (3.26).

d2( f i , f j ) = d2(αi ,αj )+d2(βi ,βj ) (3.26)

where αi and βi are the coordinates of the projection ( f i ) of the individual i found on the

straight lines∆1 and∆2, respectively. Same case for the individual j with αj and βj .

Thus, this method consists to search firstly the straight line ∆1 which maximizes the mean

of the euclidean distances d2(αi ,αj ) between all the points, then, to search the straight line

∆2 that maximizes the mean value of d2(βi ,βj ). Besides, the method continue out of this

plane to find the straight lines ∆3, . . . ,∆p , perpendicular between them, which get the max-

imal square of the distances corresponding to the n individuals. The straight lines ∆m ,

m = 1, . . . , p are called the main axis of the set of points. The maximum euclidean distances

between the projections of the points on the planes are determined by the total inertia.
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The total inertia of a set of points x i , i = 1, . . . , n is defined in (3.27) as the weighted mean

value of the square of the distances from the n points to the center of gravity g .

Inertia= I (g ) =
n
∑

i=1

p i d2(x i , g ) (3.27)

where, generally, the weight of every element is the same, then, p i = 1
n .

The total inertia measures the separation of the points according to the center of gravity, i.e.

the global dispersion of the set of points. For instance, a total inertia of zero or near to zero

means that all the individuals are identical or very similar and their values are the center of

gravity g or near to g .

The total inertia can be also represented as the trace of the covariance matrix V , expressed

in (3.28). It is easy to calculate according to the chosen metric M . If it is really used the

covariance matrix to obtain the total inertia, M = Ip and the result is the sum of the square

of the standard deviation of each variable, as in (3.29). However, the correlation matrix can

be also used to calculate the total inertia with a metric of M = D1/s 2 and, then, the inertia

corresponds to the number of variables, as in (3.30).

Inertia= I (g ) = tr(MV) (3.28)

Inertia=
p
∑

j=1

s 2
j , with M = Ip (3.29)

Inertia= p , with M =D1/s 2 (3.30)

In conclusion, the act to search the main plane in PCA means to search the plane when the

total inertia becomes maximal for the set of points projected.

3.3.2.6 Eigenvalues and eigenvectors

The goal now is to determine the straight lines∆1,∆2, . . . ,∆p . This determination is done by

the eigenvalues and the eigenvectors from the covariance matrix or, also, from the correlation

matrix. In this case, we have used the method with the correlation matrix, thus, by using the

metric M =D1/s 2 .

Firstly, the eigenvalues are calculated from the expression (3.31) where R is the correlation

matrix, λp represents the different eigenvalues and Ip is the p -by-p identity matrix. Once the

eigenvalues are calculated, the eigenvectors are obtained from (3.32), where vp represents

the different eigenvectors.

det(R −λp Ip ) = 0 (3.31)
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Rvp =λp vp (3.32)

The straight line ∆1, which represents the main axis, is determined by the eigenvector v1

with the most important eigenvalue (λ1), i.e. the eigenvalue with the highest value. The sec-

ond highest eigenvalue λ2 determines the second main axis from the straight line∆2 created

by the corresponding eigenvector v2. All the axis are established by the rest of eigenvectors

(v3, ..., vp ) similarly. Note that λ1 ≥ · · · ≥ λp and the total inertia corresponds to the sum of

eigenvalues (3.33).

I (g ) =λ1+ · · ·+λp (3.33)

The main planes are composed by a combination of the different main axis. Then, the main

plane which contains the most information about the principal components is created by the

two most important main axis (∆1 and∆2). The quality of the representation in a main axis k

is represented by the quotient (3.34) whereas the quality of representation in the main planes

composed by the first k main axis corresponds to (3.35). This approach allows to know the

loss of information when we discard a number of axis. We have explained above that the

objective of the PCA is to obtain a simplified representation of the set of points from the data

matrix X . Then, the quantity of information kept by the first k main axis is given in (3.35).

The decision to use an amount of main axis will depend on two elements: the simplification

of the representation of the data (less main axis is better) and the quantity of the information

wanted (more main axis is better).
λk

I (g )
(3.34)

λ1+ · · ·+λk

I (g )
(3.35)

3.3.2.7 Principal components

The principal components constitute the new synthetic variables defined by the initial data

and the eigenvectors. The projection of the individual i , with the initial coordinates (x 1
i , . . . ,x

p
i ),

on the main axis creates new coordinates (c 1
i , . . . , c

p
i ). These new coordinates represent the

coordinates of the new synthetic variables called principal components. Every principal com-

ponent corresponds to a linear combination of the p initial variables x 1, . . . ,x p and the com-

ponents of each eigenvector (u
j
1 , u

j
2 , . . . , u

j
p ). The linear combination is expressed in (3.36).

c j = u
j
1x 1+u

j
2x 2+ · · ·+u j

p x p (3.36)

An example of the principal components is shown in Figure 3.20 seen by three different

planes. We can observe some groups of points in the axis. The points which keep together
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correspond to individuals with similar values in their variables. In the follow algorithm, the

distance between the points of the experiment will be decisive to classify all the points in dif-

ferent clusters. Another interesting parameter is the percentage of the quantity of informa-

tion offered by each axis. In Figure 3.20a, we have 63.41% of information represented in the

main axis (x-axis) and 33.92% in the second main axis (y-axis). The total information offered

by these two first main axis is the sum of the individual quantities, this is 63.41%+33.92%=

97.33%. In this test, we work just with three variables in the initial data matrix (time, current

in microcontroller and current in radio module), then, we can represent until three dimen-

sions, using three axis. Figure 3.20b depicts the same points but in the plane formed by the

dimensions 1 and 3. Note that in this second plane the maximum values in the axis is differ-

ent that in the main plane (3 instead of 8). The dimension 1 and the dimension 3 contains

63.41% and 2.67% of information, respectively, which is 63.41%+ 2.67% = 66.08% informa-

tion in total. Figure 3.20c shows the same principal components in dimensions 2 and 3, that

being the less important plane with the 33.92%+2.67%= 36.59% of information. We remind

that the percentage of information in each axis is calculated from the total inertia of the en-

semble of points with respect to these axis. Then, if in Figure 3.20c, we can observe that

some principal components are further than the principal components in the main plane of

(A) Main axis: Dimensions 1 and 2 (B) Dimensions 1 and 3

(C) Dimensions 2 and 3

FIGURE 3.20: Principal components.



Chapter 3. Energy Consumption Model 113

Figure 3.20a, the appearances are deceptive. The set of points in coordinates around (-1,7)

of Figure 3.20a is much larger than the set placed around coordinates (8,-1) of Figure 3.20c.

Thus, the total inertia is higher in plane 1-2 than in plane 2-3.

3.3.3 Hierarchical Clustering Analysis

The Hierarchical Clustering Analysis (HCA) is a method also placed in the field of statistics

called clustering. The main objective of this method deals with classifying a set of points in

R according to the euclidean distances between these points [180]. The groups of the points

formed by the method are called clusters or classes. The criteria to determine what points

are included in each one of the classes is studied in this Section. This work has been made

specially on the basis of the explanations of F. Husson et al. [181].

Firstly, the R package FactoMineR [182] has been studied to fully understand the HCA. For

that, we have used the R software [183]. R is a free software environment and programming

language dedicated to statistics and to the analysis of large volumes of data. When this en-

vironment is installed for the first time, it contains the basics functions and commands to

start the mathematical analysis and calculations. However, the main interest to use this pro-

gramming language is the sharing of the behaviors in the research community by creating

the free add-on packages. We searched a package created to solve problems of clustering

and containing the methods PCA, explained in previous Section, and HCA. This package has

been created by F. Husson et al. [184]. The PCA function converts the input data in principal

components. Then, these principal components are used as an argument for the function

HCPC of the package which executes the method HCA. This package, FactoMineR, has been

studied in order to acquire knowledge about the PCA and the HCA algorithms. However, the

final implementation of this method has been carried out in MATLAB [124].

The following paragraphs contain an accurate explanation about the implementation of the

HCA to analyze the energy consumption on a node of WSN.

3.3.3.1 Distance between points

Firstly, the distance between all the points which represent the principal components is cal-

culated. The distance metric used corresponds to the squared euclidean distance of two

points, represented in (3.37) as the sum of the squared distance of all the coordinates that

form the points.

d2(x i ,xk ) =
p
∑

j=1

(x j
i −x

j
k )

2 (3.37)
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where the euclidean distance between the points x i and xk is calculated for each coordinate

j , where j = 1, . . . , p .

Note that the points used here correspond to the principal components obtained previously.

The number of coordinates in each point coincides with the number of variables, i.e. the

number of columns (j = 1, . . . , p ), in the original data matrix X seen in (3.15). If the num-

ber of variables is high, we can depreciate the less important variables. The weight of each

dimension is established by the PCA algorithm, as explained in Section 3.3.2.

The squared euclidean distances between each one of the points are inserted in a triangular

matrix with the diagonal equals to zero, as shown in Table 3.8.

TABLE 3.8: Distances between the points in R

k \ i 1 2 3 . . . n −1 n

1 0 . . .

2 d2(x1,x2) 0 . . .

3 d2(x1,x3) d2(x2,x3) 0 . . .

. . . . . . . . . . . . . . . . . . . . .

n −1 d2(x1,xn−1) d2(x2,xn−1) d2(x3,xn−1) . . . 0

n d2(x1,xn ) d2(x2,xn ) d2(x3,xn ) . . . d2(xn−1,xn ) 0

3.3.3.2 Dendrogram

The following step of this analysis deals with grouping the points depending on the distances

between them. The points which are closer between them will form groups of points, as

shown in Figure 3.21. At the same time, a dendrogram or tree of groups of points is created

according to the distance between these points. The dendrogram created from the example

of Figure 3.21 is shown in Figure 3.22.

In the example given, five points are presented in Figure 3.21a. These points are placed with

different distances between them. The grouping is done by taking the two nearest points for

each time. The set of this two points (points 1 and 2 in the example) creates a new point

(point 6) whose position is determined depending on the method used. It exists different

methods to determine the position of the new points formed by the groups of points. Some

of these methods are presented as follows:

− Average, the average distance between two points or two groups of points.

− Single, the shortest distance.

− Complete, the furthest distance.
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(A) Points on the plane (B) First groups

(C) Groups of groups of points (D) All the points are grouped

FIGURE 3.21: Example of grouping the points according to the distance.

− Ward, based on Ward’s method [185].

If we use the average method, the new point created by the set of two points is placed just in

the middle of the distance between both points. On the other hand, if the single method is

used, the position chosen in this case will be determined by the shortest distance between

both set of points, i.e. when the distance between two groups of points is calculated, we take

the nearest points between both groups. However, the complete method follows the opposite

view than the single method. The evaluation of the distance between two set of points in

complete method is done with the furthest points of both sets. Besides, the Ward’s method

is also studied, which works with the difference of inertia when the different set of points are

formed.

In the example of Figure 3.21a, the method used is the average method. We can observe in

Figure 3.21a that the new points (6 and 7) are determined by the average distance between

the points which form these new points (1 and 2, 3 and 4, respectively). The position of these

new points are represented in the example as the symbol X. Now, we consider that there

are only three points in the example (points 3, 6 and 7). The process continues to execute

similarly. The points nearest are grouped, as shown in Figure 3.21c, to create a new point
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(point 8) and its position is calculated in the same way. Finally, all the points are grouped in

Figure 3.21d and the squared euclidean distances between all the groups formed are known.

Once this information is recovered, the dendrogram is made to show clearly the groups of

points and their distances.

The dendrogram of this example is shown in Figure 3.22. The dendrogram is also called tree

and it represents the links between the points in the grouping process. The different points

are placed in the horizontal axis whereas the squared euclidean distances are indicated in

the vertical axis of the dendrogram. The difference of distances between the groups of points

is important for the classification. The black horizontal line in the figure represents the level

where the algorithm cut the dendrogram to choose the number of groups in classification.

In the example, the chosen level is after creating the group 8 and, then, we have two set of

points: group 7 and group 8. Once the level is chosen, these groups are called classes or

clusters. The decision of this level and, thus, the decision of the number of classes can be

taken manually, by the user, or automatically, by the algorithm. The ideal case would be to

automate this energy consumption model as much as possible. This is why a new algorithm

to decide the optimal number of classes for each set of points has been made.

FIGURE 3.22: Dendrogram of the example of Figure 3.21

3.3.3.3 Automatic decision of number of classes

The main objective of this algorithm deals with choosing the optimal number of classes to

divide the set of points of the experiment without loosing some important information. This

information is lost when some points which are clearly distant are situated in a same class
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or, on the other side, some points that should be together are divided in different classes. For

this reason, the Ward’s criterion or Ward’s method [185] is used in this algorithm.

Ward’s method is called also Ward’s minimum variance method and its purpose is to mini-

mize the total within-cluster inertia. The total inertia is decomposed in two elements: within-

and between-inertia. The within-inertia corresponds to the inertia calculated from the points

in a class to the mean point of the same class (x̄q ). However, the between-inertia is calculated

from the mean values of each class to the total mean value of the set of points (x̄ ), also called

center of gravity. Figure 3.23a shows how the total inertia is calculated from all the points in

the experiment. On the other hand, Figure 3.23b represents both: the within inertia (solid

black lines) and the between-inertia (dashed red lines). The mathematical expression of the

relation between the total inertia and the within- and between-inertia is expressed in (3.38)

and (3.39). We observe in these expressions that the calculation of the different types of in-

ertia is done with the squared euclidean distances between the respective points for each

case.

Total inertia = within-inertia + between-inertia (3.38)
Q
∑

q=1

I
∑

i=1

(x iq − x̄ )2 =
Q
∑

q=1

I
∑

i=1

(x iq − x̄q )2+
Q
∑

q=1

I
∑

i=1

(x̄q − x̄ )2 (3.39)

where x iq represents the point of the individual i which is a member of the class q , x̄ is the

mean point of all the set of points and x̄q corresponds to the mean point of the class q . I and

Q represents the total number of individuals and the total number of classes, respectively.

Note that to calculate correctly the within- and between-inertia, these values of inertia must

be normalized with the number of individuals in each class and with the number of classes.

(A) Total inertia (B) Within- and between-inertias

FIGURE 3.23: Types of inertia with the set of points.

As shown in (3.38), the sum of both types of inertia, within- and between-, results the total

inertia. Then, the relations between the types of inertia exist as represented in (3.40), where
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the increase of the within-inertia cause the decrease of the between-inertia and vice versa.

If R represents in this case the relation between the between-inertia and the total inertia, as

expressed in (3.41), we find a good situation to classify a set of points when R −→ 1; in this

situation the points of a class are close to the mean point of the same class. However, the

situation becomes worse to classify, by contrast, when R −→ 0; in this situation the mean

points of the different classes are close to the mean point of the whole set of points. This is

the main condition in the algorithm to create an automatic classification and an automatic

decision of the number of classes.

0≤
within-inertia

Total inertia
≤ 1, 0≤

between-inertia

Total inertia
≤ 1 (3.40)

between-inertia

Total inertia
=R (3.41)

Now, we analyze the values of between-inertia according to the amount of classes deter-

mined to classify the set of points. An example of this type of graph is shown in Figure 3.24a.

The first bar represents the inertia of the points with respect to the mean point of this class. If

only a single class appears in the experiment, it means that the whole set of points are in one

class and, thus, the between-inertia is equals to the total inertia, R = between-inertia
Total inertia = 1.

Then, in this situation, the mean point in the experiment and the mean point in the class are

the same. When the set of points are divided in two classes, the between-inertia, logically, de-

creases as shown in bar 2 of Figure 3.24a. We continue with the same process to calculate the

between-inertia values until a number classes, in this case, we decided 15 divisions of classes

as maximum value. Figure 3.24b shows the difference between the values of between-inertia

for consecutive number of classes. This value is called inertia gain.

(A) Between-inertia depending on the num-
ber of classes

(B) Inertia gain depending on the number of
classes

FIGURE 3.24: Between inertia and inertia gain vs. number of classes.
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In this example, the difference of values of the between-inertia for one class and two classes

is represented in bar 1 of Figure 3.24b. The process is the same for all the other number of

classes. This algorithm offers a valuable information about the separation of the clusters of

points or classes. We can determine the best number of classes to divide the set of points in

the experiment. For that, we decide to introduce a threshold ηq in the values of the inertia

gain. The expression to obtain this number of classes Nq is represented in (3.42). After some

experiments, the threshold chosen has been ηq = 0.01 because at this value of inertia gain

the clusters in the graphical representations describe better the possible divisions of points.

The set of points are divided up to fifteen classes in order to search the first value of inertia

gain less or equal to ηq . In the example of Figure 3.24b, the threshold is surpassed in the

bar number 7, then, the number of classes selected for this experiment is six classes. The

respective dendrogram will be cut, thus, when all the set of points are grouped in only six

clusters.

Nq =q (3.42)

when (Between-inertiaq −Between-inertiaq+1)<ηq ,

where q corresponds to the number of classes, then, ∀q = 1, 2, . . . ,Q .

Figure 3.25 presents the set of points classified in six clusters. Note that this ensemble of three

figures is the same as above in Figure 3.20 but with the classification. The number of clusters

as well as the points in each cluster have been determined by the automatic algorithm of HCA

for this example. In Figure 3.25a, we observe in the main axis that four of the six clusters are

clearly distinguished (black, yellow, red, and cyan clusters) whereas the other two (magenta

and green clusters) seems to be placed in the same position. However, in the other planes

(Figures 3.25b and 3.25c), we can see a clear separation between these two clusters.

Once the classification of the set of points is done, we return to the original current mea-

surements of the experiment and we classify each sample belonging to an individual with its

cluster. Figure 3.26a represents the different classes in current measurements and shows the

accurate results obtained for this experiment. We observe the clear classification of the in-

dividuals according to the duration of the individual, the microcontroller current (solid blue

plot) and the RF module current (solid red plot). Then, we can notice in Figure 3.26a that

the yellow cluster corresponds to the sleep mode in microcontroller and in RF module; the

cyan cluster is done when the microcontroller wakes up to take a value from the sensor; in

green class, the RF module wakes up to establish a serial communication with the micro-

controller; after that, black cluster represents the transmissions of the data packet and the

reception of the ACK frame as well as the go-to-sleep transition in the transceiver (different

states because they are similar current and time profiles in the electronic components under

evaluation); in pink class, the RF module carries out the reception of packets; and, finally,
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(A) Main axis: Dimensions 1 and 2 (B) Dimensions 1 and 3

(C) Dimensions 2 and 3

FIGURE 3.25: HCA. Six different clusters in this experiment.

red cluster appears as only a sample just after the black individual of the go-to-sleep tran-

sition in the transceiver. Figure 3.26b contains the same current graphs as in Figure 3.26a

but with the corresponding hardware indicators. We remind that these indicators were intro-

duced as macros in the embedded software in order to identify the actions of the node with

the energy measurements. The node under evaluation and the measurements platform are

linked by four digital input/output pins where the indicators are transferred from the micro-

controller in the node to the microcontroller in the measurements platform. In Figure 3.26b,

the indicator 0 introduced for the sleep mode coincides clearly with the yellow individuals;

also, we observe that the indicator 5 appears with the green individual which describes the

active mode in RF module when the serial communication between microcontroller and RF

module is carried out. Indicators 1, 2 and 3 are introduced when the microcontroller wakes

up, when microcontroller takes a value from the sensor and when this is value is stored in

RAM, respectively. We observe that these three actions are grouped in a single cluster (cyan

cluster) because the automatic model cannot distinguish the tiny differences in current be-

tween them. As future work, the energy platform will be able to identify these small changes

of current and the automatic energy model could analysis these new states. Moreover, the

black and the pink classes correspond to the indicator 0 in these results because the XBee



Chapter 3. Energy Consumption Model 121

(A) Classification of the currents (B) Classification of the currents and the
hardware indicators

FIGURE 3.26: Classification of the individuals in the currents.

transceiver continues to operate even if the microcontroller is in sleep mode. Then, the RF

module sends the packet which the microcontroller gave to it and, after a good reception of

the ACK frame from the receiver node, the RF module returns to the sleep mode. With these

results, we can verify that the current required by each electronic component as well as the

states identified by the automatic energy consumption model are linked to the embedded

code in microcontroller.

The main goal of the next Section is to obtain statistical data and the transitions between

classes from the analysis. This information forms the Markov chain to, later, estimate the

node lifetime.

3.3.4 Markov Model

Firstly, this Section describes the statistical data calculated from every class. The first values

to obtain from each class are the mean current values for each electronic component used in

the experiment. This current values are placed in a table as represented in Table 3.9 where

each row defines an electronic component of the node and each column corresponds to each

class. We represent the maximum number of electronic components as p − 1 because in

the matrix of the original data, in (3.15), the maximum number of columns is p . We do not

take into account the first column because, in the first column, we include the time values.

The rest of the columns is completed with the mean current values of every period for every

electronic component, as explained in Table 3.7. Then, the total number of components of

the node evaluated in the experiment is p−1 energy currents belonging to the p−1 electronic

components evaluated in the experiment.
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The second parameter to obtain is the mean time value per class. These time values are cal-

culated from the first column of the data matrix in (3.15). Other parameters of the currents,

as the variance, could be evaluated if these parameters were important to characterize the

clusters of points.

Then, we calculate the mean energy consumption per class from the values under evalua-

tion: the mean current per class and per electronic component and the mean time per class.

Moreover, we have to know the voltage value on the circuit to complete the calculation of the

energy consumption in the experiment.

TABLE 3.9: Mean current values per electronic component and per class.

C1 C2 . . . Cq . . . CQ

1 Ī 1
1 Ī 1

2 . . . Ī 1
q . . . Ī 1

Q

2 Ī 2
1 Ī 2

2 . . . Ī 2
q . . . Ī 2

Q

. . . . . . . . . . . . . . . . . . . . .

j Ī
j
1 Ī

j
2 . . . Ī

j
q . . . Ī

j
Q

. . . . . . . . . . . . . . . . . . . . .

p −1 Ī
p−1
1 Ī

p−1
2 . . . Ī

p−1
q . . . Ī

p−1
Q

Other important statistical data is the number of repetitions of every class in the experiment.

This parameter is represented as νq where the sum of all the νq is the total number of individ-

uals n , as expressed in (3.43). These individuals corresponds to the rows of the original data

matrix in (3.15). In addition, the weight of each class wq in the test is calculated in (3.44).

Q
∑

q=1

νq = n (3.43)

νq

n
=wq (3.44)

Moreover, the transitions between classes constitute a key parameter to characterize the

behavior of the system. These changes of classes are represented in a matrix called transi-

tion matrix (3.45) where the element of the rows corresponds to the class where the process

comes from whereas the element of the columns represents the class where the process goes

to. The elements in this matrix represent the probability p i ,j to change from a class i to

another class j in a scenario with the same characteristics as the scenario studied in the ex-

periment. Then, a property of this transition matrix is that the sum of the elements in a same

row must result 1, as explained in (3.46).
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Q
∑

j=1

p i ,j = 1 ∀i = 1, 2, . . . ,Q (3.46)

The transition matrix is used as a matrix of probabilities to predict the classes that could

appear in the future. To accomplish this task, we consider the system as a Markov model

where the classes obtained in the HCA correspond to the states of the Markov chain and the

transitions between classes become the probabilities to change of state. A graphical example

of Markov model obtained from the same experiment treated in this Section is represented

in Figure 3.27. In this example, the algorithm has identified six classes or defined as states in

Markov models. The transition probabilities between classes are represented by the arrows

which link the states with each other according to the probability values in the transition

matrix.

FIGURE 3.27: Markov model in this experiment.

On the basis of these results: average current per class and per electronic component, aver-

age time per class, frequency to stay in a class and transition matrix between classes; we are

able to calculate the energy consumption by the node in the future if the same scenario re-

mains for the same node of WSN. Also, the sequence of the states for a time of the experiment
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can be predicted. With these parameters, an accurate estimation of the lifetime of the node

is made from the results of real experiments using a real node of WSN.

3.3.5 Estimation of Node Lifetime

The estimation of node lifetime is generated from the Markov chain after knowing the av-

erage current and time values per state. Moreover, the voltage used in the circuit has been

introduced in the algorithm to calculate the energy consumed per state.

Firstly, the mean energy consumed per state (Ēq ) is calculated with the multiplication of

mean current (Īq ), voltage (V ) and mean time (t̄q ) per state, as in (3.47). The voltage is fixed

for all the states because it corresponds to the voltage used in the circuit. Moreover, the total

energy consumed by the node is calculated from the mean energy value per state and the

number of repetitions of each state (vq ) in the experiment, as represented in (3.48).

Ēq = Īq V t̄q , ∀q = 1, 2, . . . ,Q (3.47)

ETOTAL =
Q
∑

q=1

Ēqνq (3.48)

To obtain the lifetime of the node, we consider that the node is supplied by the 850-mAh TCL

PL-383562 polymer Li-ion battery studied in [133] where the discharge function has been

given in (2.4) and shown in Figure 2.8. Three methods have been employed to estimate the

node lifetime.

The first method for the node lifetime consists in starting the process in a determined class

and in changing the class by considering the probability values of the transition matrix. The

change of class is determined by random values which are generated in the algorithm. Then,

we calculate the accumulation probability value from every row of the transition matrix de-

fined as a i ,j and expressed in (3.49). In the iteration k , the process finds the class i (qk = i )

and a random number rk is extracted. Then, the next class qk+1 that will appear in iteration

k +1 is determined by the value of a i ,j immediately greater than rk , as shown in Figure 3.28.

Thus, if a i ,j−1 < rk ≤ a i ,j , the next class will be qk+1 = j and the corresponding values of

energy and time in this class will be E j (k ) and t j (k ). In this way, a new plot of currents is

created from the transitions and the mean current values. With this new plot, a prediction of
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the future current values is entirely possible.
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


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


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









a i ,0 = 0

a i ,1 = a i ,0+p i ,1 = p i ,1

a i ,2 = a i ,1+p i ,2

. . .

a i ,Q = a i ,Q−1+p i ,Q =
∑Q

j=1 p i ,j = 1

(3.49)

FIGURE 3.28: Method of random values to predict the future states.

The energy consumed by the new current values is calculated and compared with the initial

energy stored in the battery. The State-of-Charge (SOC) of the battery for each iteration k is

calculated in (3.50), where E init corresponds to the initial energy stored in battery and Erem(k )

is the energy remaining after k iterations of the process. This energy remaining corresponds

to the subtraction of the initial energy and the energy consumed in the circuit Econs(k ). This

energy consumption corresponds to the energy accumulated between an initial instant k = 0

and a number of iterations K .

SOC(k ) =
Erem(k )

E init
=

E init−Econs(k )
E init

= 1−
∑K

k=0 Eq (k )
E init

(3.50)

In a real situation, the voltage offered by the battery is decisive to a proper functioning of

the node because the electronic components of the circuit stop working when the voltage

becomes less than a determined voltage value. This minimal voltage value (Vmin) depends on

the characteristics of each component. This is why, for each iteration k , the value of SOC is

calculated and, then, the new value of VOC in battery is also obtained from (2.4). We compare

each new value of VOC with Vmin and, then, the algorithm decides if the process continues

or, otherwise, the battery is not able to supply the node because of the too low voltage in its

terminals. This process is represented in the flow chart of Figure 3.29.

The estimation of lifetime battery of the node in this method is done by adding the average

time of each class tq (k ) for each iteration in the process. If Kend represents the total number

of iterations until the final state, i.e. when VOC(k ) < Vmin, then, the lifetime of the node will

correspond to the sum of the average time for every class that has appeared in the random

values process, as expressed in (3.51).
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t lifetime =
Kend
∑

k=0

tq (k ), ∀q = 1, 2, . . . ,Q (3.51)

The second method to calculate the lifetime node from the values obtained in the automatic

energy model consists to use the theory of the Markov chain.

According to the Markov chain theory, the probability to arrive to the different states after the

first iterationΠ1 is determined by (3.52), whereΠ0 is the vector of the probability of the initial

states and P corresponds to the original transition matrix. In (3.53), the second iteration of

the process is shown, where Π2 represents the probability to arrive to the different states

after two iterations in the Markov chain. In this expression, we observe that the vector of

probabilities for all the iterations depends only on the initial probabilities vector and on the

transition matrix. The transition matrix is multiplicated by itself the number of iterations.

Then, the general expression to calculate the probability of reaching a state after k iterations

is represented in (3.54), which shows that it depends only on the transition matrix and on the

vector of probability of the initial states.

Π1 =Π0P (3.52)

Π2 =Π1P =Π0P ·P =Π0P2 (3.53)

Πk =Π0Pk (3.54)

The process to estimate the lifetime of the battery begins with the calculation of the proba-

bility to reach each state, iteration by iteration. After that, these probabilities are multiplied

FIGURE 3.29: Flow chart of the random values process method.
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to the average energy consumption values per state. The sum of these values of energy cor-

responds to the energy consumed by the system in the current iteration k . The expression

of this energy consumption in an iteration k is represented in (3.55) where Πq
k deals with the

probability to be in the state q in the iteration k and Eq corresponds to the energy consumed

by the state q . Then, the energy consumed (Econs(k )) from the beginning of the process until

the iteration K is calculated as the sum of the energies calculated in every iteration (3.56).

E (k ) =
Q
∑

q=1

Πq
k Eq (3.55)

Econs(k ) =
K
∑

k=1

E (k ) (3.56)

Now, the lifetime of the battery is calculated similarly as the energy consumption. The time

spent per iteration is calculated in (3.57) with Πq
k and tq , where tq is the time corresponding

to the state q . Then, the time spent in the iteration k is calculated as the sum of the products

of the probabilities per state and the time of each state. The expression of the node lifetime

is shown in (3.58), where Kend represents the iteration when the process reaches the final

state, i.e. when the voltage in the battery (VOC) is less than the minimum voltage allowed to

make the node work (Vmin). The flow chart of the process of this method is now shown in

Figure 3.30.

t (k ) =
Q
∑

q=1

Πq
k tq (3.57)

t lifetime(k ) =
Kend
∑

k=1

t (k ), when VOC(k )<Vmin (3.58)

The algorithms for both methods presented above, random values method and probability

states method, to estimate the lifetime node from the experimental values have been created

and tested. We have found the same problem in both: the energy consumed by each state is

too small according to the capacity of the battery. The energy consumed in a state is around

the millijoules or tens of millijoules, whereas the energy stored in the battery reaches the

850 mAh, what is higher than 10 000 joules. The difference of quantity of energy between a

state and the battery is huge, then, the value of total iterations k = Kend to arrive to the final

state, when VOC(k ) < Vmin, will be huge. This is a problem according to the large number of

resources used to execute this process, as the time and the capacity of calculation invested.

Then, to solve this problem, a simplification of the process is made by considering that the

impact of this simplification must be minimum in the final results. This simplification deals

with finding the stationary matrix (P(∞)) to complete the calculations.
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FIGURE 3.30: Flow chart of the probability states process.

In the first method, the random values determine the new states and, for each k , it appears

a new transition between the new states. Then, a new transition matrix (P1) is created from

these new transitions. Both, the original transition matrix and the new transition matrix cre-

ated from the random values, are compared for each iteration k . We consider that the new

transition matrix has arrived to the stationary state when the maximum value of the subtract

of the elements of both transition matrix is less than a determined value∆P1, as represented

in (3.59).

P1(k )≡ P1(∞), when max |P1(k )−P(k )|<∆P1 (3.59)

The discussion to choose ∆P1 comprises two different elements: the accuracy to get close

both transition matrices, the original matrix and the matrix created by the random process

method; and the number of iterations to reach the difference of ∆P1, then, the time of the

algorithm in execution. If we consider these two elements for all the tests that have been

done, we decided ∆P1 = 10−3 as optimal threshold. The time of execution for this value of

∆P1 tends to vary in a range from 3 seconds to 2 minutes. These changes of time of execution

are due to the random character of the values used to create the new transition matrix. By

depending on these values, the process will get sooner or later to reach the stationary matrix.

In the second method, the process to have the stationary matrix is slightly different. In this

case, we consider that the transition matrix has reached the stationary state (P2(∞)) when

the maximum difference in elements between the transition matrix in the iteration k and the

same matrix in the previous iteration (k −1) is less than a threshold represented as∆P2. This

expression is presented in (3.60).

P2(k ) = Pk ≡ P2(∞), when max
�

�Pk −Pk−1
�

�<∆P2 (3.60)
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In this case, we calculate the energy consumption for each iteration and we compare the

accumulated energy consumed until this iteration with the energy stored in battery. This

process is executed until the stationary matrix is found. Then, the energy consumed until

the end of the battery is easily obtained from the energy per state and from the stationary

matrix. This technique that uses the stationary matrix to calculate the energy consumption

accelerates significantly the process of estimation of the battery lifetime. In this case, the∆P2

to determine the accuracy of the method has been chosen in ∆P2 = 10−12. The time of the

execution of this process with this threshold is usually less than 4 seconds. On this occasion,

the time of execution for the same experiment is always the same because it does not depend

on random values, the calculation becomes unchangeable every time.

Then, after some evaluation tests with the previous methods, a new method to estimate the

lifetime of a node is presented. This third method is based on the stationary transition ma-

trix which is calculated in this case from the theoretical form expressed in (3.61). The second

method explained previously that the stationary transition matrix provides the information

necessary to find out the stationary probability per state vector Π(∞) (3.62). In this expres-

sion, the probability vector of the initial states Π0 is not needed when we work with the sta-

tionary matrix. Once the stationary probability per state vector is obtained, the energy con-

sumed and the time spent in the stationary state is calculated as in (3.63) and (3.64).

lim
k→∞

Pk = P(∞) (3.61)

Π(∞) =Π0P(∞)'
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P(∞) (3.62)

E (∞) =Π(∞)Eq (3.63)

t (∞) =Π(∞)tq (3.64)

The process executed by the algorithm to use this third method is shown in the flow chart

of Figure 3.31. We increment each time the number of k in an order of 10 to arrive to the

stationary matrix with the minimum delay. The exponent of 10 of the number k is called

k index. We consider that the transition matrix has arrived to its stationary state when the

element with the maximum value corresponding to the difference between two consecutive

transition matrices (Pk−1 and Pk ) is less than a threshold ∆P3, as in (3.65). This case follows

the same accuracy as in the second method ∆P3 = 10−12 because this value is enough to

the expected precision. The difference between this method and the previous one is the

execution time, now the process spends several tens of milliseconds to estimate the lifetime
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of the battery with the same accuracy. Other difference between both methods is found in

the first iterations of the second method. The values of these first iterations till arriving to

the stationary matrix are discarded because the results show that these values are negligible

regarding the total values considered until the battery is empty.

FIGURE 3.31: Flow chart of the stationary transition matrix process.

P3(k ) = Pk ≡ P3(∞), when max
�

�Pk −Pk−1
�

�<∆P3 (3.65)

Once the energy consumption in the stationary state is obtained, we calculate the number of

times (υ) that this stationary state can be used until the battery is exhausted. As explained

in the first and in the second method, the node does not use all the energy in battery but the

energy offered by the battery when the voltage in its terminals (VOC) is higher than a mini-

mum value (Vmin). Then, in this case, the process is the opposite of the process in previous

methods. Here, the SOC is calculated from the expression of VOC when VOC < Vmin. The en-

ergy that the node can use is calculated from this value of SOC (ESOC) and, then, we obtain

υ as represented in the expression (3.66). Finally, the lifetime of the node is easily calculated

in (3.67) by multiplying the time spent in the stationary state and the maximum number of

times that this stationary state is used for these conditions.

υ=
ESOC

E (∞)
(3.66)

t lifetime = t (∞) ·υ (3.67)
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We have presented three methods to estimate the lifetime of a node of WSN based on the

Markov chains. With the first method, we use random values and the precision of the pre-

diction is not very high. However, this first method is able to represent on a plot of currents

a prediction of the future states that every hardware component in the node may take in the

future. The second method is the most accurate of the three methods because the threshold

to the precision is much smaller than in first method. Furthermore, the first iterations until

obtaining the stationary transition matrix are taken into account. However, the third method

discards the first states until reaching the stationary matrix but it calculates immediately the

stationary transition matrix and estimates the lifetime node with the same precision as the

second method and, moreover, faster. Finally, the experiments show that the results of the

second and the third methods are basically the same. The development of the three methods

reinforces the algorithm of the estimation of a realistic and reliable node lifetime.

In Section 3.4, we present the results of an experiment with a real node of WSN. Moreover, we

also use the automatic energy consumption model to modify the hardware and the software

in the node and verify the optimization of the energy consumption.

3.4 Experimental Results

Several experiments have been studied to probe the utility of the automatic energy consump-

tion model. The automatic character of the model allows to compare easily and rapidly dif-

ferent tests.

Three experiments have been analyzed with our energy consumption model. In order to

achieve clear results and conclusions, the changes between the three experiments are min-

imized. Then, for the three experiments, we have used the Arduino Nano v3.0 with AT-

mega328p microcontroller [125], the XBee Series 1 as transmitting unit and the ADXL345

accelerometer.

The experiments follow an embedded software where the microcontroller wakes-up every

period of Watchdog Timer (WDT), tWDT milliseconds, and, then, it takes a value from the ac-

celerometer. Each value composed by 1 byte is stored in RAM of the microcontroller. After a

determined amount of data Ndata is stored in RAM, the transceiver is awaken by the micro-

controller and all this information is transmitted via the transceiver. The destination node is

the sink of the network which is situated at a distance of 3 meters from the single node. This

process is expressed graphically in Figure 3.32.

In this case, the value of Ndata chosen for the three experiments is fixed to 100 data. However,

the time value of sleep mode between two active modes in microcontroller tWDT changes for

each test.
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FIGURE 3.32: Process of the embedded software in the node.

For the first experiment, we choose tWDT = 16ms, that constitutes the fastest WDT with a

frequency clock of 16 MHz in ATmega328p microcontroller. The coordinator node of the

network will receive Ndata bytes of information in the TX state after Ndata× (tWDT+ tacq)mil-

liseconds. The time spent in acquisition state (tacq) depends on the number of values taken

each time from the sensor n sens. Here, we take only 1 value for each acquisition state and

each value is composed by 1 byte, then, n sens = 1byte.

The first experiment, with tWDT = 16ms has been shown in Section 2 as example of energy

measurements. This experiment also coincides with the example presented in Section 3.3 to

explain the automatic energy consumption model. Then, the automatic segmentation of this

experiment is seen in Figures 3.16, 3.17 and 3.18 whereas the PCA is presented in Figure 3.20a.

Moreover, the HCA is shown in Figure 3.25a and the different classes are represented on the

current values in Figure 3.26a. The statistical data of currents and times for every class ob-

tained from the automatic model are shown in (3.68), where I 1
C corresponds to mean current

values in radio module whereas I 2
C corresponds to the microcontroller. Moreover, the times

nC and the percentage of times (PC ) that each class appears in the experiment are also ex-

pressed in (3.68). as well as the transition matrix of the classes in this experimentation. The

probabilities of transitions between states in the Markov model have been graphically repre-

sented in Figure 3.27.

C1 C2 C3 C4 C5 C6

I 1
C (mA) 11.87 0 44.42 42.26 0.067 0.0002

I 2
C (mA) 1.87 2.61 7.66 1.05 8.54 2.43

tC (s ) 0.0011 0.0026 0.0194 0.0038 0.0024 0.0166

EC (mJ) 0.0517 0.0221 3.3282 0.5398 0.0668 0.1333

nC 17 7 5 13 489 481

PC (%) 1.68 0.69 0.49 1.28 48.32 47.53

(3.68)

The automatic model has identified six different classes in this experiment by taking into ac-

count the three parameters which characterize the individuals: current on the radio module,
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current on the microcontroller and time for each individual.

From (3.68), we can identify the differences of each class. The first class (C1) corresponds

to the situation when the microcontroller (component I 2
C ) is in sleep mode (near 2 mA)

whereas the radio module transmits a packet and disconnects the receiver part, then, the

current level falls from 44 mA to about 12 mA. We can observe in tC values that the duration

of these situations is very short (tC = 1.1 ms for C1), then, the energy consumed in this class

is about EC = 51 µJ. Moreover, C1 appears nC = 17 times in the experiment, representing the

PC =1.68% of all the classes. Regarding the energy consumption and the percentage of times

that this class C1 appears, we reach the conclusion that C1 is not important in the energy

consumption of the system.

Now, we analyze C2. According to its current levels in both electronic components, radio

module (I 1
C ) and microcontroller (I 2

C ), this class corresponds to the situation when both com-

ponents reach their respective sleep modes. The current in radio module can decrease near

0 mA whereas the microcontroller stays around 2 mA. If we watch the mean current values

in (3.68), we observe that C6 includes similar values that C2. Then, the mean time values (tC )

shows that the usual class corresponding to the sleep mode of the node is C6 because its time

value is 16.6 ms, very close to the WDT used for this experiment (tWDT = 16 ms). If we con-

sider also the amount of times that C2 and C6 appear, there is also a big difference: while C6

is present 47.53% of the times, C2 just 0.69%. We conclude by regarding this information that

C2 represents a spurious class, then, this class is negligible for our results.

C3 and C4 corresponds to the states when the radio module remains in active mode, more

precisely, it reaches the receive mode because the current level in this mode can be up to 45

mA. In this case, the mean current values calculated are 44.42 mA and 42.26 mA, respectively.

In the current values of the microcontroller, there is a clear difference. In C3, the microcon-

troller is in active mode whereas, in C4, it is in sleep mode. In time values, we observe also a

big difference. This is why C3 consumes six times more of energy (EC ) than C4. Besides, C3

is present only 5 times in the experiment (nC ), which means 0.49%, however, in this case, C3

cannot be defined as a spurious class due to the important quantity of energy consumed by

this class (3.3282 mJ).

Otherwise, C5 represents the class where the microcontroller is in active mode and the ra-

dio module in sleep mode. This state of operation corresponds to the acquisition of the data

from the sensor in the node. The mean time of this state calculated by the algorithm corre-

sponds to tacq, then, tacq = 0.0024s= 2.4ms. C5 represents the class that contains the most of

repetitions in the experiment, with 489 times, it is the 48.32% of the total.
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We can identify in mean current values of (3.68) that the class C6 corresponds to the sleep

mode in both microcontroller and radio module since these current levels are low in this

state.

The average energy per class (EC ) is expressed in millijoules in (3.68). This average energy

values are calculated from the average energy currents for each component (I 1
C and I 2

C ) and

from the average time values (tC ). We use the probability distribution function (PDF) and the

cumulative distribution function (CDF) to show the distribution of the individuals of each

class according to their energy consumption values. We assume that theses elements follow

a normal distribution or Gaussian distribution [186], whose normalized PDF is expressed as

in (3.69). The CDF is a function which represents the probability that a variable x obtains a

value ≤ K , as represented in (3.70).

P(x ) =
1

σ ·
p

2π
· e

−(x−µ)2

2σ2 (3.69)

where µ represents the mean andσ2 is the variance of the values in the distribution.

D(x ) =

∫ K

−∞
P(x )dx (3.70)

We have evaluated the PDF and CDF in C5 and in C6 of this example. We chose these classes

because they contain the largest number of points. In Figure 3.33a, the PDF (in solid black

line) of C5 as well as the CDF (in solid red line) of this class is represented. We have normal-

ized both, the PDF and CDF. The mean energy value for each class is shown with a vertical

dashed blue line. The same graphs are depicted in Figure 3.33b for C6.

(A) PDF and CDF of class 5 (B) PDF and CDF of class 6

FIGURE 3.33: PDF (in black) and CDF (in red) for classes 5 and 6 in this example.

Figure 3.32 shows the Sleep state which is equivalent to C6 created by the Automatic Energy

Consumption Model. Also, the Acquisition state corresponds clearly to C5. However, TX state
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is harder to evaluate because, according to the automatic algorithm, this state is formed by a

combination of different classes (C3−C1−C4−C1−C4−C1−C2), as depicted in Figure 3.34.

FIGURE 3.34: Process of the embedded software in the node with classes from the automatic
energy model.

The Markov model is based on the transition matrix (3.71) which shows the probability to

move from a class (in the rows) to another class (in the columns) in the experiment studied.

From this transition matrix, we observe that some classes are totally linked. When the process

reaches C2, it will continue certainly in C5 because the probability p2,5 = 1. We find the same

case for C3 to C1 and for C6 to C5. After C5, the process will reach C6 in a 98.36% of the cases

whereas in a 1.02% of the cases, it will pass to C3. However, the transitions C5 to C2 and C5 to

C4 deal with spurious cases due to the realistic character of the experiments: we find some

errors because of the possible noise obtained from the real measurements. The values of

probability in the row of C1 are more diverse because the process leaves this class to reach

other different classes as C4 and C2, as shown in Figure 3.34. The probability p1,6 = 0 occurs

because, after the first transmission, the process reaches immediately the class C5 instead of

C6.

p i ,j C1 C2 C3 C4 C5 C6

C1 0.1176 0.2353 0 0.5294 0.1176 0

C2 0 0 0 0 1 0

C3 1 0 0 0 0 0

C4 0.7692 0 0 0.2308 0 0

C5 0 0.0041 0.0102 0.002 0 0.9836

C6 0 0 0 0 1 0

(3.71)

Once the statistical data in the Markov model for this experiment are presented, the battery

lifetime in the node is calculated.

This lifetime is obtained by using the three methods explained in Section 3.3.5. In the first

method, the random values chosen to reach the stationary matrix of the transition matrix

cause some variations in the calculation of the lifetime battery. These variations are small

due to the small tolerance value selected to this situation,∆P1 = 10−3. However, the random

nature of the values used in this method is more notable regarding the time of execution.

Both values, lifetime and time of execution, for 10 calculations are presented in Table 3.10.

This table includes the mean and the variance values for each variable, in x̄ andσ2 columns,
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respectively. The big differences on the time of calculation for each execution is clearly rep-

resented with the varianceσ2 = 2.51 ·103.

TABLE 3.10: Node lifetime with random values method.

Number exec. 1 2 3 4 5 6
Lifetime (days) 8.553 8.5491 8.5501 8.5421 8.5412 8.5474
Time Exec. (s) 3.24 5.49 3.28 22.47 39.29 5.04

Number exec. 7 8 9 10 x̄ σ2

Lifetime (days) 8.5495 8.5567 8.5499 8.526 8.5465 7.28 ·10−5

Time Exec. (s) 73.68 15.36 161.74 8.8 33.84 2.51 ·103

Now, we have estimated the node lifetime with the second method. This value is fixed to

8.5549 days for this experiment. In this case, with an accuracy value of ∆P2 = 10−12, the

time of execution has been only of approximately 3.1 seconds. Furthermore, we also used

the third method which consists of calculating quickly the stationary transition matrix to

later estimate the lifetime node. Here, we use the same accuracy as in the second method,

∆P3 = 10−12. The node lifetime coincides with the value obtained in the second method,

8.5549 days, but, in this case, the execution time does not exceed 1 millisecond.

Aside from the calculation of the battery lifetime in the node, we are also interested to find

out the causes of this energy consumption and how we could minimize the energy consumed

to increase the lifetime of the node. This is why, the information of the percentage of energy

consumed per class is important, as well as the percentage of time that the process stays in

each class. Thanks to this information, we are able to propose some solutions to increase the

battery lifetime in this example.

3.4.1 Increasing Node Lifetime

The percentage of the energy consumed (Eperc) the percentage of the time (tperc) spent by

each class in this experiment is shown in (3.72). To calculate these values of percentage,

we consider the average energy and time (EC and tC values in (3.68)) as well as the number

of repetitions (nC ) for each class, as represented in (3.73). We can observe that the most

of energy in the whole of this experiment has been consumed in the class C6 because the

process stays in this class the most of the time, exactly the 85.71% of the time, as shown in

(3.72). This fact is due to the long period of C6 (16.6 ms whereas the period of the other classes

is considerably less) and the number of times that C6 appears in the experiment (47.53% of

times as presented in (3.68)).
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(%) C1 C2 C3 C4 C5 C6

Eperc 0.72 0.12 13.7 5.78 26.9 52.78

tperc 0.21 0.19 1.04 0.53 12.33 85.7

(3.72)

E i
perc =

E i
C ·n

i
C

∑Q=6
q=1 E

q
C ·n

q
C

×100 (%), t i
perc =

t i
C ·n

i
C

∑Q=6
q=1 t

q
C ·n

q
C

×100 (%) (3.73)

where i represents the i th class.

This information help to know which elements of the experiment should been changed to

optimize in energy. At first, we test the optimization of energy consumption by varying the

current and time values in the classes. The transition matrix remains unchanged.

In this case, we observe that the first class to optimize is C6. This class represents the Sleep

state in the node, according to the Figure 3.32. This means that both, the microcontroller

and the transceiver, reach the sleep mode. According to their current levels in (3.68), the

current level measured for the transceiver in C6 is quite low (I 1
C = 0.0002 mA), but the cur-

rent obtained for the microcontroller is too high (I 2
C = 2.43mA). This high mean value of the

current in sleep mode of the microcontroller is due to the current needed by another com-

ponent placed in the Arduino Nano v3.0 platform. One of these energy-hungry components

correspond to the USB to serial UART interface FT232RL [187] used as interface in serial com-

munication between the microcontroller and the computer. This fact responds to the current

level of 2.43 mA in sleep mode for the microcontroller. Now, we can change the current value

in C6 to remove the current corresponding to the FT232RL component. Then, the new value

I 2
C for C6 is 0.1 mA.

The new table including the current values for both components is represented in (3.74).

Now, we estimate the node lifetime for these new values. This calculation has been realized

by using directly the third method of estimation of lifetime described above. This method

has been selected in order to achieve a good accuracy with an efficient execution time. Here,

the node lifetime increases to 17.32 days, a 102% more than in the precedent test. The new

values of percentages in energy per class are also expressed in (3.74) whereas the compari-

son of these percentages of the energy in precedent test and in current test are depicted in

Figure 3.35. We can notice in these bar graphs that the values of energy in each class have

completely changed. The percentages of time per class seen in (3.72) keeps unchanged be-

cause the time values have not been modified in this test.
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(mA) C1 C2 C3 C4 C5 C6

I 1
C 11.87 0 44.42 42.26 0.067 0.0002

I 2
C 1.87 2.61 7.66 1.05 8.54 0.1

Eperc (%) 1.46 0.26 27.73 11.7 54.44 4.41

(3.74)

FIGURE 3.35: Stacked bars of the percentage of energy consumed per class in both tests.

In this case, the part of energy consumed by C6 in relation to the whole energy consumed in

the experiment is only 4.41%. Now, the most important class regarding the energy consump-

tion becomes C5 with 54.44% followed by C3 with 27.73% of the total energy. The causes of

the important weight in this case of C5 and C3 are different: C5 appears many times, 48.32%

of times, whereas the repetitions of C3 are only the 0.5% of times but the energy consumed

each time by C3 is very high (3.3282 mJ).

The next step consists of removing the effect of the FT232RL interface for all the classes. This

fact is done just to keep the consistency of the experiment because if we consider that the

current used by the FT232RL interface is removed in one class, it should be removed in all

the classes. Then, the current in sleep mode on the microcontroller is decreased to 0.1 as in

C6 whereas the current values in the classes where the microcontroller stays active are reduce

equally of 2.5 mA. The current values and the new percentages of energy consumption per

class after these modifications are shown in (3.75). The node lifetime in this situation reaches

21.07 days, a 21.6% more than in the precedent test.
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(mA) C1 C2 C3 C4 C5 C6

I 1
C 11.87 0 44.42 42.26 0.067 0.0002

I 2
C 0.1 0.1 5.16 0.1 6.04 0.1

Eperc (%) 1.55 0.01 32.13 13.92 47.02 5.36

(3.75)

Not only can we modify easily the current values of the microcontroller in the node, but also

the current values of the other hardware components evaluated in the experiment. In this

new case, we can change the currents in the the radio chip. Note in (3.75) that the mean cur-

rent values measured by Synergie platform when the radio module (I 1
C ) is in active mode (C3

and C4) are 44.42 mA and 42.26 mA, respectively. This coincides with the current indicated

in XBee Series1 datasheet [127] when the component works in active mode (around 45 mA).

This radio module may be replaced by other more energy-efficient transceiver that uses the

same standard to communicate (IEEE 802.15.4), for instance the TI CC2420. TI CC2420 [110]

is an RF transceiver widely used in WSN and designed to low-power applications. Accord-

ing to the CC2420 datasheet, the current in transmission mode is 17.4 mA and, in reception

mode, it reaches the 18.8 mA. CC2420 uses the same wireless technology and realizes the

same tasks as XBee, even if we show in Chapter 2 that the current profile in both transceivers

is not the same. Then, XBee can be replaced by the CC2420 in the same circumstances. After

observing the current plots of the RF module, we conclude that C3 corresponds to the recep-

tion mode and C4 to the transmit mode. Then, the values of I 1
C in these two classes are mod-

ified by the values corresponding to the CC2420 (17.4 mA in transmit mode and 18.8 mA in

receive mode). The modifications in currents and the new percentages of energy consumed

by each class are shown in (3.76). In this test, the node lifetime calculated by the algorithm

amounts to 28.01 days, then, a 32.9% better than the immediately preceding test.

(mA) C1 C2 C3 C4 C5 C6

I 1
C 11.87 0 18.8 17.4 0.067 0.0002

I 2
C 0.1 0.1 5.16 0.1 6.04 0.1

Eperc (%) 2.06 0.02 20.64 7.64 62.5 7.14

(3.76)

According to (3.76), at this moment, C5 is the dominant class because it takes the 62.5% of

all the energy consumed by the node. At the moment, we have emulated the changes of the

hardware in node to minimize the energy consumption, but the changes in software may be

also emulated. In the precedent tests, the period to wake the microcontroller up with the

purpose of taking a value from the sensor is 16 milliseconds (ms). This parameter is man-

aged by the WDT in the microcontroller. The algorithm has measured exactly 16.6 ms for this
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period, as seen in (3.68). This period is the minimum possible by the WDT for an external

clock of 16 MHz in this type of microcontrollers. Other periods as 32 ms, 64 ms, 0.125 sec-

onds (s), 0.25 s, 0.5 s, 1 s, 2 s, 4 s, up to 8 s can be configured as indicated in Atmega328p

datasheet [125]. Then, we can change the mean time corresponding to C6 because this class

represents the sleep mode of the node. The embedded software remains the same: the mi-

crocontroller wakes up every tW DT seconds to take a value from the sensor, after Ndata all

the values stored in RAM are sent through the RF module. Now, the new value becomes

tW DT = 1 s. This new time value is presented in C6 of (3.77) as well as the new percentages

of energy per class.

We observe that the percentages of energy consumed per class are totally different that the

precedents. Now, C6 is the dominant class with the 82.2% of the total energy because, in the

99.72% of the time, the process remains in this class. This is due to two reasons: 1) the period

of C6 is 1 second whereas, in the other classes, this time does not exceed 30 milliseconds

all together; and 2) C6 appears in a large proportion of the times, 47.53% of times as seen

previously in (3.68). Thanks to these characteristics, the lifetime of the node reaches the

value of 277 days, then, almost 10 times more than the result in the previous test.

(s) C1 C2 C3 C4 C5 C6

tC 0.0011 0.0026 0.0194 0.0038 0.0024 1.0

Eperc (%) 0.39 0.003 3.96 1.47 11.98 82.2

tperc (%) 0.004 0.0037 0.02 0.01 0.24 99.72

(3.77)

Now, we increase the time of WDT to its maximum possible value, tC = 8 s in C6 as rep-

resented in (3.78). There are many applications in WSN where the sleep time between two

active states is equals or greater than 8 seconds. We also obtain the new values of percentages

of energy and time per class in (3.78).

(s) C1 C2 C3 C4 C5 C6

tC 0.0011 0.0026 0.0194 0.0038 0.0024 8.0

Eperc (%) 0.06 0.0005 0.59 0.22 1.77 97.37

tperc (%) 0.0005 0.0005 0.0025 0.0013 0.03 99.97

(3.78)

In this case, the lifetime of the node increases up to 328 days. Both, Eperc and tperc are exces-

sively bigger in C6 compared to the rest of the classes. Then, with this difference, the possible

modifications of current levels in other classes than C6 will not affect much the values of

Eperc, tperc and, consequently, the node lifetime. We probe this theory with a new test. The
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current values of the RF module (I 1
C ) go back to the original values, with XBee modules. Then,

the new current values and the percentages of energy per class are shown in (3.79).

C1 C2 C3 C4 C5 C6

I 1
C (mA) 11.87 0 44.42 42.26 0.067 0.0002

I 2
C (mA) 0.1 0.1 5.16 0.1 6.04 0.1

Eperc (%) 0.06 0.0004 1.2 0.52 1.76 96.46

(3.79)

We can observe that these percentages of energy have not changed significantly. The node

lifetime decreased only up to 325 days. The effect to change the RF module did not almost

modify the lifetime of the node due to the small duty cycle (DTC) 3.80. With a DTC in this

test of 0.03% (DTC = 100%− t C 6
perc = 100%− 99.97% = 0.03%), the difference between the

current values in sleep mode and in active mode should be also near 0.03% to make the active

mode important in the energy consumption. We consider active mode all the classes that are

different to the sleep mode (C6).

DTC (%) =
Tactive

Ttotal
=

Tactive

Tactive+Tsleep
×100(%) (3.80)

With these values of DTC (0.03%), the only predominant class is C6 which represents the

sleep mode in both components, microcontroller and RF module. If the objective deals

with extending the node lifetime, we should optimize the energy consumed in this class to

note an improvement. Then, the microcontroller could work with a lower current level as its

datasheet indicates. Then, we can test with a current of 0.01 mA in sleep mode for the micro-

controller. The new results are shown in (3.81). The lifetime in this test differs totally from the

precedent calculations. It reaches the 6.65 years because the current of the dominant class

has been divided by 10.

C1 C2 C3 C4 C5 C6

I 1
C (mA) 11.87 0 44.42 42.26 0.067 0.0002

I 2
C (mA) 0.1 0.1 5.16 0.1 6.04 0.01

Eperc (%) 0.43 0.0034 8.97 3.89 13.12 73.58

(3.81)

According to the ATmega328p datasheet [125], the current value in Power-down Mode can

decrease up to 0.1 µA when it works at 1MHz of frequency clock. In this test, the frequency

clock is 16 MHz, then, we use a current near to 2 µA. The values of this new test are shown
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in (3.82). The lifetime increases in this case up to 15.66 years, then, 9 years more than in the

previous test.

C1 C2 C3 C4 C5 C6

I 1
C (mA) 11.87 0 44.42 42.26 0.067 0.0002

I 2
C (mA) 0.1 0.1 5.16 0.1 6.04 0.002

Eperc (%) 1.02 0.008 21.12 9.15 30.9 37.8

(3.82)

After these variations of average current, C6 becomes not so dominant than before. Even if

the DTC is the same (0.03%), the values of percentage of energy consumed change because

of the low value of current in C6. At this moment, C3 and C4 are quite important in this

experiment with the 21.12% and 9.15%, respectively, of energy consumed by this two classes.

We consider again that the RF module used is the CC2420 transceiver and we observe the

changes. In this case, the changes of values in I 1
C of C3 and C4, as shown in (3.83) and the

lifetime of the node increases of near of 20% to reach the 18.7 years of lifetime.

C1 C2 C3 C4 C5 C6

I 1
C (mA) 11.87 0 18.8 17.4 0.067 0.0002

I 2
C (mA) 0.1 0.1 5.16 0.1 6.04 0.002

Eperc (%) 1.22 0.01 12.19 4.51 36.91 45.16

(3.83)

FIGURE 3.36: Stacked bars of the percentage of energy consumed per class in ten tests.

In Figure 3.36, we see the progression of the percentages of energy in each class for these

ten tests. We can observe the different variations of these percentages just by changing the
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current levels of the classes in the components as well as their times. Also, it is important to

notice the increase of the node lifetime from 8.55 days at the beginning to until 18.7 years.

3.4.2 Model Results vs. Real Experiments

In this Section, a real experiment based on the modifications of WDT period has been real-

ized. Here, we want to probe two things: the reliability of the automatic energy model by

comparing the obtained results with real experiments and the use of this automatic model to

achieve an energy optimization.

Then, the first test evaluated in Section 3.4.1 is compared with the same test but with dif-

ferent WDT values. First test has the original current and time values shown in (3.68). The

percentages of energy and time are expressed in (3.72) whereas the lifetime of the node was

near 8.55 days.

Then, we modify the time value of C6 in this test to calculate the lifetime. This time tC of C6 is

tC = 1 s, then, the time values of all the classes are presented in (3.84) as well as their energy

and time percentages for this test. The estimation of lifetime increases up to 13.73 days.

(s) C1 C2 C3 C4 C5 C6

tC 0.0011 0.0026 0.0194 0.0038 0.0024 1

Eperc (%) 0.004 0.0037 0.02 0.01 0.24 99.72

tperc (%) 0.0224 0.004 0.4253 0.1793 0.8349 98.53

(3.84)

Now, we compare these results with the results obtained by the algorithm when we change

the duration of WDT in the real circuit. To change the WDT in microcontroller, we configures

the bits WDP3 - WDP0 in the WDTCSR register of ATmega328p microcontroller. For that, we

just modify a line of code in the embedded software, as presented in Figure 3.37. For this

example, we change the code to have tWDT = 1 s, i.e. WDP3 = 0, WDP2 = 1, WDP1 = 1 and

WDP0 = 0.

FIGURE 3.37: Line of C code in microcontroller to change the tWDT.

The new measurements of current from the real circuit are obtained with the measurements

platform of Synergie. Then, the algorithm of the automatic model of energy consumption

evaluates these measurements to obtain the new Markov model. The values of average cur-

rent per class (I 1
C and I 2

C ), average time per class (tC ) and average energy consumed per class
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(EC ) are presented in (3.85). Also, we have the number of times (nC ) and the probability (PC )

to reach each class as well as the matrix probability of the new experiment, in (3.86). It is

important to notice that the order of the class in these matrices is assigned randomly. Then,

from the current values, we observe that C6 conserves the identification C6 in the new values

of these experiments, as well as C5. However, previous C4 corresponded to the state where

RF module listens the channel (RX mode) and microcontroller in sleep mode, now, this class

is represented in C3. The same case for C3 which in this new experiment becomes C4. More-

over, C1 in first experiment corresponds to C2 whereas the old spurious class C2 disappears

and a new spurious class appears in C1.

(mA) C1 C2 C3 C4 C5 C6

I 1
C 12.25 11.69 42.65 39.24 0.06 0.0006

I 2
C 8.09 2.17 1.02 7.19 8.66 2.40

tC (s) 0.0004 0.0012 0.0018 0.0118 0.0022 1.04

EC (mJ) 0.0277 0.0529 0.2603 1.8032 0.0620 8.2656

nC 4 10 16 6 398 397

PC (%) 0.48 1.2 1.94 0.72 47.89 47.77

(3.85)

p i ,j C1 C2 C3 C4 C5 C6

C1 0 0.25 0.75 0 0 0

C2 0 0.1 0.4 0.1 0 0.4

C3 0.125 0.4375 0.1875 0.25 0 0

C4 0.3333 0.1667 0.5 0 0 0

C5 0 0 0.0075 0.0025 0.005 0.9849

C6 0 0 0 0 1 0

(3.86)

We observe in (3.85) that the value of the WDT, tWDT = 1 s is correctly found by the algo-

rithm with the tC = 1.04 s in C6. Also, the probabilities in (3.85) and in the transition matrix

(3.86) are very similar to the equivalent values in the first experiment. The lifetime in this

experiment is 13.89 days. We observe that this value is similar to the 13.73 days of the first

experiment when we just modified the value of the time in C6 in the algorithm.

Three repetitions of the same test of energy measurements have been carried out to probe

the accuracy of the automatic model. They are three real tests with the same hardware in the

node and the same embedded software. We have measured the current values and calculate

the node lifetime in the tests for all the possible tWDT. The Table 3.11 offers the results of
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lifetime and Figure 3.38 shows the comparison of the automatic energy model results (in

blue) with the three experimental tests. Also Figure 3.39a represents the error rate in days

between the results in model and each real experiment whereas Figure 3.39b shows this error

rate in percentage of error. We observe that Test 1 and Test 2 are very close to the estimation

made by the model with 1.6% and 1.53%, respectively, as median of the values. In these two

tests, we can find some peaks of error rates of more than 5%, mainly, for low tWDT values,

where DTC is higher. Test 3 is a little different.

TABLE 3.11: Comparison node lifetime in model and in real experiments.

WDT (s)
Node Lifetime (days)

Model Test 1 Test 2 Test 3

0.016 8.55 9.02 9.03 9.33

0.032 10.30 10.82 10.83 11.13

0.064 11.76 12.17 12.17 12.45

0.125 12.69 13.00 12.99 13.25

0.25 13.26 13.50 13.49 13.73

0.5 13.57 13.76 13.75 13.98

1 13.73 13.90 13.89 14.11

2 13.81 13.97 13.99 14.18

4 13.85 14.01 14.00 14.21

8 13.87 14.03 14.01 14.23

FIGURE 3.38: Comparison of node lifetime between model and real tests.
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(A) Error rate in days (B) Error rate in percentage

FIGURE 3.39: Error rate between model and the three real tests.

We observe that Test 3 has an higher error rate than the other two tests. This is because in

the moment of the test, there were some perturbations in the channel as some obstacles or

some people in the experimental room. In Test 3, the median of the error rate reaches 3.28%

and a peak of 9.12% for the minimum value tWDT = 16 ms.

If we study the results obtained by the model, we observe that the lifetime of the node in

both cases, when tC = 0.0166 s in sleep state C6 and when tC = 1 s varies considerably from

8.5549 to 13.73 days, a 60% more. However, the difference of lifetime between both cases,

with tC = 1 s in C6 and with tC = 8 s is not so big, from 13.73 to 13.87 days, only a 1% more.

Moreover, if we could increase more and more the time of WDT, the lifetime of the node

would converge near 13.9 days. This is due to the relation between the DC and the difference

between the current levels in active and in sleep mode. In this experiment, we consider the

sleep mode to the class C6 and the active mode to the other classes, even if each class C1−C5

has different current values in both electronic components (microcontroller and RF module).

Figure 3.40a shows the lifetime of the node according to the tWDT. The DTC is totally depen-

dent of the value of tWDT. In this experiment, DTC is expressed as in (3.87), where we take

into account the time in active and in sleep mode for all the period of evaluation. The curve

in Figure 3.40a has been represented with the tWDT starting in the lowest value (16 ms) and

increasing according to the possible values for tWDT (32 ms, 64 ms, 0.125 s, 0.25 s, 0.5 s, 1 s,

2 s, 4 s, 8 s). This curve takes the form of an asymptotic function which converges near 13.9

days of lifetime. In Figure 3.40b, we represents a curve with the relation between DTC and

WDT in this test which is inversely proportional as shown in (3.87). We observe that, in this

case, the asymptotic curve is inverted and it reaches the zone of saturation in tWDT = 1 s, as
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before in Figure 3.40a. Besides, Figure 3.40c depicts the node lifetime according to the DTC

where we observe that there are several points very close in the zone near 14 days. These

points corresponds to the lowest DTC periods, i.e. the points of highest tWDT (from 1 s until

8s).

DTC (%) =
Tactive

Tactive+Tsleep
=

∑Q=5
q=1 tCq ·PCq

∑Q=5
q=1 tCq ·PCq + tC6 ·PC6

=

∑Q=5
q=1 tCq ·PCq

∑Q=5
q=1 tCq ·PCq + tWDT ·PC6

×100%

(3.87)

where tCq corresponds to the average time for each class q , seen in (3.68), and PCq is the

relative frequency of each class.

(A) Lifetime of the node according to the
WDT

(B) Duty cycle according to tWDT (C) Lifetime of the node according to the
DTC

FIGURE 3.40: Relation between node lifetime, tWDT and DTC.

In the first part of the curve in Figure 3.40a, the lifetime raises rapidly whereas after tWDT = 1 s,

the increase becomes very low. Table 3.12 provides the information about the lifetime node

per tWDT value but, also, the difference of two consecutive lifetime values in Figure 3.40a and

the percentage of increment between consecutive lifetime values. Table 3.12 shows clearly

the evolution of the lifetime, mainly, in the third row, percentage of increment of lifetime.

If we change tWDT from 16 ms to 32 ms, the increase of the lifetime is of 22.02% but, after

tWDT = 1 s the increment does not exceed the 1% between consecutive tWDT values. Fig-

ure 3.41 depicts this decrease of percentage from values in third row of Table 3.12. Then,

after tWDT = 1 s, it is not interesting to increment the tWDT because the lifetime does not

increase a lot, moreover, the performance of the system becomes worst if the node stays in
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TABLE 3.12: Lifetime, difference of lifetime and percentage of increase of lifetime per WDT
value.

WDT (s) 0.016 0.032 0.064 0.125 0.25

Lifetime (days) 8.45 10.31 11.76 12.69 13.26

Difference (days) - 1.86 1.46 0.93 0.57

Percentage (%) - 22.02 14.13 7.91 4.47

WDT (s) 0.5 1 2 4 8

Lifetime (days) 13.57 13.73 13.81 13.85 13.87

Difference (days) 0.31 0.16 0.08 0.04 0.02

Percentage (%) 2.32 1.19 0.60 0.30 0.15

FIGURE 3.41: Percentage of difference of lifetime on the node according to the WDT

sleep mode more time. This means that the more time the node stays in sleep mode, the less

amount of data the node can measure and the frequency to send these data is less. Then, the

performance of the system decreases.

These results change totally if the current values in classes are modified. Now, we carry out

the same study but with IC = 0.1 mA for C6. Figure 3.42 shows the node lifetime as function

of tWDT in this case whereas Table 3.13 presents all the information of lifetime, difference

of lifetime and percentage of this difference. We observe that now the scenario is different.

The relation between consecutive values at the beginning, with tWDT = 0.016, 0.032, 0.064,

0.125 and 0.25 seconds has a difference greater than 50%. Also, in Figure 3.42, the gradient

of the asymptotic function is less significant than in previous test. In the last value of WDT,

tWDT = 8 s, the percentage of difference according to tWDT = 4 s is quite high, 4.27%. Then,

we cannot consider that the node lifetime is close to the maximum possible value in this case

when tWDT = 8 s.

Then, to ensure the optimal point between lifetime and performance, we consider that the

WDT values can reach higher values. This is possible if the clock frequency in microcontroller
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FIGURE 3.42: Lifetime of the node according to the WDT. Second test.

TABLE 3.13: Lifetime, difference of lifetime and percentage of increase of lifetime per WDT
value.

WDT (s) 0.016 0.032 0.064 0.125 0.25

Lifetime (days) 16.79 29.83 52.98 88.64 139.44

Difference (days) - 13.05 23.14 35.66 50.81

Percentage (%) - 77.7 77.56 67.31 57.32

WDT (s) 0.5 1 2 4 8

Lifetime (days) 196.77 248.21 285.72 309.12 322.33

Difference (days) 57.33 51.44 37.50 23.40 13.21

Percentage (%) 41.11 26.14 15.11 8.19 4.27

decreases, but, in a real situation, the values of time and current in the other classes (C1−C5)

could also change. Table 3.14 shows the same parameters as in Table 3.13 but for WDT values

equals and greater than 8 seconds. We observe that the lifetime of the node in this case

converges near 337 days. Over tWDT = 32 ms, the difference of lifetime becomes below 1%,

then, for tWDT = 32 ms the relation lifetime-performance reaches the optimal point. More

than 30 seconds to take a value from a sensor may seem too much but some applications in

WSN, as health building monitoring or smart parking, can bear this delay to recover the data

without decreasing the performance of the system. Moreover, we prove in this sudy that if we

choose a WDT value greater than 32 seconds, the lifetime would not really improve whereas

the performance would decrease because the frequency to recover the data from the sensor

would decrease.
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TABLE 3.14: Lifetime, difference of lifetime and percentage of increase of lifetime per WDT
value from 8 to 125 seconds.

WDT (s) 8 16 32 64 125

Lifetime (days) 322.33 329.37 333.01 334.86 335.77

Difference (days) - 7.04 3.64 1.85 0.91

Percentage (%) - 2.19 1.10 0.56 0.27

3.4.3 Changes in Transition Matrix

Previous Sections explain the cases when the average current values or the average time val-

ues are modified for each class. However, in these cases, the transition matrix of the classes

remains unchanged. This transition matrix can also be modified to obtain different values of

node lifetime. These changes of transitions represent the variations of the software, the em-

bedded code, unlike the changes in current and time which can represent the modifications

in software or in hardware. Then, these changes of the values in the transition matrix are also

interesting to be studied.

We have previously explained that Ndata corresponds to a parameter introduced in Figure 3.32

which represents the amount of measures obtained from the sensor and stored in the RAM

of the microcontroller before the transmission. In previous examples, we fixed Ndata = 100

data while each data is equivalent to 1 byte (n sens = 1 byte). We can modify this parameter,

Ndata, what it means to change the frequency of transmitting and the length of the packets.

The frequency of transmitting is modified with the transitions matrix and the length of the

transmitted packets is equivalent to the time of serial communication between the micro-

controller and the transceiver. Then, if we continue with the same embedded software in the

node as well as the same description of classes as in Figure 3.34, the frequency of transmit-

ting depends on the times of repetitions of C5 and C6 whereas the different packet length is

equivalent to the time duration of C3. According to the Figure 3.34, in an ideal system, the

transitions between classes would reach the probability values shown in Table 3.15.

Then, for instance, in this experiment where Ndata = 100, p5,3 should be p5,3 = 1
Ndata

= 0.01

and p5,6 = 1−p5,3 = 0.99. We can observe in the corresponding transition matrix in (3.71) that

the ensemble of the measurements platform and the automatic energy model have obtained

p5,6 = 0.9836 and p5,3 = 0.0102. These values are really close to the theoretical values. Other

unexpected transitions appear in the row of C5, as p5,2 = 0.0041 and p5,4 = 0.002, this is

mainly because of the noise obtained in the energy measurements but these small values do

not cause some important changes in final results of lifetime.

We study now an experiment of analysis of the energy consumption by using the same em-

bedded software but for different Ndata. All the tests in this experiment have been done the
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TABLE 3.15: Percentage of transitions in the test of Figure 3.34.

Type of transition Probability of transition

C6 - C5 p6,5 = 1

C5 - C3 p5,3 = 1
Ndata

C5 - C6 p5,6 =
Ndata−1

Ndata
= 1− 1

Ndata
= 1−p5,3

C3 - C1 p3,1 = 1

C1 - C4 p1,4 = 2
3

C1 - C2 p1,2 = 1
3

C4 - C1 p4,1 = 1

C2 - C5 p2,6 = 1

same day in the same channel conditions. The embedded software carries out the same

tasks explained in Figure 3.32. We study the cases when Ndata = [100, 80, 50, 20, 10] bytes.

If Ndata changes, the frequency of appearance of the p5,6 and p5,3 transitions also changes,

as seen in Table 3.15. Furthermore, as the number of transmitted bytes varies, the time of

serial communication between the microcontroller and the RF module varies in the same

way. This serial communication is established at the beginning of the TX State, represented

in Figure 3.34, i.e. this is C3. The data rate of the serial communication is introduced in the

embedded software as DR = 57600 bps. The data is transmitted via this serial communi-

cation byte per byte with a start bit and a stop bit before and after each byte, respectively.

Then, the real amount of bits transmitted is Ndata× (8 +2) bits and the duration of the serial

communication follows the expression (3.88).

tserial =
Ndata× (8 +2) bits

DR
(3.88)

Then, according to (3.88), the tserial for Ndata = 100 bytes is calculated as tserial = 100×10
57600 = 17.36

ms. In real experiment, we obtain an average time for C3 of tC 3 = 18.3 ms. This difference of

18.3− 17.36 ' 0.94 ms is due to a fixed time value of some tasks in RF module as the device

initiation and the CCA/ED. This fixed value t init = 0.94 ms should be evaluated for all the

cases. Then, the total time for C3 is tC 3 = tserial+ t init. With this information, we can calculate

theoretically the time of C3 for the different cases of Ndata that we introduce in our model in

order to estimate the lifetime in the node. Then, the values of p5,6 and tC 3 are calculated for

different values of Ndata. These values are expressed in Table 3.16.

The resulting values of p5,6 in the experiments are also presented in Table 3.16. We observe

that the difference between both p5,6 values, in theory and in experiment, is quite small. The

problem is that, because of the expression p5,6 = 1− 1
Ndata

, the interval between the p5,6 val-

ues from Ndata = 100 bytes to Ndata = 10 bytes is not very significant, only from p5,6 = 0.99
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to p5,6 = 0.90. In this part, we add the node lifetime estimated from individual experiments

carried out in the same conditions. The main goal here is to compare the experimental re-

sults of lifetime with the results obtained after the analysis with the automatic energy model.

To carry out the estimation in the model, we take as reference the current values, the time

values and the transition between states of the first test with Ndata = 100. Then, we replace

the p5,6 and tC 3 values in this model by the theoretical values shown in the Theory part of

Table 3.16. The node lifetime values from this model are exposed in the Model part of Ta-

ble 3.16. We can also observe the difference between both, model and experiment, and the

error rate for the different Ndata. From these results, we notice that in some cases, the model

offers an important reliability with an error rate near 1% or 3.3%, but in other cases, the re-

sults are really differentiated, as in 15.19% of error for Ndata = 20. In any case, the estimation

of lifetime when the transition probabilities change, becomes more complicated. We have to

know deeply the functions of our system. Even so, it can be a difficult task.

In this example, we distinguish the classes in Figure 3.43a when Ndata = 100 bytes. In this

case, tC 3 ≈ 18 ms. However, in Figure 3.43b, for Ndata = 80 bytes, tC 3 ≈ 14 ms and it appears

a new class in 1© that corresponds to the first recovered data from the sensor after the serial

communication (C3). In Figure 3.43c, Ndata = 50 bytes and measured tC 3 ≈ 9.2 ms. In this

case, we have tC 3 = 5.2 ms in experiment part of Table 3.16. This is due to the state marked in

2© which corresponds to the same that 1©, but, in this case, the algorithm has decided that

this state is the same as C3. This is why the mean time value of C3 decreases until tC 3 = 5.2 ms

in experiment part of Table 3.16. In Ndata = 20 bytes (see Figure 3.43d), the same problem as

in Ndata = 50 bytes appears. Now, the state of 3© is between two classes and the error between

experiment and model reaches the 15.19 %. In Figure 3.43e, the state marked as 4© appears

after the transceiver goes back to sleep mode. Then, this state is identified such as a normal

state of recovered data from the sensor. This is why the error rate, in this case, decreases up

to only 1.09 %.

In this Section, we show an example of the estimation of the node lifetime when we change

TABLE 3.16: Comparison node lifetime in model and in real experiments.

Theory Experiment Model

Ndata

(bytes)
p5,6

tC 3

(ms)
p5,6

tC 3

(ms)
Lifetime

(days)
Lifetime Difference

(days)
Error
(%)

100 0.99 18.3 0.9872 18.3 9.68 10.21 0.53 5.47

80 0.9875 14.84 0.9815 14.1 9.44 9.97 0.53 5.6

50 0.98 9.62 0.9622 5.2 9.13 9.43 0.30 3.28

20 0.95 4.41 0.9366 1.8 6.91 7.96 1.05 15.19

10 0.90 2.68 0.8898 1.7 6.43 6.36 -0.07 1.09
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(A) Ndata = 100 bytes (B) Ndata = 80 bytes

(C) Ndata = 50 bytes (D) Ndata = 20 bytes

(E) Ndata = 10 bytes

FIGURE 3.43: Currents in microcontroller and transceiver for Ndata.

the probabilities between the transitions of the states in the Markov model. The complexity

increases considerably because the change of a probability in the transition matrix can imply

the change of other parameters such as the duration or the current level of the states. Then,

it is necessary to know in detail the functions executed by the nodes. As perspectives, we will

introduce in the automatic energy model the analysis of the DIO indicators from the node

under evaluation. These indicators will link the actions of the embedded software with the
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classes identified by the automatic energy model algorithm.

3.4.4 Energy Model with Interference

The automatic energy model can be used in different scenarios. The impact of the inter-

ference in energy consumption on a node has been studied in Section 2.4. We can analyze

these energy values caused by the channel interference and create an energy consumption

model for this type of scenario. The node to evaluate is the node composed by the XBee radio

module and the ATmega328P microcontroller. The IEEE 802.15.4 standard establishes until

3 transmissions of the same frame (1 transmission and 2 retransmissions). We configure the

XBee module to repeat this process of 3 transmissions up to 7 times (the first time corre-

sponds to the normal case and the other 6 times are added by the XBee module) in order to

give priority to the correct reception of the data. Then, as we explained above, if the RF mod-

ule tries to send a packet during more time, the time that this device is switched on is longer

and, thus, much more energy is consumed.

In this experiment, the node is programmed as in previous Sections. The embedded software

consists in a periodic data collection application where the data transmission task is carried

out after recovering Ndata values. In this case, we take again the value of Ndata = 100 bytes. In

the first part of the experiment, the system works similarly: once the packet is ready with the

Ndata values, it is transmitted and the ACK frame is received in transmitter node. However,

in the second part of the experiment, a source of interference is installed in the same wire-

less channel. This source of interference consists in a device such as a smartphone which

contains an IEEE 802.11 (Wi-Fi) module. This module is configured to work in the channel 1

of IEEE 802.11 centered at the frequency of 2.412 GHz while the XBee module in the node is

configured in the channel 12 of IEEE 802.15.4 at 2.410 GHz (see Figure 2.17b). As the band-

width of a channel in IEEE 802.11 standard is 22 MHz and the bandwidth of a channel in

IEEE 802.15.4 is 2 MHz with a difference of 5 MHz between the center frequency of two con-

secutive IEEE 802.15.4, an IEEE 802.11 channel can perturb an entire IEEE 802.15.4 channel.

This fact causes serious problems in the reception of packets, in both, in the RF receiver with

the reception of the data packets and in the RF transmitter with the reception of the ACK

frames. The loss of the packets means retransmissions of the same packet, an increase of the

time in active mode (transmission or reception modes) and, thus, an increase of the energy

consumption in RF module.

Then, two different parts, one without interference and a second part with interference, are

clearly contrasted in current measurements, as represented in Figure 3.44a. Moreover, in

Figure 3.44b, we show a zoom area in the beginning of the first corrupted packet. In this

figure, the marker 1 indicates the zone where the microcontroller wakes up to take a value
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(A) Currents (B) Zoom in currents

FIGURE 3.44: Currents in experiment with interference.

from the sensor every tWDT seconds (in this case, tWDT = 16 ms). In 1©, the microcontroller

recovers information from the sensor. In 2©, the microcontroller sends the information to

the transceiver and goes back to sleep mode. After tWDT seconds, the microcontroller wakes

up again to continue with the same process of recovering values from the sensor. At the same

time, the radio module tries to transmit correctly the packet to the sink node. Because of the

interference in the channel, this packet is corrupted and the transceiver must resend it. In

the zone of 2©, the transceiver sends this packet up to 3 times. Then, if the packet is not well

transmitted after the third attempt, the RF module remains activated for some time. After

this time, the transceiver tries to send the same packet again, as seen in 3©. This process

will be repeated until 7 times in this experiment according to the configuration of the XBee

module.

These current values have been analyzed by the automatic energy consumption algorithm.

Firstly, the PCA algorithm offers the principal components from the current values in micro-

controller and in RF module as well as from the periods of time for the individuals in the

experiment. The three planes with the principal components are shown in Figures 3.45. We

observe that the form of the set of points is totally different to the set of points seen previously

in Section 3.3.2 in the experiment without interference. In this case, the groups of points are

harder to distinguish. In this graph, we can observe the linear nature of this algorithm. Dif-

ferent lines of points are disposed in the space. This means that the variables (current and

period values) of the individuals represented in the points of these lines are similar. Later,

the HCA algorithm will take the decision of dividing these points in different groups. Besides,

the dimensions 1 and 2 that comprise the main plane contains 50.42%+39.25%= 89.67% of

information. This fact means that if we discard the dimension 3, we would not lose much

information and we could execute the same analysis correctly.

The identification of the correct number of classes in the experiment is carried out by the

HCA algorithm. For that, firstly, the between-inertia is calculated for a single class (all the
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(A) Main axis: Dimensions 1 and 2 (B) Dimensions 1 and 3

(C) Dimensions 2 and 3

FIGURE 3.45: Principal components in the interference experiment.

points), then, we increase the number of classes to calculate this type of inertia until an

amount of 15 classes. This between-inertia for each number of classes is represented in Fig-

ure 3.46a whereas the difference between the consecutive between-inertia values, i.e. the

inertia gain is shown in Figure 3.46b. In this experiment, we keep the same threshold as in

the experiment without interference, ηq = 0.01, in order to determine the number of classes

from the inertia gain. In this case, the value of inertia gain is lower than ηq between 9 and 10

classes, then, the number of classes selected is 9 classes.

In Figures 3.47, the same set of points is presented for the three planes with the classifica-

tion. We observe that division of groups of points is not easy in this case when perturbations

appear. However, the algorithm carries out correctly this division. For instance, the black,

red, pink and cyan classes follow the same line of points and they have been divided in a

determined point, but this cut could occur in a different way. We can also observe that the

average value for each class (represented with an ’x’ symbol in a square) are rather separated

between them. This is also an indicator of a proper classification. The set of all points in the

space has been divided in 9 cluster or classes. In Figure 3.47d, we can observe in axis X and Y

the main axis with the points in dimension 1 and 2, respectively, whereas the Z axis presents
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(A) Between inertia (B) Inertia gain

FIGURE 3.46: Between inertia and gain inertia in the interference experiment.

the energy consumed by each individual represented as each point in this plane. This fig-

ure shows clearly the difference of energy consumption between the clusters as well as the

correct classification carried out by the algorithm.

(A) Main axis: Dimensions 1 and 2 (B) Dimensions 1 and 3

(C) Dimensions 2 and 3 (D) Dimensions 1, 2 and energy per point

FIGURE 3.47: Classification of the set of points in the interference experiment.
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In Figure 3.48, the current values are classified according to the results of the automatic

energy model algorithm. We observe that the 9 classes are clearly different if we take into

account the currents of both electronic components (microcontroller and RF module) and

the time between two breaking points. In the first part of Figure 3.48, the transceiver is in

sleep mode while the microcontroller wakes up each 16 ms to take a value from the sensor.

The state where the microcontroller sleeps is represented with the class or state C9, in pur-

ple color, whereas the period when the microcontroller wakes up corresponds to the C8, in

brown color. We observe in (3.89) and in (3.90) that the average values of currents and peri-

ods, respectively, have been correctly identified for C9 and C8. In the second part, when the

radio module wakes up, we can observe the same behavior in microcontroller once the in-

formation is sent from the microcontroller to the radio module via the serial communication

(represented with the green state or C3). Even if the transceiver cannot transmit correctly

the packet (this is why the transceiver remains in active mode), the microcontroller contin-

ues to takes a value from the sensor and to goes back to sleep mode. This behavior appears

because, in this node, the transceiver can work independently of the microcontroller: when

the transceiver has received the information from the microcontroller, the microcontroller

can go to sleep mode and the transceiver will go to sleep when the information is transmit-

ted to the sink in the network. Then, we notice the same behavior in the microcontroller

before and after the serial communication (green state), but the automatic model algorithm

distinguish correctly both situations, when the radio module is in sleep mode and when it is

in active mode. In the second part, the periods when the microcontroller takes a value from

the sensor are identified as the class C7 (blue class). However, in the sleep periods, several

states appear, generally, the black, red, magenta and cyan classes; C1, C2, C4 and C5, re-

spectively. We observed in Figures 3.47 that these states are really close. The only difference

FIGURE 3.48: Currents and classes in the interference experiment.
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between these classes is the time because the currents in transceiver and in microcontroller

are similar, as we can identify in current measurements of Figure (3.48) as well as in average

current values of 3.89. The difference between the average time values of these classes are

shown in (3.90), with 16 ms, 11.4 ms, 5.2 ms and 1.3 ms for C1, C2, C4 and C5, respectively.

In Figure 3.48, we notice that the principal causes of obtaining different classes for the same

function (microcontroller in sleep and radio module in active) is the breaking points due to

the sudden decreases of the current in the radio module. These peaks divide a period in two

different periods and, thus, new states occur.

In (3.91), the average energy consumption are presented for each class, whereas, in (3.92),

we show the number of times that a class appears in this experiment (nC ) as well as the per-

centage of these appearances (PC ). Besides, the transition matrix of this experiment is rep-

resented in (3.93). Then, the node lifetime in this experiment is estimated according to the

third method presented in Section 3.3.5. It is 1.7558 days, i.e. almost 80% less than the life-

time for the same node with the same embedded software but in a wireless channel without

interference. With these results, we prove once again the dramatic impact of the interference

in the energy of a WSN node.

(mA) C1

(black)
C2

(red)
C3

(green)
C4

(magenta)
C5

(cyan)
C6

(yellow)
C7

(blue)
C8

(brown)
C9

(purple)

I 1
C 41.72 41.71 41.98 41.42 36.86 12.70 41.09 0.42 0

I 2
C 1.06 1.04 7.04 1.07 1.09 1.51 6.91 8.09 2.22

(3.89)

(s) C1 C2 C3 C4 C5 C6 C7 C8 C9

tC 0.0160 0.0114 0.0148 0.0052 0.0013 0.0010 0.0015 0.0017 0.0161
(3.90)

(mJ) C1 C2 C3 C4 C5 C6 C7 C8 C9

EC 2.2546 1.6051 2.3869 0.7306 0.1568 0.0477 0.2442 0.0475 0.1178
(3.91)

C1 C2 C3 C4 C5 C6 C7 C8 C9

nC 213 143 12 255 358 189 481 652 627

PC (%) 7.27 4.88 0.41 8.70 12.22 6.45 16.42 22.25 21.40

(3.92)
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p i ,j
C1

(black)
C2

(red)
C3

(green)
C4

(magenta)
C5

(cyan)
C6

(yellow)
C7

(blue)
C8

(brown)
C9

(purple)

C1 0 0 0 0 0.0376 0.0047 0.9577 0 0

C2 0 0 0 0 0.3636 0.2028 0.4336 0 0

C3 0 0 0 0 0.1667 0.4167 0.2500 0.1667 0

C4 0 0 0 0.0118 0.3098 0.3608 0.2980 0.0196 0

C5 0.0279 0.1453 0 0.2291 0.2626 0.0866 0.2486 0 0

C6 0.0319 0.1011 0 0.5266 0.2074 0.0372 0.0372 0.0426 0.0160

C7 0.4054 0.1497 0.0021 0.1455 0.1726 0.0395 0.0644 0.0208 0

C8 0.0031 0 0.0169 0.0015 0.0015 0.0061 0.0138 0 0.9571

C9 0 0 0 0 0 0 0 1 0
(3.93)

We have shown in the transition matrix of (3.93) the complexity of this type of experiments

when the number of classes increases. Some unexpected behaviors in the components of the

node can occur. This is why, the study of the energy consumption just from general current

values extracted from the datasheets of the electronic components is not realistic. We need

different tools and methods as the Synergie platform to reach more realistic conclusions in

order to optimize the system.

3.4.5 Energy Model in Other Type of Nodes

The automatic energy model has been tested with other type of nodes, not only with the

node composed of the XBee transceiver and the ATmega328P microcontroller. In this case,

the energy consumed in a WSN430 node [136] made by Inria [137] have been measured by

the energy measurements platform of Synergie. We have used the same platform shown in

Figure 2.14 with the same hardware and the same embedded software. Then, we measure

the energy consumption in two electronic components: the MSP430 [138] microcontroller

and CC2420 [110] radio module; even if we are able to measure until five components with

the Synergie platform. We chose these two components because we consider that they are

the most relevant components in this node. The embedded software in the microcontroller

is the same as in Section 2.4.2. The node under evaluation is the transmitter node and it

communicates with a receiver placed at 3.5 meters of distance. The test is carried out in a

laboratory environment with a Wi-Fi access point installed in the same room. The CC2420

transceiver follows the IEEE 802.15.4 standard and the microcontroller is programmed to use

the X-MAC [59] protocol where the transmitter wakes up from the sleep mode each 125 ms to

listen the wireless channel. These periods of idle listening appears 7 consecutive times and,
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(A) Currents (B) Zoom in currents

FIGURE 3.49: Currents in experiment with WSN430 node.

then, in the eighth time that the node wakes up, the transmitter sends a packet of informa-

tion to the receiver node. This software is configured through Contiki OS [139]. Figure 3.49a

shows the current representations of the RF module (in red) and the microcontroller (in

blue). Figure 3.49b depicts an area of zoom of these currents where we can distinguish some

different behaviors of the components. In 1©, the microcontroller wakes up several times

between two periods of idle listening. This behavior was not established by our embedded

software but we suppose that it is a behavior caused by an internal function of Contiki OS.

When an OS runs in a WSN node, we risk to execute some unexpected actions that are not

easy to manage. We can observe one of these actions in the current measurements of 1©. Be-

sides, the current of the transceiver in 2© represents a period of idle listening. The transceiver

wakes up and listens the channel during several milliseconds whether a packet includes the

destination address of this node. In 3©, the microcontroller wakes up before the transceiver

and, then, wakes the transceiver up to transmit a packet. After this time, in this case, the

microcontroller order RF module to goes back to sleep mode and, next, the microcontroller

reaches again the sleep mode. We observe in Y axis of Figures 3.49 that the maximum cur-

rent of the radio module reaches a value slightly greater than 16 mA instead of the 45 mA

approximately consumed by the XBee transceiver included in the node previously studied.

The automatic energy model algorithm has analyzed the current measurements in this exper-

iment. Firstly, the automatic segmentation identify the individuals according to the breaking

points of the currents for each electronic component. Then, we take the three variables of

each individual (period, current in microcontroller and current in transceiver), as in previ-

ous experiments. The PCA algorithm transforms these individuals in principal components

in order to put in the same scale of importance all the dimension and reduce these dimen-

sions of the values. In this case, we show in Figures 3.50 all the three 2-D planes formed by

the three dimensions of the principal components. We observe clearly a large set of points

in the central part of Figure 3.50a. These set of points corresponds to similar individuals that
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(A) Main axis: Dimensions 1 and 2 (B) Dimensions 1 and 3

(C) Dimensions 2 and 3

FIGURE 3.50: Principal components with the WSN430 node.

will be difficult to classified later in HCA algorithm. in this case, we observe in the axis some

different percentages of information for the dimensions. These are 48.32 %, 29.7 % and 21.98

% for dimesion 1, 2 and 3, respectively. In this case, the percentage of information for the

least important dimension is 21.98 %. This value is not negligible and, then, the dimension 3

must be taken into account in any case for the rest of the analysis.

The HCA has automatically identified 11 different classes in this experiment. These classes

are shown in the principal components in Figures 3.51. We observe that the large set of points

in the center of the figures has been divided in five clusters (magenta, blue, black, red and

grey classes). Other four classes are quite close to each other, these are the orange, the yellow,

the cyan and the brown classes. In different positions, two other clusters are placed. These

clusters are the green and the purple classes.

Figure 3.52 represents the current values shown above in Figure 3.49b but with the classifi-

cation of the individuals. We distinguish clearly the 11 classes. The group of the five clusters

(magenta, blue, black, red and grey) corresponds to the state of transmission of the packet in

the transceiver. In this state, the current values changes rapidly from the highest to the lowest
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(A) Main axis: Dimensions 1 and 2 (B) Dimensions 1 and 3

(C) Dimensions 2 and 3

FIGURE 3.51: HCA in the experiment with the WSN430 node.

values. Then, these magenta, blue, black, red and grey classes have been classified by order

of increasing current, as seen in Figure 3.52. The second group of four clusters (orange, cyan,

yellow and brown) are differentiated by the time values. We observe in current graphs that

these four classes correspond to the instants when both components, microcontroller and

RF module, are in sleep mode. Then, the current values are similar, as represented in (3.94),

where I 1
C represents the current in RF module and I 2

C is in microcontroller. We observe that

I 2
C in C8 is considerably higher than in the other three classes. This is because this class con-

tains some variations in the whole experiment. However, this value of 0.6 mA is very low

in comparison with other different classes which reach some current values of 8 mA, even

near 16 mA. In (3.94), the average time calculated from the time values of every point in each

class is also presented. We notice that the algorithm has correctly identified the difference

between these average values of the periods where the period in C8 is shortest with 0.5 ms.

In Figure 3.52, we observe that this brown class is divided many times by the current peaks

in microcontroller, where these peaks have been considered as magenta classes (C4). After

that, we can detect visually that the cyan class (C5) has the second longest period of the sleep

mode classes. In (3.94), tC for C5 is calculated much higher than the same value for C8, 36.8

ms against 0.5 ms. Near 2 times longer than tC of C5, it is the period of C6. In Figure 3.52,
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FIGURE 3.52: Currents and classes in the WSN430 node experiment.

we note clearly this difference between both classes. Finally, we have C11, the orange class

in this experiment, which represents the sleep period introduced in the embedded software

without unexpected interruptions. These are the periods between two idle listening periods.

The average value calculated by the automatic model algorithm is 123.6 ms. This value is

near the time value configured in the embedded software that was 125 ms. We consider 125

ms the time between the beginning of an idle listening period and the beginning of the next

idle listening, then, the time spent by the active mode of this idle listening is not included in

this tC of C11 because this active mode is represented with other different classes. The node

lifetime has been estimated taking into account the results of average currents, average time

values and the 11x11-size transitions matrix of all the classes. This lifetime results 18.38 days.

C5

(cyan)
C6

(yellow)
C8

(brown)
C11

(orange)

I 1
C (mA) 0.005 0.006 0.6 0.007

I 2
C (mA) 0.37 0.26 0.33 0.26

tC (s) 0.0368 0.0754 0.0005 0.1236

(3.94)

The study of the node lifetime according to the length of the period in sleep mode (tsleep) has

also been realized for this experiment, as shown in Figure 3.53. These values are represented
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FIGURE 3.53: Lifetime in node for different periods in sleep mode.

in Table 3.17, as well as the difference in days and in percentage of two consecutive values.

In the classification, we consider tsleep as the average time in C11 because this class repre-

TABLE 3.17: Lifetime, difference of lifetime and percentage of increase of lifetime vs. tsleep

tsleep (s) 0.016 0.032 0.064 0.125 0.25 0.5 1 2

Lifetime (days) 8.86 10.66 13.78 18.47 24.89 31.77 37.67 41.80

Difference (days) - 1.79 3.13 4.69 6.41 6.89 5.89 4.13

Percentage (%) - 20.23 29.33 34.00 34.73 27.69 18.55 10.97

tsleep (s) 4 8 16 30 60 120 300

Lifetime (days) 44.32 45.71 46.45 46.81 47.01 47.12 47.18

Difference (days) 2.51 1.39 0.74 0.35 0.21 0.10 0.06

Percentage (%) 6.01 3.15 1.62 0.76 0.44 0.22 0.13

sents the total time between two idle listening periods without interruptions. Nevertheless,

the other three classes which have an influence in the sleep mode (C5, C6 and C8) have been

taken into account in a proportional way. For that, we calculate which proportion represents

the tsleep value under evaluation respect to the obtained tC = 123.6 ms in C11 and we apply

this proportion to the tC values of C5, C6 and C8. Then, as shown in Table 3.17, we chose as

minimum tsleep value 16 ms as in the precedent experiments for tWDT while the maximum

value is 300 s, i.e. 5 minutes between two idle listening functions. We observe that the life-

time increases with the tsleep but when this sleep time reaches a value near 8 seconds, the

lifetime values saturates. According to the percentage of the difference in lifetime seen in
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Table 3.17, this percentage is below 1% with tsleep values higher than 16 seconds. With this

value, the node lifetime reaches 46.45 days. Then, if we are interested in achieve a better

lifetime-performance relation, we would choose tsleep = 16 s whenever we accept such a long

idle listening in the transmitter.

The automatic energy consumption model has been developed in order to analyze the real

energy measurements from a WSN node, estimate the lifetime of the node through a Markov

chain and optimize the hardware and the software in the node in a clear and easy way by

modifying the values of the Markov model. In this Section, we demonstrate that this auto-

matic energy model can analyze the energy consumed by different nodes. The same model

could be used to analyze the energy measurements resulting from other type of energy mea-

surements platform. As perspectives, we will create a new version of the energy measure-

ments platform faster and more accurate than the present version. With this ensemble, mea-

surements platform and automatic energy consumption model, we expect to identify new

states in the components of the node and to achieve a better optimization of the energy con-

sumption.



Chapter 4

Conclusions and Perspectives

The energy efficiency in the nodes of WSN is a primary interest for different reasons: the

harsh environments where the nodes are placed; the impossibility of changing the batteries

in a huge amount of nodes due to the quick development of the WSNs in the new era of IoT;

for ecological purposes, since the production of new batteries to replace the empty batteries

in a large number of nodes will entail ecological issues. This is why it has been important to

complete this work.

Synergie platform is presented as an ensemble of hardware, software and mathematical tools

created exclusively in this work. In the first instance, we present the hardware platform en-

trusted with the real-time energy measurements component per component and instruc-

tion per instruction in a real node. We show some results obtained with this platform as the

relation between the energy consumed per bit transmitted according to the packet size or

the same relation when we store higher quantities of information in an external memory.

These tests show that the energy per bit decreases if the amount of data stored in memory

increases because the radio module, i.e. the most energy-hungry component in the node, is

less used. However, after that, we use the energy measurements platform in an application

where the impact of the interference in energy consumption is shown accurately. We prove

that a longer packet of data has a higher probability to be corrupted by the interference in the

physical channel than shorter packets (comparison between an application layer frame of 40

bytes and an ACK frame of 19 bytes) due to its higher on-air time. Another constraint when

the transmitted packets are long is the decrease of the performance of the system, since the

collection of the data takes more time and, thus, the sink node in the network receives the

information later when the packet is longer. These parameters have to be taken into consid-

eration when a WSN is installed.

The study of the impact of interference in energy consumption has confirmed the research

of other authors where the interference in the physical channel increase dramatically the

167
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amount of lost packets and, consequently, the energy consumption in the node. Further-

more, we distinguish this impact of interference according to the number of retransmissions

of a single packet as well as of the times that an ACK frame is received. After several tests

in an anechoic chamber and in a laboratory environment, we obtain a distribution of the

number of retransmissions per interference level. This allows to calculate the average energy

consumption as well as the node lifetime for a given battery per interference level. We also

conclude with these experiments that the third transmission of a single packet fixed by the

IEEE 802.15.4 standard entails more problems than advantages since its success rate is very

low whereas the energy consumed when this type of packet appears is quite high.

Once the real energy measurements from the node are recovered, these results are analyzed

by the Automatic Energy Consumption Model algorithm. This algorithm is based on cluster-

ing algorithms in statistics and creates a markov model from the real measurements. This fact

avoids to use a theoretical energy model as well as to consult the datasheet of the electronic

components in order to estimate the node lifetime. We prove that the energetic behavior of

the components differs from the datasheet when these components act in an ensemble, in

a circuit. This behavior is taken into considerations by the automatic energy consumption

model. With this algorithm, we create an experimental energy model and we estimate the

lifetime of the node in a realistic manner. Furthermore, we show that the average current

values, the average period values and the transitions between the states identified by the al-

gorithm can be modified in order to study an optimization of the energy in hardware and in

software. These modifications are carried out manually in the first instance. The dynamic

optimization of the software in the microcontroller of the node is a task to complete by our

research team in a near future.

The development of a system which measures in real time the energy consumed in a node of

WSN component per component and instruction per instruction is not usual in the literature.

We present the general architecture of the measurement platform whose components (mi-

crocontroller, ADC, operational amplifiers) can be changed according to accuracy and data

rate. Moreover, the automatic analysis of the measurements is an original element which

can be used with any measurement platform. This sort of analysis that creates automatically

an energy model based on a Markov chain is not found in the literature. Furthermore, the

estimation of the node lifetime and the easy modification of the parameters in the Markov

model allows to optimize quickly the hardware and the software in the node.

This study lets several perspectives to accomplish as future work. One of these perspectives

is the employ of a more sophisticated energy measurement platform as the one presented in

Section 2.5.1. The first tests with LabVIEW software has been realized but the analysis of the

information has not been successfully completed because of the different data format. This

is a problem to solve in a short period of time. Another issue to treat after obtaining the data
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by the NI platform is the analysis of a huge quantity of information in the automatic energy

consumption model algorithm. This algorithm should installed in a powerful computer or in

a computer cluster.

Another perspective is the evolution of the study about the impact of interference in en-

ergy consumption. The next steps deal with the utilization of a USRP module to detect

the power in the wireless channel using interference sources as Wi-Fi devices or microwave

ovens. Other type of nodes will be created, including different communication technologies

as LoRa. The behavior of the energy consumption according to the interference in the dif-

ferent frequency bands used by these technologies will be studied. The experimental setup

and the algorithms of analysis in these tests will be the same as from the tests with the IEEE

802.15.4 nodes, then, we need just to create the nodes with the new communication tech-

nologies.

In order to further develop the automatic energy consumption model presented in Section 3.3,

we plan to include in our algorithms the model of the real battery presented in Section 2.2.1

and used in the whole work. In this model, the effects of the series and parallel resistors and

capacitors caused by the physical characteristics of the battery should appear as well as the

resistor author of its self-discharge. The theoretical model of a supercapacitor will be also

integrated in order to form a hybrid energy storage system (HESS) which supplies the node.

A power management unit will control the use of battery or supercapacitor depending on

the current required by the supercapacitor and the remaining energy in both storage com-

ponents. Our research team works in real microbatteries and supercapacitors, this is why

the interest of modeling both devices and integrating these models in the general automatic

energy consumption model presented in this work.

The last work to realize in the future deals with the integration of these models in a system

that will be able to change dynamically the code in the microcontroller of the node accord-

ing to the forecasts carried out by the algorithms of the models. Only at this moment, the

Synergie platform will measure the energy consumed by the node under evaluation, analyze

these measurements in real time and inform to the node about how to change the code in

order to reach the node of WSN autonomous in energy.
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