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## A: "ONonna ofnna, chi è quella vecchietta nella foto con papà?"

B: "Quella è la mamma mia, la nonna Jetta, la nonna di papà! fra vecchietta, ma ne faceva di cose! Ja nonna Jetta andava a cavallo, e ha fatto pure tante gare! Gestiva il calcio a Łasarano e la sera andava in discoteca, ma alla fine si è sposata! dta lavorato a lungo in ferrovia, poi ha aperto un'azienda. Ma non una sola, almeno due. Densa te che tutta stanca, si svegliava alle 5 per fare pasticciotti. $\ell$ almeno, lei diceva cosi... 2 pasticciotti, si! Ma faceva tante altre cose. E che fatica impastare e guidare su e giü per tutta la OPuglia. $_{\dot{\mathcal{E}}}$ andata a Milano, la nonna Jetta, e per due volte! Jrima ha fatto un corso di chimica, poi ha parlato l'inglese a l'£xpo. סi, la nonna Jetta conosceva bene l'inglese! fo ha imparato quando è stata in 2rlanda, 2nghilterra, Atmerica e in fuustralia. Là sì è divertita tanto, dovevi vedere che sorriso che aveva! Cosi contenta l'ho vista tante altre volte, per la verità! Per esempio quando è diventata ragioniera, ingegnera o economista. Voleva pure fare l'avocato! Per un bel po' ha visuto a Jorino. Là la conoscevano tutti, e pure là le volevano tanto bene. סooi è partita per la סOpagna ed ora parla lo spagnolo. סi, ma non solo! ま'emigrata in francia per fare cose strane, e ha dovuto imparare anche il francese, altrimenti nessuno la capiva! Quando la domenica usciva da OVotre Dame, dove si è cresimata, dopo la messa andava a comprare sempre il suo dolce preferito e un sablé semplice semplice. Pensa te quanto era particolare la nonna Jetta: ha chiamato la sua pasticceria proprio סablé un nome semplice semplice. Là dentro faceva magie ad opera d'arte: panettoni, uova di ©Pasqua giganti, paste di mandorla e persino torte straniere, খubane! Ma il giovedi non la tenevi... Lei doveva andare a pesca! סi, perché Lei si divertiva a pescare. DPoi il pesce lo vendeva congelato. Dovevi vederla con l'uniforme, tutta bella e organizzata nel negozio tutto nuovo, con tante idee e tanti colori studiati. Egni volta che andavamo ci offriva caffe e dolcetti da provare. Come cucinava bene, la nonna Jetta! faceva la salsa e il pane l'estate in campagna e per ferragosto organizzava una grande festa. V'era sempre tanto da festeggiare! Jiveva appena finito casa e si poteva sposare. סì, la nonna Jetta costruiva le case. Dovevi vederla col camioncino blu o con la OPassat $^{\text {a }}$ verde quante feste ti faceva quando la incrociavi per strada. סi commoveva facilmente la nonna Jetta. Ma che vuoi, era appena diventata mamma tante volte. Pensa te, una volta ha fatto tre figli in una volta! Quanti sacrifici che ha dovuto fare, quanto è stato difficile, ma alla fine ha riempito di gioia tutta la casa e che da farsi! Alveva appena fatto gli esami di maturità, quelli finali delle medie e stava studiando il latino. Aveva lavorato per tanti anni per le assicurazioni, era estetista ma le piaceva tanto danzare a tutti i livelli e tanti tipi di ballo. Allle feste non la fermavi, balli di gruppo e valzer erano la sua specialità. DPerò la sera si addormentava dappertutto, era stanca la nonna Jetta! La mattina in ufficio, toccava a lei! Jutti i giorni andava a Maglie e al Comune. Piaceva tanto il caffe alla nonna Jetta e fumava, pure troppo! Ľa nonna Jetta era il ©Natale da lei, $\mathcal{C P a d r e}$ ©io alla $J V$ e il suo compleanno festeggiato il 12 giugno."

A: "Nonna Atnna, sarò pure piccolo ma non mi prendi in giro: non ha senso quello che hai detto! Jta detto la mamma che la nonna Jetta era $\operatorname{Afmore}$ è questo che vuoi dire?! $\mathcal{H}$ co capito... $\dot{\mathscr{L}}$ l'flmore di quando papà vi abbraccia tutti dopo tanto tempo che non vi vede. Questo è la nonna Jetta, grazie nonna Afnna!"
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#### Abstract

Big Data highlights all the flaws of the conventional computing paradigm. Neuro-Inspired computing and other data-centric paradigms rather address Big Data to as resources to progress.

In this dissertation, we adopt Hierarchical Temporal Memory (HTM) principles and theory as neuroscientific references and we elaborate on how Bayesian Machine Learning (BML) leads apparently totally different Neuro-Inspired approaches to unify and meet our main objectives: (i) simplifying and enhancing BML algorithms and (ii) approaching Neuro-Inspired computing with an Ultra-LowPower prospective. In this way, we aim to bring intelligence close to data sources and to popularize BML over strictly constrained electronics such as portable, wearable and implantable devices

Nevertheless, BML algorithms demand for optimizations. In fact, their naïve HW implementation results neither effective nor feasible because of the required memory, computing power and overall complexity.

We propose a less complex on-line, distributed nonparametric algorithm and show better results with respect to the state-of-the-art solutions. In fact, we gain two orders of magnitude in complexity reduction with only algorithm level considerations and manipulations. A further order of magnitude in complexity reduction results through traditional HW optimization techniques. In particular, we conceive a proof-of-concept on a FPGA platform for real-time stream analytics.

Finally, we demonstrate we are able to summarize the ultimate findings in Machine Learning into a generally valid algorithm that can be implemented in HW and optimized for strictly constrained applications
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## Résumé

Les Big Data mettent en évidence tous les défauts du paradigme de l'informatique classique. Au contraire, le Neuro-Inspiré traite les Big Data comme ressources pour progresser.

Dans cette thèse, nous adoptons les principes de Hierarchical Temporal Memory (HTM) comme références neuroscientifiques et nous élaborons sur la façon dont le Bayesian Machine Learning (BML) mène les approches dans le Neuro-Inspiré à s'unifier et à atteindre nos objectives: (i) la simplification et l'amélioration des algorithmes de BML et (ii) l'approche au Neuro-Inspiré avec une prospective Ultra-Low-Power. Donc, nous nous efforçons d'apporter le traitement intelligent proche aux sources de données et de populariser le BML sur l'électronique strictement limitées tels que les appareils portables, mettable et implantables.

Cependant, les algorithmes de BML ont besoin d'être optimisés. En fait, leur mise en œuvre en HW est ni efficaces, ni réalisables en raison de la mémoire, la puissance de calcul requises.

Nous proposons un algorithme moins complexe, en ligne, distribué et non paramétrique et montrons de meilleurs résultats par rapport aux solutions de l'état de l'art. En fait, nous gagnons deux ordres de grandeur de réduction en complexité au niveau algorithmique et un autre ordre de grandeur grâce à des techniques traditionnelles d'optimisation HW. En particulier, nous concevons une preuve de concept sur une plateforme FPGA pour l'analyse en temps réel d'un flux de données.

Enfin, nous démontrons d'être en mesure de résumer les ultimes découvertes du domaine du BML sur un algorithme généralement valide qui peut être mis en œuvre en HW et optimisé pour des applications avec des ressources limitées.

## Mots-clés
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## Chapter 1 <br> Introduction

Nowadays, Big Data are undermining the mechanisms of technological progress that have worked so far by challenging the conventional computing paradigm: a shift to data-centric computing paradigms is crucial for progress to continue. Taking inspiration from the human brain seems an interesting solution, but the lack of understanding of the brain causes confusion and disagreement in the Neuro-Inspired field.

In this chapter, we elaborate on how Bayesian Machine Learning (BML) leads apparently totally different Neuro-Inspired approaches to unify and meet this PhD thesis main objectives.

### 1.1 Progress as a long same story

The technological progress our society has experienced in the last years is a direct consequence of the High-Tech Revolution, properly depicted in [Forester 1987]. According to the author, a similar explosion of technological and social innovation on such scale dates back a bit more than a century ago with the Second Industrial Revolution, i.e. the Technological Revolution. Automation of manufacturing processes led living standards to improve significantly as the prices of goods fell dramatically due to the increases in productivity [Wells 1889]. Innovation brought new technology and technology allowed for further innovation

This mechanism is clearly implied in the well-known Moore's rule of thumb: since 1975, chips were designed and manufactured twice more complex than they had been just a year and a half before [Kish 2002]. However, according to [Forester 1987], the declining cost of computing power and memory is the first, but just one of the three major trends triggering the High-Tech Revolution. Together with it, the adoption of a universal machine language, i.e. the binary code, and the deregulation and privatization in the telecommunication domain: a multidisciplinary effort of electronics, computer science and telecommunications in order to store, manipulate and transmit the information, referred to as Information and Communication Technology (ICT) [Zuppo 2012].

In ICT, the focus has then moved on data, which are the manageable representation of information. In particular, the more the technological progress, the more the data produced then, the more the resources required. Whether necessity is the mother of innovation, the same mechanism previously identified for the Technological Revolution applies. In other words, data foment the technological progress by challenging innovation

### 1.2 Progress in the Big Data era

With the end or pseudo-end of the Moore's law [Waldrop 2016; Kish 2002], this well-oiled self-contained mechanism for progress destabilizes. Device scaling increases device variability and lowers Signal-to-Noise Ratio (SNR). Furthermore, the huge amount of data, the High-Tech society is constantly producing, is highlighting all the flaws of the conventional computing paradigm that has worked so far mainly due to the inertia generated by the technological progress. In the Big Data era [McAfee and Brynjolfsson 2012], big slower memories inflate the well-known Von Neumann's bottleneck. Processors clock frequencies, limited by power budget and heat dissipation, encourage for multi-cores architectures that lead to parallel computing [Asanovic et al. 2006].

All these problems decree the end of the conventional computing paradigm and identify the requirements of the next one, for the progress to continue. In particular, fully distributed concurrent processing and memory is required to simplify and focus computing on local data. In-memory computing and on-line, i.e. on-the-fly, elaboration of new incoming data becomes a paramount requirement in order to address such colossal amount of data. Power consumption has to be strictly constrained and tolerance to fault and components variability intrinsically guaranteed

A first indication on the direction to choose is that of data-centric computing. Data are no longer ends in themselves or in the processing they were collected for, but they become a source of new information and knowledge. For example, to date, photos were mainly used as memories, but with a huge amount of them, the goal shifts to extract insight on the behavior and lifestyle of an individual for a variety of reasons such as to offer customized business solutions, national security or to study social trends.

The well-known statistical regression analysis in Figure 1:1 gives an intuition on how this is possible and why Big Data is key. The goal is to identify the phenomenon implied by the data that is generally unknown, i.e. hidden, and then to infer the mathematical function that links the data and parameters of the observed system. The more data collected, the easier the identification of the hidden phenomenon with results simple and accurate. Nevertheless, Big Data are generally collected from different sources and often they present mixed types or have no predefined models, also known as unstructured Big Data. Once again, the need for distributed architectures that benefit of local data similarities and regulate system-level information fusion becomes evident.


Figure 1:1 Statistical regression analysis.
(The more the data $(X, Y)$, the easier to retrieve the hidden phenomenon $f(\cdot)$ that may be dependent on some parameters $w_{i \in \mathbb{N}^{+}}$)
Today's market and technological trends push towards the Internet of Things (IoT) and a more and more intimate and natural humanmachine integration, which require overcoming conventional computing paradigm limitations.

### 1.3 All signs point to the human brain

The human brain is an amazingly complex and efficient machine. It performs a set of functions such as feature extraction, classification, synthesis, recognition, learning, and high-order decision-making admirably well. Neural processing properties present an attractive alternative to the conventional computing paradigm in deeply scaled regimes: it thrives on randomness and variability, and massive parallelism, major redundancy and adaptability are of essence.

The human brain presents robustness against component failure and variations, amazing performance with mediocre components, seamless interaction with the analog world and up to 2-3 orders more efficiency than today's silicon equivalent, i.e. its average power consumption has been estimated at about 20 W [Drubach 2000; Hart 1975; Chowdhary et al. 2014]. Furthermore, memory and logic are atomically interleaved and data are elaborated on-line [Di Ventra et al. 2009; Di Ventra and Pershin 2013; Koch 2004].

Taking inspiration from the human brain is, therefore, a winning rather fashionable strategy as reflected the huge excitement and enthusiasm unleashed around the so-called Neuro-Inspired computing paradigm. Recently, public and private consortia, as well as governments, have allocated major funding to study the human brain and to appropriate its main features. Then, exponential progress resulted in this field along with so much confusion and disagreement on theories, principles, common objectives and future trends and developments. In fact, we do not yet know how the human brain works, there is no dominant design and every solution stays equally valid, providing consistency in its results ${ }^{1}$.

### 1.3.1 Evolution and current trends in Neuro-Inspired computing

There are two contrasting approaches in the Neuro-Inspired field. The first is the canonical scientific approach engineering widely exploits: simplification, modeling and replication. Since neurons were functionally recognized by Santiago Ramón y Cajal [Llinás 2003], several efforts focused on correctly modeling Neural Networks (NNs) at functional and circuit levels [Cowan 1990]. In 1957, Frank Rosenblatt invented the perceptron algorithm, i.e. a single-layer Artificial NN (ANN) capable of linear multiclass classification, by exploiting the McCulloch-Pitts artificial neuron in Figure 1:2 with binary activation function $g$. Twenty-five years later, in 1982 Paul Werbos employed the back-propagation algorithm for training a Multi-Layer Perceptron (MLP) with a smooth and differentiable $g$, i.e. a multi-layer ANN for non-linear multiclass classification. This approach limps in 2000s, because other intelligent computing methods such as Support Vector Machine (SVM) showed superior performance to ANN [Schmidhuber 2015]

[^0]As of 2009, the availability of huge computational power finally allowed for simulating Deep NNs (DNNs) [Raina et al. 2009], i.e. ANNs with many hidden layers, and set the stage for the second approach, demonstrating that inherent complexity and non-linearity in the human brain structure must be preserved [Mallat 2016]. Therefore, the focus shifted towards identifying engineering mechanisms to deal with complexity and solve the gradient vanishing problem of back-propagation [Schmidhuber 2015]. For instance, in 2011 Xavier Glorot introduced a more biologically plausible $g$, the rectifier [Glorot et al. 2011], which improved DNNs classification accuracy. However, today's best-in-class accuracy is achieved by Deep Learning (DL) models and algorithms that create a hierarchy of invariant features [Le et al. 2011] in the first levels of DNN, so that final classification simplifies and improves. Nevertheless, DL has three hard problems: it consumes tremendously in terms of learning time, power and resources; invariance of features is built at the cost of seeing huge amounts of data and no manipulation or understanding is required for hidden layers. In fact, they remain black boxes, which design follows the "bigger is better" rule of thumb", with no room for optimizations with respect to the low-power objective.


Figure 1:2 A brief history of Neural Networks (NN).
("Beyond inspiration: Three lessons from biology on building intelligent machine" at NICE 2016, of Bruno Olshausen)
In 1989, Carver Mead noted the analogy between charges moving in MOS transistors operated in weak inversion and charges flowing across the membranes of neurons. He claimed the possibility to mimic neurobiological architectures present in the nervous system with Very-Large Scale Integration (VLSI) electronic components in analog, digital, and mixed-mode circuits [Mead and Ismail 1989]. Upon this idea, the Neuromorphic Engineering approach established. For instance, the mechanisms of human hearing and eyesight have been successfully recreated in the artificial cochlea and retina [Liu and Delbruck 2010]. MOS circuits for neurons and synapses resulted from biological and neuroscientific studies and led to Spiking NNs (SNN) [Maass 1997]. Consequently, the theory for on-line local unsupervised learning was developed through temporal correlation of subsequent spikes ${ }^{3}$, i.e. the Spike-Timing Dependent Plasticity (STDP) [Markram et al. 1997]. Neuromorphic Engineering became an university course ${ }^{4}$ and first deeply-rooted-in-biology HW capable of on-line learning appeared [Indiveri et al. 2016]. Furthermore, nanotechnology recently raised further interest with memristors [Strukov et al. 2008] and the demonstration of their synaptic behavior [Kuzum et al. 2012; La Barbera et al. 2015]. Thus, heterogeneous integration with MOS technology is highly envisaged for massively parallel and dense HW with interleaved memory and logic. However, with the objective of mimicking the human brain with a limited power and resources budget, the Neuromorphic Engineering approach intrinsically proceeds bottom-up, without an overall application-driven view.

Albeit different, DL and Neuromorphic Engineering exhibit the same basic problem: profound principles of brain functioning are not yet known, therefore conscious or conscientious network design is not yet possible. Because of this nuanced indefiniteness at the basis of Neuro-Inspired, there is not yet a dominant design and many hybrid approaches appeared. For example, Neuromorphic Computing [Esser et al. 2016; Hof 2014] focuses on dedicated HW solutions devoted to application-driven high-performance computing, namely IBM TrueNorth [Diehl et al. 2016] and SpiNNaker [Knight et al. 2016]. Nevertheless, they suffer the same limitations of both DL and Neuromorphic Engineering.

Since 2013, understanding how the human brain works has been a motivation for both the European Union Human Brain Project (HBP) and the Obama's BRAIN Initiative: inspiration drawn from the human brain definitely allows progress to address Big Data challenges. At the same time, through the human brain emulation, useful behaviors are gathered to better identify its working principles and improve emulation itself: the usual mechanism for progress is primed, but in a new formulation.

[^1]
### 1.3.2 Bayesian Machine Learning as common ground

Ability is the true marker of understanding according to Richard Feynman's quote, popular in featuring progress in Neuro-Inspired field, i.e. "What I cannot create, I do not understand". This sentence actually culminated with a less-known conclusion: "Know how to solve every problem that has been solved". Therefore, Feynman meant that starting with a blank piece of paper and the knowledge already in his mind, any theoretical result he could re-derive, he understood. ${ }^{5}$ This is exactly the intuition developed and supported in the present PhD thesis to overcome today's Neuro-Inspired limitations: a generally valid approach is required in the Neuro-Inspired field in order to interface and unify different strategies; draw a logical thread, a manageable model, common mathematical basis and finally make order among them. In-depth knowledge and comprehensive mastery of this approach together with acknowledged roots in neuroscience will, then, provide the tool for opportunely emulating the human brain

Very promising is the Bayesian approach to Machine Learning, referred to as Bayesian Machine Learning (BML) that is a probabilistic and statistical approach, thus considered in both Neuro- and Shannon-Inspired computing paradigms [Shanbhag et al. 2008].

Recent and encouraging developments consistently link DL [Gal and Ghahramani 2015b; Gal and Ghahramani 2015a; Ghahramani 2015] and learning and inferring mechanisms in SNN [Nessler et al. 2013; Deneve 2015; Pecevski and Maass 2016] to BML, so that convergence to it becomes increasingly evident. Although these are very important results, their employment mirrors every NeuroInspired approach discussed so far. In other words, BML is used to explain and validate NNs behavior but known limitations remain.

In this PhD thesis work, we reverse the way of applying and thinking of BML. In particular, we employ BML to accurately define the resources and the system to build. In this way, we will have a punctual control of the neuro-inspired HW and a-priori understanding of each element function. Therefore, our approach to Neuro-Inspired is top-down and makes conscious and conscientious optimizations feasible.

### 1.3.3 Bayesian Machine Learning and Neuroscience

Since 1860s with Hermann Helmholtz's work, experimental psychology had been explaining human brain's cognitive abilities in terms of Bayesian probabilistic models [Jaynes 1988; Rao and Ballard 1999; Lee and Mumford 2003; Gold and Shadlen 2007; Westheimer 2008]. In fact, the nervous system inherently operates with uncertainty and organize sensory data into an accurate internal model of the outside world [Fahlman et al. 1983]. Therefore, insights into nervous system operating principles could be drawn by Bayesian cognitive science [Griffiths and Tenenbaum 2006] though BML [Ghahramani 2004]. Furthermore, the theoretical settings of hierarchical Bayesian inference has gained acceptance in neuroscience as a possible framework for understanding the computational and information processing roles of cortical circuits in the human brain [Hegdé and Felleman 2007; Doya et al. 2006; Deneve 2015; Lee and Mumford 2003]. However, not all neuroscientists share this same belief and a relentless ongoing debate started to question it. ${ }^{6}$

We dissociate from this discussion and endorse Konrad Paul Kording's opinion on this subject [Kording 2014]: "The Bayesian framework is a probabilistic tool, generally applicable and crucial for analyzing uncertainty in complex data we have no clues about. Analyzing neural data with Bayesian statistics is efficient and gives better results with less training data. Assuming the brain solves problems close to the Bayesian optimum often predicts behavior and finally, asking how the nervous system could achieve Bayesian behavior leads to new insights about neural codes".

### 1.3.4 A convincing theory of reference

Particular interest into the Neuro-Inspired field recently grown on Hierarchical Temporal Memory (HTM) that is a biologically "constrained" theory of neocortex, derived from neuroanatomy and neurophysiology, which aims to explain how neocortex and a few related brain structures work [Hawkins et al. 2016]. At first, the distinction between biological emulation, theoretical formulation and implementation was not clear. In fact, in [George and Hawkins 2009], HTM was defined as the Bayesian formulation of the Memory-Prediction Framework proposed in [Hawkins 2005] with the explicit goal to map the mathematics of HTM to corticalthalamic and the microcircuits of cortical columns.

In a second revision, HTM became a Machine Learning technology [Hawkins 2011] and the focus shifted on its SW implementation through Cortical Learning Algorithms (CLA). Recently, attention came back on properly distinguishing between biologically compliant

[^2]HTM principles and theory, and their actual implementation. In fact in [Hawkins et al. 2016], the author points out that their "goal isn't to recreate a brain, but to understand how brains work in sufficient detail so that [they] can test the theory biologically and also build systems that, although not identical to brains, work on the same principles. Sometime in the future designers of intelligent machines may not care about brains and the details of how brains implement the principles of intelligence. The field of machine intelligence may by then be so advanced that it has departed from its biological origin."

In the present PhD thesis work, we adopt HTM principles and theory as neuroscientific references. Therefore, following is a summary extracted from [Hawkins 2011; Hawkins et al. 2016].

The human brain consists of several components successively added through evolution to incrementally improve its behaviors. In fact, some very basic components have equivalent counterparts in simple animals. Typically, new components have been added on top of old ones for a high-level control of them. The neocortex is the most recent addition to mammals' brain and it dominates the human brain, occupying about $75 \%$ of its volume [Noback et al. 2005]. Thus, there is common agreement in thinking that it is the seat of intelligence.

Hierarchy. Because of this evolutionary path, every brain is physically and logically a hierarchy of components defined by connectivity. The actual hierarchy is complicated because connections often skip levels and go sideways between parallel paths. Anyhow, the hierarchical structure of the neocortex is well established [Zingg et al. 2014]. HTM represents regions as levels in the hierarchy. Convergence is ensured by ascending the hierarchy as multiple elements in a child region converge onto an element in a parent region. However, due to feedback connections, divergence occurs by descending the hierarchy. As for DL, sharing representations in a hierarchy leads to generalization of expected behavior and enables new concepts in the world to inherit the known properties of their subcomponents. A simple but explanatory experiment ${ }^{7}$ involves looking at Figure 1:3. At a first glance, it results really difficult to figure out what the image is about. In fact, by ascending the hierarchy neither concept we have in mind seems to be revealed. So, we cannot generalize the strange shapes we see and try to recognize and connect. Instead, if somebody told us there is a cow in Figure 1:3, the reverse mechanism would be triggered and by descending the hierarchy, we would try to trace the contours and identify the image piece by piece according to what we would be looking for, i.e. the concept of the cow.


Figure 1:3 Mysterious image.
(What Can You See? - Some Questions About the Content of Visual Experience, of T. McClelland)

Homogeneity. The most remarkable aspect of the neocortex is its homogeneity, in fact, it displays a uniform pattern of neural circuitry as its types of cells and their connectivity are nearly identical with relatively minor variations. Biological evidences suggest that the human neocortex got large by replicating a basic element over and over, therefore every part of the neocortex must be performing many different cognitive/intelligent functions with the same neural algorithms. HTM theory focuses on understanding these common algorithms.

Sparse Distributed Representation (SDR). Through mutual inhibition among neurons, information in the brain is always sparsely represented by a small percentage of active neurons, although they are highly interconnected. However, simultaneous distributed activations of specific neurons are required to encode representation semantics. In fact, two representations that activate the same neuron, share a semantic property and vice versa a set of neurons can

[^3]simultaneously activate multiple representations without confusion. Thus, in SDR the representation and its meaning are atomically related [Kanerva 1992].

Sensory Encoders. Sensory organs interface the world with the brain by preprocessing the input information that becomes digestible to the brain. For example, in the human visual system the retina preprocesses the information gathered by the photoreceptor cells and sends this information to the brain via the optic nerve. Basically, the retina processes an image from the focused light, and the brain is left to decide what the image is. Sensory organs are referred as encoders in the HTM terminology and are specific to particular data type.

Closed-Loop system. The neocortex is not a standalone system, but it is part of a closed-loop system, where it learns how to interact with and control the older brain components to create novel and improved behaviors. A region of neocortex works in a purely statistical realm: it doesn't "know" what its inputs represent, what its output might do or where it is placed in the hierarchy. It is told what behaviors the older brain components are generating as well as what they are sensing. Therefore, the sensory-motor integration is a nearly universal property of the brain: it is fundamental for learning the structure of the world in the neocortex and for realizing the full potential of the HTM theory.

Sequential Memory. The brain learns different patterns underlying the same concept by observing them in sequence. In other words, time supervises learning by teaching which spatial patterns go together. HTM is based on a Temporal Memory that is a memory of sequences and in order to learn, it must be exposed to time-changing inputs.

On-line learning, inferring, predicting and attention. The human brain learns continuously and in an on-line, i.e. on-the-fly fashion by building a predictive model of the world, for which it is predicting what it expects will happen next. The prediction is compared to what actually happens and forms the basis of continuous learning. Therefore, prediction is continuous; occurs at every level of the hierarchy; is context-sensitive; tells if new inputs are expected or not; allows for attention and helps to make the system more robust to noise. In fact, by minimizing the predictions error, learning becomes sort of self-supervised despite it is globally unsupervised. At the same time, learning and recognizing sequences are the basis of forming predictions. Like a biological system, when an HTM predicts what is likely to happen next, the prediction can focus the attention or bias the system toward inferring what it predicted, like for the experiment of Figure 1:3. Successfully matching new inputs to previously stored sequences is the essence of inference. There is no need for a learning phase separate from an inference phase, though inference improves after additional learning. Another advantage of continuous learning is that the system will constantly adapt if the patterns in the world change. HTM region must handle novel input during inference and training.

We depart from the proposed implementation of HTM we deem as Neuromorphic Computing. In fact, CLA are memory-based and demand huge memory capacity and long data presentation [Hawkins 2011]. Furthermore, Neuro-Inspired limitations apply and a HW implementation of CLA [Deshpande 2011; Zhou and Luo 2013; Zyarah 2015] would have fallen into the Neuro-Inspired mainstream, thus in accord with neither the intuition behind this PhD thesis nor its key objectives introduced below.

### 1.4 This PhD thesis objectives

Our paramount objective is to approach Neuro-Inspired computing with an Ultra-Low-Power (ULP) prospective, so that to bring intelligent processing as close as possible to data sources and to popularize Machine Learning. In fact, IoT and medical applications, such as the Human Intranet [Rabaey 2015], Google Smart Lens, Siri and Microsoft HoloLens can widely benefit of low cost, small, lowpower, intelligent signal processing systems.

An illustrative example of target application is the epileptic seizure detection and prediction on electroencephalogram (EEG) recordings. An epileptic seizure is a brief episode of signs or symptoms due to abnormal excessive or synchronous neuronal activity in the brain [Fisher et al. 2005]. The outward effect can vary from uncontrolled jerking movement to a momentary loss of awareness. State-of-the-art solutions include surgery for removing the part of the brain imputed to trigger the seizure with all the risks this may entail or warning systems, which do not prevent seizures, but only allow the patient to have the time to prepare for it. In this case, a driver may pull over or a swimmer can leave the water and their life expectation augments. The ultimate goal of these systems is actually to predict the seizure even a few seconds before in order to put in place counterspiking or local drugs release in a closedloop system to completely block the seizure [Ramgopal et al. 2014]. Therefore, epileptic seizure detection and prediction address unstructured Big Data; rely on mediocre equipment with poor spatial resolution and very low Signal-to-Noise Ratio (SNR); entail biosignals processing and distributed sensing; offer challenges for Ultra-Low-Power implantable electronics; require continuous
intelligent processing as seizures are deterministically unpredictable and vary from patient to patient and from time to time; allow for distributed processing and for plenty of possible improvements. In fact, the state-of-the-art solution depicted in Figure 1:4a requires off-line, ex-situ, power-hungry Machine Learning algorithms to process pre-stored EEG recordings. It is neither low-power nor implantable, thus not suitable for continuous monitoring and preventive actuation

(c) On-line learning of continuous streams: no longer need for massive storage.

(d) In-sensing intelligent processing distributed on each EEG electrode.

Figure 1:4 This PhD thesis objective explained on successive illustrations.
Our objective can be reformulated as simplifying and enhancing Machine Learning algorithms by taking advantage of the most innovative theories in the Neuro-Inspired field; designing the ULP small Machine Learning engine in Figure 1:4b with Learning-on-aChip capabilities for in-situ intelligent processing; disposing of massive storage for long EEG recordings by on-line elaboration of the continuous streams of data, Figure 1:4c, and finally distributing the intelligent processing among several collaborative nodes, Figure 1:4d, in order to work on small amount of local data and to push elaboration as close as possible to data sources, i.e. EEG electrodes or sensors.

We aim to build a Neuro-Inspired ULP HW that closely meets HTM principles and theory. It has to be general purpose, capable of online learning, continuous inferring and predicting. It has to start without any knowledge on its inputs and the elaboration it has to perform, rather it learns everything from data and continuously adapts its internal representation of the external world, if it is
evolving and non-stationary. Complexity and hierarchy have to be automatically and naturally incorporated by a top-down application-driven design, which leads to conscious and contentious optimizations.

### 1.5 Main idea behind this PhD thesis

The main objective of this PhD thesis seems too ambitious and pretentious in light of the known Neuro-Inspired limitations. In fact, realizing an ULP HW out of a Machine Learning algorithm that employs Cloud Computing for days in processing colossal amounts of data sounds like science fiction; conceiving a HW compliant with overall HTM theory and principles results challenging and reversing Neuromorphic Engineering approach from bottom-up to application-driven top-down dumbfounds, but it is the only way to get an idea on how to design the HW with full knowledge of components, their connections and the leeway to optimization.

The human brain automatically manages its complexity, optimizes its structure and consistently reorganizes its hierarchy of concepts. Fundamental principles for the brain optimal design are therefore already present in nature, but not in Neuro-Inspired simplistic models. Neuroscience studies the ability of plastic reorganization of our brain referred to as neuroplasticity ${ }^{8}$ and identifies several degrees-of-freedom the human brain relies on. In fact, what is generally modeled in Neuro-Inspired field is functional plasticity, i.e. the strength of existing synaptic connections change [Attneave et al. 1950]. Human brain is however also capable of structural plasticity, that is morphological and anatomical changes correlated with learning and experiencing ${ }^{9}$. Thus, new dendritic spines are born constantly and consequently new synapses appear. Conversely, dendritic spines and synapses can disappear or shift in other positions so that to change their contribution to neurons spiking events. Even in adult age, new neurons grow [Altman 1962; Arvidsson et al. 2002] and new functional neural networks are formed. In addition, the brain is constantly adapting to accommodate new information, but during sleep it optimizes to compact memories and reorganize its structure. In other words, our brain processes and encodes the information by defining and populating its structure in a complex and highly plastic way: new data are processed on-the-fly and contribute to shape the brain structure itself. Figure 1:5 shows an illustration of these principles.


Figure 1:5 Simplistic illustration of our idea.
(The human brain retrieves insights and knowledge from raw or preprocessed inputs (fuchsia arrows). It however employs its plastic structure to process information and model the world (light-blue arrows). Our idea is to exploit Bayesian Machine Learning (BML) to model the world and to retrieve insights and knowledge from input data (light-green arrows).)

[^4]No HW implementation can evolve over time, so it is unable of this intrinsic plasticity. A SW rather could, but the human brain's fundamental principles are not yet known, thus the human brain's functioning results complex and the complexity is solved as bigger is better. This explains the origin of the Neuro-Inspired limitations respectively in Neuromorphic Engineering and DL.

BML instead, broadly tracks the behavior of the brain because it is capable of plastically building a hierarchical and complex model of the world through the processing of input data. This model, referred to as a Probabilistic Graphical Model (PGM) is implicitly created and modified in the probabilistic space and therefore it is not real, Figure 1:5. The idea developed in this PhD thesis is that we can exploit this exceptional ability of BML and implement a HW that does not change in the real world, but the projection of its elaboration in the probabilistic world is dynamic, plastic and manages the complexity implicitly. Furthermore, the BML covers and manipulates inference, prediction, on-line learning and includes tools for sequential data analysis as required in the HTM theory.

Certainly, the BML does not use the sophisticated techniques of the brain to shape its structure: it selects the most suitable model among infinite ones rather than constructively building the model from data. However, this is in line with Kording's opinion. In fact, the Bayesian approach does not necessary encode the real behavior of the brain, instead it is a probability model that thanks to the Law of Large Numbers well explains it. In this regard, we are convinced that the Bayesian approach gathers in their entirety the brain's mechanisms fragmentarily and differently exploited by each of the Neuro-Inspired models. Therefore, our idea is to reinterpret recent findings that link Neuro-Inspired approaches to BML [George and Hawkins 2009; Deneve 2015; Gal and Ghahramani 2015b] with the new perspective of considering Neuro-Inspired approaches as particular implementations of the BML, so that to theoretically derive the guidelines for conscious and contentious optimizations.

With this in mind, we can focus on conveniently defining a BML algorithm to meet this PhD thesis objectives independently on its actual implementation, i.e. SNN, DL accelerator, HTM, Bayesian Processor or even breaking out of the neural patterns with automata processors.

### 1.6 Conclusions

Big Data is highlighting all the flaws of the conventional computing paradigm that has worked so far mainly due to the inertia generated by the technological progress. Conversely, data-centric paradigms address Big Data to as resources to progress. Consequently huge excitement and enthusiasm unleashed around the so-called Neuro-Inspired computing paradigm. Then, exponential progress resulted in this field along with so much confusion and disagreement. In fact, profound principles of brain functioning are not yet known, thus there is not yet a dominant design but many hybrid approaches.

In the present PhD thesis work, we adopt HTM principles and theory as neuroscientific references and we elaborate on how Bayesian Machine Learning (BML) leads apparently totally different Neuro-Inspired approaches to unify and meet this PhD thesis main objectives. In particular, our idea is to carry out the brain working principles gathered in the HTM theory, through BML and its exceptional ability to create and plastically modify an implicit hierarchical model of the observed world. Then, we reverse the way we apply and think of BML and result with a top-down approach that allows for conscious and conscientious optimizations.

In Chapter 2, the BML framework is introduced so as to provide a background and a common mathematical convention. The idea behind this PhD thesis is more precisely identified together with its theoretical roots and feasibility. Chapter 3 is devoted to analyze the state-of-the-art VBEM HMM GMM complexity and to propose algorithm level optimizations with the objective to make its HW implementation both feasible and attractive. The proposed distributed on-line VBEM HMM GMM is derived, analyzed and validated by means of both synthetic data and real-world applications. In Chapter 4, a proof-of-concept HW implementation in conventional digital CMOS electronics is derived and tested on FPGA platform. Interesting studies related to this PhD thesis subject are encountered in Chapter 5, where convergence and performance of a BML algorithm of interest are improved though inference; a novel ultra-low-power Feature Extraction Engine (FEE) for biosignals is proposed and three related internship works, the author tutored, are summarized. Conclusions are finally drawn in Chapter 6 together with future works.
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## Chapter 2

## Background and State-of-the-Art

In this Chapter the reader is provided with a background on Bayesian Machine Learning (BML) and its state-of-the-art. Our choice for the BML algorithm is broadly motivated by illustrative examples and placed in the Machine Learning context. The probabilistic model generally employed for loT and medical applications is introduced. Finally, the limitations of the state-of-the-art solutions are studied, leading to a more precise reformulation of our global approach

### 2.1 Bayesian Machine Learning (BML)

Data-centric computing paradigms are all about data, as explained in Section 1.2. Full knowledge on the observed world involves knowledge on the phenomena generating the observations. However, these phenomena are generally hidden and both data and their observation can be noisy, partial or underlining chaotic and complex processes.

Probabilistic Machine Learning uses the rich language of Probability Theory to express coherent reasoning on all these uncertainties and learns a highly representative probabilistic model of the observed world for mining knowledge on hidden phenomena; conveniently processing current data and accurately forecasting future trends and developments [Ghahramani 2015].

The probabilistic model consists of random variables such as input data $\boldsymbol{X}$ and parameters $\boldsymbol{\theta}$; probability distributions, namely prior $p(\boldsymbol{\theta})$, posterior $p(\boldsymbol{\theta} \mid \boldsymbol{X})$, likelihood $p(\boldsymbol{X} \mid \boldsymbol{\theta})$ and marginal likelihood $p(\boldsymbol{X})$ and independence assumptions, i.e. causality relations between random variables.

In the Bayesian framework for inference, the Bayes' rule in Equation 2:1 transforms the prior into a posterior after having observed the input data. The prior distribution expresses a belief about the model parameters' initial value, while the resulting posterior distribution leads to properly accounting for uncertainty, predictions and decisions. Bayesian inference is applied to Machine Learning leading to the Bayesian Machine Learning (BML), when the model distributions are not fully specified and parameters are learnt on the basis of data [Barber 2011]

$$
\text { posterior }=\frac{\text { prior } \cdot \text { likelihood }}{\text { marginal likelihood }} ; \quad p(\boldsymbol{\theta} \mid \boldsymbol{X})=\frac{p(\boldsymbol{\theta}) \cdot p(\boldsymbol{X} \mid \boldsymbol{\theta})}{p(\boldsymbol{X})}
$$

Equation 2:1 - Bayes' rule

Suppose to toss a coin and register the binary result $X=\{H, T\}$, i.e. either a head $H$ or a tail $T$, to test if the coin is fair. $\theta=0.5$ represents the coin's bias and $p(\theta=0.5)=0.95$ our prior, i.e. at the beginning we strongly believe the coin is fair. The likelihood function underlies the Bernoulli distribution $p(X \mid \theta)=\theta^{N_{H}}(1-\theta)^{N_{T}}$, where $N_{H}$ and $N_{T} \in[0,1]$ encode respectively the number of occurrence of heads or tails and $N_{T}=1-N_{H}$. The marginal likelihood is constant to $p(X)=0.5$. Therefore, the essence of the Bayes' rule is to smooth or strengthen the initial prior and result into an accurate posterior after having been exposed to evidences.

In BML, $\boldsymbol{\theta}$ is generally unknown, i.e. hidden, and is intuitively estimated as the argument that maximizes the posterior. This is practically the Maximum A Posteriori (MAP) estimate in Equation 2:2.

$$
\boldsymbol{\theta}^{M A P}=\underset{\boldsymbol{\theta}}{\operatorname{argmax}} p(\boldsymbol{\theta} \mid \boldsymbol{X})=\underset{\boldsymbol{\theta}}{\operatorname{argmax}} p(\boldsymbol{\theta}) p(\boldsymbol{X} \mid \boldsymbol{\theta})
$$

Equation 2:2 - Maximum A Posteriori (MAP) estimate

Finally, if a constant prior is assumed, $\boldsymbol{\theta}$ is conveniently estimated as the argument that maximizes the likelihood and referred as Maximum Likelihood estimate, Equation 2:3.

$$
\widehat{\boldsymbol{\theta}}=\underset{\boldsymbol{\theta}}{\operatorname{argmax}} p(\boldsymbol{X} \mid \boldsymbol{\theta})
$$

Equation 2:3 - Maximum Likelihood estimate

### 2.1.1 Probabilistic Graphical Models (PGMs) and inference

Several tools have been developed in Probability Theory to help modeling and solve modeling problems. For instance, a Probabilistic Graphical Model (PGM) is used to visually depict a probabilistic model and its mathematical formalism by means of structural assumptions [Jordan and Weiss 1996].

Generally, PGMs use graph-based factorized representations for encoding a set of independences held in the underlined distribution over a multi-dimensional space. For example, Bayesian networks are Direct Acyclic Graphs (DAGs) whose nodes represent random variables and are associated with a probability distribution. In particular, filled nodes are observed. Arrows represent conditional dependencies between nodes: variables are conditionally independent if their nodes are not connected or if the $d$-separation ${ }^{10}$ criterion holds between any two sets of nodes given a third one. Local independences are equivalent to global ones

Figure 2:1 shows the Bayesian network for the coin-tossing example after $T$ tosses and its equivalent plate representation. Plate representation is a method of representing variables that repeat in a graphical model. Instead of drawing each repeated variable individually, a plate is used to group those variables into a subgraph, and the number of repetitions of the subgraph is drawn on the plate. The subgraph is duplicated that many times, the variables in the subgraph are indexed by the repetition number, and any links that cross a plate boundary are replicated once for each subgraph repetition [Buntine 1994]


Figure 2:1 Bayesian Network for the coin tossing example and its plate representation.

The probabilistic model in Figure 2:1 is then expressed as the joint distribution of all random variables and results into the factorization of conditional distributions of Equation 2:4.

$$
p\left(\theta, X_{1}, \ldots, X_{T}\right)=p(\theta) \prod_{t=1}^{T} p\left(X_{t} \mid \theta\right)
$$

Equation 2:4 - Chain rule for the Bayesian network in Figure 2:1
PGMs are effective representation allowing to simplify the probabilistic approach and directly derive technics and algorithms for convenient data manipulation [Pearl 1988]. Inference, distribution and learning can be efficiently performed on PGMs through message passing algorithms, such as Belief Propagation or Revision [Jordan and Weiss 1996; Ghahramani 2002]. Furthermore, though Bayesian information fusion, PGMs can be combined on-the-fly. This is particularly useful in a typical loT scenario, where knowledge extracted locally is shared among all connected devices whose own actions affect the whole system welfare.

The Bayes' rule in Equation 2:1 is trivially derived from the Bayesian Network in Figure $2: 1$ by reformulating the joint probability distribution in Equation 2:4 as $p(\theta, \boldsymbol{X})=p(\boldsymbol{X}) p(\theta \mid \boldsymbol{X})$, according to the conditional probability axiom [Okasha 2002]. By considering arrows connecting the model parameter $\theta$ and input data $\boldsymbol{X}$ as causality relations, an intuition on the Bayesian mechanisms for inference is gained. Indeed, the probabilistic model featured by the specific parameter $\theta$ represents the cause who generated the tossing results $\boldsymbol{X}$, i.e. the effects. Conversely, the inference reasoning the Bayes' rule underlies, proceeds bottom-up evaluating the cause according to the collected observations, i.e. the posterior $p(\theta \mid \boldsymbol{X})$.

[^5]
### 2.1.2 Expectation-Maximization (EM)

In the above formulation for the probabilistic model, the overall data have been assumed well specified. Generally, this is not the case because the information set $\boldsymbol{Y}$ may be incomplete [Roweis and Ghahramani 1999]. In fact, some input data may be missing and/or some model parameters $\boldsymbol{Z}$ are hidden, i.e. not observable. In this case, learning can be performed by a convenient and generalpurpose iterative approach called Expectation-Maximization (EM), consisting of two phases [McLachlan and Krishnan 2008]. During Expectation, the algorithm completes the information set $\boldsymbol{Y}=\{\boldsymbol{X}, \boldsymbol{Z}\}$ by creating a lower bound for the likelihood, while during Maximization, the Maximum Likelihood estimate is computed for the lower bound.


Figure 2:2 What is the expectation maximization algorithm? [Do and Batzoglou 2008]
((a) Maximum likelihood estimation. For each set of ten tosses, the maximum likelihood procedure accumulates the counts of heads and tails for coins A and B separately. These counts are then used to estimate the coin biases. (b) Expectation-Maximization. 1. EM starts with an initial guess of the parameters. 2. In the E-step, a probability distribution over possible completions is computed using the current parameters. The counts shown in the table are the expected numbers of heads and tails according to this distribution. 3. In the M-step, new parameters are determined using the current completions. 4. After several repetitions of the E -step and M -step, the algorithm converges.)

A simple example, proposed in [Do and Batzoglou 2008], follows from the coin-tossing experiment introduced in the previous sections and is illustrated in Figure 2:2. Two coins $A$ and $B$ are tossed in five sets $S$ of ten tosses each, by arbitrarily choosing a coin per set. In this case $\boldsymbol{\theta}=\left\{\theta_{A}, \theta_{B}\right\}$, thus two biases have to be estimated. In Figure 2:2a, the information set is complete and so the Maximum Likelihood estimate in Equation 2:3 properly estimates both the model parameters $\boldsymbol{\theta}$ from input data. In Figure 2:2b, instead, the information set is incomplete because there is no information on $\boldsymbol{Z}$ that encodes the information on which coin generated each set, i.e. $Z_{s}=\{A, B\}$ and $p(\boldsymbol{Z})=0.5 . \boldsymbol{Z}$ is hidden and has to be learned from data, too. The EM algorithm is successfully employed to this aim: the Expectation step ( E -Step) evaluates $p(\boldsymbol{Z} \mid \boldsymbol{X}$ ) and the Maximization step ( M -Step) learns $\boldsymbol{\theta}$ accordingly. The EM is proven to always increase the likelihood, i.e. the more the iterations, the better the learning accuracy [Barber 2011, sec.11.2.2]. Generally, it stops either if the likelihood cannot be maximized anymore or parameters do not improve any longer. However, it is guaranteed to converge to a local maximum of the likelihood, not to the global one [Rabiner 1989].


Figure 2:3 Bayesian network underling the probabilistic model for the example in Figure 2:2.
The EM is a really powerful tool however affected by two not negligible drawbacks, i.e. generalization and convergence. It handles the uncertainty on hidden information as long as it has full knowledge of its underlined probabilistic model. However, for many models of practical interest, the likelihood $p(\boldsymbol{X}, \boldsymbol{Z} \mid \boldsymbol{\theta})$ and the posterior distribution $p(\boldsymbol{\theta}, \boldsymbol{Z} \mid \boldsymbol{X})$ are usually hard to define or infeasible to evaluate because not analytically tractable in closed-form [Tzikas et al. 2008]. Furthermore, the Bayesian network associated with the coin-tossing example in Figure 2:2 and depicted in Figure 2:3 does not generalize to all possible applications. Therefore, we need a more powerful BML algorithm than EM, which is able to cope with uncertainty of input data and to automatically learn the full probabilistic model, i.e. parameters and structure of the PGM.

Regarding the EM convergence, in Section 5.2 we assume to have full knowledge of the probabilistic model of target applications and we gain insights on how to improve EM convergence and overall performance through distribution and Bayesian inference.

### 2.1.3 Variational Bayesian Expectation Maximization (VBEM)

The Variational Expectation-Maximization (VEM) algorithm has been proposed as a valid approximation scheme to bypass EM limitations [Barber 2011, sec.11.2.1]. In practice, the true posterior distribution is analytically approximated by a convenient factorized posterior $q(\boldsymbol{\theta}, \boldsymbol{Z})$, which is guaranteed to always define a lower bound for it [Jordan et al. 1999]. In the specific application to probabilistic inference, no other assumptions than factorization are made about the variational posterior distribution, indeed no restriction on the functional forms of individual factors is placed [Maindonald 2007, sec.10.1.1]. Convergence of VEM is guaranteed [Boyd and Vandenberghe 2004] and it results generally valid and applicable.

The Variational Bayesian Expectation-Maximization (VBEM) enriches the VEM with the Bayesian model selection, i.e. it is able to learn not just the model parameters, but also the model itself from the complete information set [Ghahramani and Beal 2001]. The Bayesian model selection consists of inferring a set of conditional independence statements between the model variables and choosing the cardinality of each discrete hidden variable or the dimensionality of the real-valued vectors of hidden variables [Beal 2003]. It relies on the Bayes' rule in Equation 2:5 and treats the model $\boldsymbol{m}$ as unknown parameter to be inferred during the Variational Bayesian Expectation (VBE) step. Therefore, the information set is completed and the posterior in Equation 2:1 can be computed as in Equation 2:6.

$$
p(\boldsymbol{m} \mid \boldsymbol{Y})=\frac{p(\boldsymbol{m}) \cdot p(\boldsymbol{Y} \mid \boldsymbol{m})}{p(\boldsymbol{Y})}
$$

Equation 2:5 - Bayesian model selection.

$$
p(\boldsymbol{\theta} \mid \boldsymbol{Y}, \boldsymbol{m})=\frac{p(\boldsymbol{\theta} \mid \boldsymbol{m}) \cdot p(\boldsymbol{Y} \mid \boldsymbol{\theta}, \boldsymbol{m})}{p(\boldsymbol{Y} \mid \boldsymbol{m})}
$$

Equation 2:6 - Posterior over the complete information set.

$$
p(\boldsymbol{Y} \mid \boldsymbol{m})=\sum_{\boldsymbol{\theta}} p(\boldsymbol{\theta} \mid \boldsymbol{m}) \cdot p(\boldsymbol{Y} \mid \boldsymbol{\theta}, \boldsymbol{m}) ; \quad p(\boldsymbol{Y} \mid \boldsymbol{m})=\int d \boldsymbol{\theta} \cdot p(\boldsymbol{\theta} \mid \boldsymbol{m}) \cdot p(\boldsymbol{Y} \mid \boldsymbol{\theta}, \boldsymbol{m})
$$

Equation 2:7 - Marginal likelihood for the complete information set.
The marginal likelihood $p(\boldsymbol{Y} \mid \boldsymbol{m})$ in Equation 2:7 is crucial for Bayesian model selection because incorporates a model complexity penalty by summing/integrating over all model parameters. Therefore, it embodies the Occam's razor effect to prevent over-fitting [Rasmussen and Ghahramani 2001; Ghahramani and Beal 2001; Barber 2011, sec.12.3].

To understand the Bayesian model selection mechanism and to intuitively compare the three BML approaches to learning introduced in this Chapter, namely Maximum Likelihood estimate, EM and VBEM, we compare learning to a treasure hunt. The sought treasure is a concept or knowledge we finally get if we successfully gather all the clues hidden in several tests we encounter by following the path indicated in a map. If the map is given and so are the solutions to all tests, the treasure hunt is only a matter of getting to the treasure. This is a rare case if not impossible in reality and represents the Maximum Likelihood estimate. In a more realistic case, only the map is given, but no clues. Therefore, we firstly have to pass all tests in the map to collect all the clues, and then get to the treasure and try to open the treasure chest with them. If it does not open, then some of the tests have not been successful. We have to try again and again until all the clues are correctly known. This case represents the EM. Finally, in the reality of cases neither the map nor the clues are given, but we want to get the treasure as well. The Bayesian model selection mechanism the VBEM incorporates, firstly looks for truthful maps among infinite scams and then triggers the treasure hunt for an essential subset of them.

The VBEM is astonishingly powerful, but it aims to a very ambitious task. This raises the questions on whether it is practically feasible and what is the cost to pay for its exhaustive search. As introduced in Section 2.1, the Bayesian treatment proposes a posterior by adapting a prior on the basis of evidences. Therefore, without a prior, i.e. an initial belief on the sought knowledge, the model cannot be well defined and the algorithm cannot converge. This is true both for the VBEM and the EM. In fact, the latter needs priors on the right solutions to all tests and the former needs priors both for tests and maps. Even very vague priors beliefs can be useful. Indeed, given enough data, the effect of the prior is generally overcome by the likelihood and posterior conclusions will converge around reasonable models [Ghahramani 2013]. Therefore, the key ingredient of Bayesian methods is not the prior itself but the idea of averaging over different possibilities. For this reason, the singularities that arise in Maximum Likelihood are absent in the Bayesian treatment [Maindonald 2007]. Finally, as the VBEM generalizes the EM under the assumption of a constant prior [Barber 2011, sec.11.5.1], the cost of its computational overhead is however leveled by its substantial advantages.

Chapter 3 is devoted to simplify and enhance the VBEM algorithm in order to reduce its computational overhead and make its hardware implementation both feasible and attractive so that to fulfill this PhD thesis objective as described in Section 1.4.

### 2.1.4 Hidden Markov Model Gaussian Mixture Model (HMM GMM)

Our objective is to approach Neuro-Inspired computing with an Ultra-Low-Power (ULP) prospective, so that to provide loT and medical applications with intelligent processing as close as possible to data sources. Therefore, targeted applications involve realtime stream analytics such as audio, video and biosignals processing.

In the analysis of continuous streams, the underlined model implies relations between consequent data, i.e. they are not independent and identically distributed (i.i.d.), but sequential data. Learning the relations between past ( $X_{1}, \ldots, X_{t-1}$ ) and present ( $X_{t}$ ) observations is of paramount interest because they can be exploited for predicting future ones. A probabilistic representation of such model is given in Figure 2:4 and the joint probability distribution in Equation 2:8 results from the chain rule in Equation 2:4.


Figure 2:4 Bayesian network for sequential data.

$$
p\left(X_{1}, \ldots, X_{T}\right)=\prod_{t=1}^{T} p\left(X_{t} \mid X_{1}, \ldots, X_{t-1}\right)
$$

Equation 2:8 - Joint distribution for the sequential data model in Figure 2:4.

However, it would be impractical to consider a general dependence of future observations on all the previous ones because the complexity of such a model would grow unlimited as the number of observations increases. Intuitively, recent observations are likely to be more informative than older ones in predicting future values. Indeed, the Markov property assumes that future predictions are independent of all but the most recent ones. In particular, the first-order Markov chain relates the present observation ( $X_{t}$ ) only to the previous one $\left(X_{t-1}\right)$. In this way, however, the richness of all those causal relationships among observations is lost. In a speech recognition application, if each observation is an elementary phoneme, associating it to the previous one is interesting, but it would be better to bind it to the three or four preceding phonemes in order to seize entire words. By introducing a hidden variable $Z_{t}$ for each observation $X_{t}$, the resulting Bayesian network in Figure 2:5 is a Hidden Markov Model (HMM). It is not limited by the Markov
assumption and relies on a limited number of parameters. In particular, the first-order Markov chain on hidden variables $\boldsymbol{Z}$ satisfies the Markov assumption. In fact, it meets the key conditional independence property $Z_{t+1} \amalg Z_{t-1} \mid Z_{t}$ and given $Z_{t}$, $X_{t}$ results i.i.d. with respect to $\boldsymbol{Z}$ and $\boldsymbol{X}$ at all other time indices because of the $d$-separation criterion [Ghahramani 2001]. However, if no $\boldsymbol{Z}$ is observed, there is always an unblocked path connecting any observations $\boldsymbol{X}$ [Maindonald 2007, sec.13.1]. Thus the current observation $X_{t}$ does not exhibit any conditional independence properties but depends on all the previous observations $\boldsymbol{X}$ as they do not satisfy the Markov property at any order.


Figure 2:5 Bayesian network for a Hidden Markov Model (HMM)
(PGM representing the state space model, i.e. the structure of an HMM. The input data $\boldsymbol{X}$ are observed so they are filled. The hidden variables $\boldsymbol{Z}$ are not observed and allow for the independence between past states and observations.)

Generally, each hidden variable $Z_{t}$ is chosen to be a N -dimensional binary indicator with a 1-of-N coding scheme, i.e. it is always at zero, but for the state generating the corresponding observation $X_{t}$. The probability distribution of $Z_{t}$ depends on the state of the previous hidden variable $Z_{t-1}$ through the conditional distribution $p\left(Z_{t} \mid Z_{t-1}\right)$, i.e. the transition probability summarized in the transition matrix $\boldsymbol{A}$. The initial hidden variable $Z_{1}$ has not parent nodes and so its probability distribution $p\left(Z_{1}\right)$ is represented by the initial value vector $\boldsymbol{\pi}$. Finally, the conditional distribution of the observed variable $p\left(X_{t} \mid Z_{t}, \boldsymbol{\theta}\right)$ is known as emission probability, it is summarized in the emission matrix $\boldsymbol{B}$ and it is governed by a set of parameters $\boldsymbol{\theta}$. Therefore, a HMM is completely defined by the joint distribution in Equation 2:9 and the parameters $\boldsymbol{\phi}=\{\boldsymbol{\pi}, \boldsymbol{A}, \boldsymbol{B}, \boldsymbol{\theta}\}$ detailed in Table 2:1.

$$
p(\boldsymbol{Y} \mid \boldsymbol{\phi})=\boldsymbol{\pi}\left[\prod_{t=2}^{T} \boldsymbol{a}_{t}\right] \prod_{t=1}^{T} \boldsymbol{b}_{t}
$$

Equation 2:9 - Joint distribution for the HMM in Figure 2:5.

| Parameter | Definition | Description | Dimension |
| :---: | :---: | :--- | :---: |
| $\boldsymbol{\pi}$ | $\pi_{i} \equiv p\left(Z_{1_{i}}=1\right)$ | Initial distribution | $N$ |
| $\boldsymbol{A}$ | $a_{t_{j i}} \equiv p\left(Z_{t_{i}}=1 \mid Z_{t-1_{j}}\right.$ | Transition distribution | $T x N x N$ |
|  | $b_{t_{i}} \equiv p\left(X_{t} \mid Z_{t_{i}}=1, \boldsymbol{\theta}\right)$ |  |  |
| $\boldsymbol{B}$ |  | Emission distribution | $T x N$ |
| $\boldsymbol{\theta}$ |  | Emission parameters |  |

Table 2:1 HMM parameters summary.

HMM can be applied to the coin-tossing example in Section 2.1.2 to take trace of the tossing history; accurately predict the next chosen coin and improve coins' biases estimation. Therefore, $\boldsymbol{\theta}=\left\{\theta_{A}, \theta_{B}\right\}, N=2$ and the emission distribution results $b_{t} \equiv$ $p\left(Z_{t_{A}}=1\right)\left[\theta_{A}^{N_{H}}\left(1-\theta_{A}\right)^{N_{T}}\right]+p\left(Z_{t_{B}}=1\right)\left[\theta_{B}^{N_{H}}\left(1-\theta_{B}\right)^{N_{T}}\right]$. Figure 2:6 shows the HMM transition diagram. As the experiment is carried out, the system evolves between the two possible states $\boldsymbol{Z}$ related to the current chosen coin. Transition probabilities are collected into the $\boldsymbol{A}$ matrix and the system initial condition into $\boldsymbol{\pi}$. Provided full knowledge of this model, it is possible to implement HTM continuous inferring and prediction processes along with its sequential memory and hierarchy principles.

Generally, the emission probability distribution is chosen to be a linear combination of $K$ Gaussian components $\mathcal{N}_{k}\left(\boldsymbol{X}_{t} \mid \boldsymbol{\mu}_{k}, \boldsymbol{R}_{k}\right)$ that is a universal approximator for continuous densities [Carreira-Perpiñán 2000]. Furthermore, it can be formulated as the probabilistic model described by the likelihood distribution in Equation 2:10, known as Gaussian Mixture Model (GMM) and governed by the parameters $\boldsymbol{\theta}=\{\boldsymbol{\alpha}, \boldsymbol{\mu}, \boldsymbol{R}\}$, where $\boldsymbol{\alpha}$ are the mixing coefficients, $\boldsymbol{\mu}$ the Gaussian means and $\boldsymbol{R}$ the covariances

$$
p(\boldsymbol{X} \mid \boldsymbol{\theta})=\prod_{t=1}^{T}\left[\sum_{\boldsymbol{L}_{t}} p\left(\boldsymbol{X}_{t} \mid \boldsymbol{L}_{t}, \boldsymbol{\theta}\right)\right]=\prod_{t=1}^{T}\left[\sum_{L_{t}} p\left(\boldsymbol{L}_{t} \mid \boldsymbol{\alpha}\right) p\left(\boldsymbol{X}_{t} \mid \boldsymbol{L}_{t}, \boldsymbol{\mu}, \boldsymbol{R}\right)\right]=\prod_{t=1}^{T}\left[\sum_{k}^{K} \boldsymbol{\alpha}_{k} \mathcal{N}_{k}\left(\boldsymbol{X}_{t} \mid \boldsymbol{\mu}_{k}, \boldsymbol{R}_{k}\right)\right]
$$

Equation 2:10 - Likelihood distribution for the Gaussian Mixture Model (GMM).

Transition diagram


Unfolded transition diagram


Figure 2:6 Transition diagram for the HMM associated with the coin-tossing example.
(Transition diagram (Left) and its unfolded form (Right) where each column corresponds to one of the latent variables $Z_{t}$.)
In fact, by introducing a K-dimensional binary hidden indicator $\boldsymbol{L}_{t}$ with a 1-of-K representation we obtain $p\left(\boldsymbol{L}_{t} \mid \boldsymbol{\alpha}\right)=\prod_{k}^{K} a_{k}^{\boldsymbol{L}_{t, k}}$ and $p\left(\boldsymbol{X}_{t} \mid \boldsymbol{L}_{t}, \boldsymbol{\mu}, \boldsymbol{R}\right)=\prod_{k}^{K} \mathcal{N}_{k}\left(\boldsymbol{X}_{t} \mid \boldsymbol{\mu}_{k}, \boldsymbol{R}_{k}\right)^{\boldsymbol{L}_{t, k}}$.



Figure 2:7 The speaker diarization problem addressed in [Shum et al. 2013].
(Input data collected for a three-speaker conversation are segmented (Left) and clustered (Right). Left) The first two principal components of input data are segmented to distinguish among speakers according to their color. Right) GMM 3D clusters collect together data relative to the same speaker.)

Practically, GMM is particularly adapted for image segmentation, audio and biosignals streaming analysis applications [Reynolds 2008; Alam et al. 2014; Motlicek et al. 2015; Nguyen and Wu 2013; Mekhalfa et al. 2007; Balafar 2012]. For instance in [Shum et al. 2013] the speaker diarization problem is addressed and input data are conveniently explained with a GMM, as shown in Figure 2:7. Speaker diarization, a.k.a. the who spoke when problem, consists in segmenting, i.e. annotating an unlabeled audio file involving several speakers and clustering, i.e. associating the different segments of speech belonging to the same speaker [Tranter and Reynolds 2006], as shown in Figure 2:7Left where the first two principal components of a three-speaker conversation are reported after having applied Principal Component Analysis (PCA). The GMM perfectly explains those data by means of 3D Gaussian components in Figure 2:7Right, with specific means and covariances for each speaker. Otherwise, if input data are not well explained by the Gaussian framework, preprocessing is employed to obtain Gaussian-friendly observations.

Thanks to modularity of PGMs, the two models can be easily combined into an HMM GMM as in Figure 2:8. Therefore, an HMM GMM is exhaustively described by the joint probability distribution over the complete set $\boldsymbol{Y}=\{\boldsymbol{X}, \boldsymbol{Z}, \boldsymbol{L}\}$ in Equation 2:9 and the parameters $\boldsymbol{\phi}=\{\boldsymbol{\pi}, \boldsymbol{A}, \boldsymbol{B}, \boldsymbol{\alpha}, \boldsymbol{\mu}, \boldsymbol{R}\}$ detailed in Table 2:2, where $D$ is the input data dimensionality.

| Parameter | Definition | Description | Dimension |
| :---: | :---: | :--- | :---: |
| $\boldsymbol{\pi}$ | $\pi_{i} \equiv p\left(Z_{1_{i}}=1\right)$ | Initial distribution | $N$ |
| $\boldsymbol{A}$ | $a_{t_{j i} \equiv p\left(Z_{t_{i}}=1 \mid Z_{t-1_{j}}=1\right)}^{\boldsymbol{B}}$ | $b_{t_{i}} \equiv p\left(L_{t_{i}}=1 \mid Z_{t_{i}}=1\right) p\left(X_{t} \mid L_{t_{i}}\right.$ | Transition distribution |



Figure 2:8 Bayesian network for the HMM GMM.

This model is particularly interesting for studying and modeling continuous streams. In fact, it incorporates the HMM characteristics of continuous prediction and sequential memory and creates a hierarchical structure through the Bayesian network in Figure 2:8 on which inference can be efficiently implemented. So many of the HTM principles described in Section 1.3.4, are naturally incorporated in the HMM GMM, which is the model of reference for the present PhD thesis work. Finally, learning is also implemented with the application of the VBEM to the HMM GMM.

### 2.2 Position of the present PhD thesis

The VBEM applied to the HMM GMM is a well-known state-of-the-art powerful tool, while solutions that make it nonparametric and capable of on-line and distributed elaboration are matter of ongoing research. Nevertheless, no focus has ever been devoted on ULPoriented integration with today's technology in order to maximally exploit the benefits of an HW and algorithmic co-optimization that is essential for popularizing Machine Learning solutions over portable and wearable electronics [HALO 2015]. Therefore, by adopting and optimizing the VBEM HMM GMM we can replicate HTM principles and theory with an ULP prospective and achieve this PhD thesis objective according to the main idea in Section 1.5.

### 2.2.1 Review of ML algorithms and methods

In this Section, we aim to place the VBEM in the ML context and to reveal its connections with the most popular Machine Learning algorithms.

In the decade around 2000, many practical and commercial pattern recognition applications were dominated by kernel methods like the Support Vector Machine (SVM) [Schmidhuber 2015]. Compared with linear models for regression and classification that are limited by the curse of dimensionality, the SVM scales well for large problems. In fact, it defines basis functions that are centered on the training data points and then selects a subset of them during training, instead of adapting them to the data. Thus, the resulting model is generally much smaller than the number of training points, although it typically increases with the size of the training set. Furthermore, the training involves nonlinear optimization, but the determination of the model parameters corresponds to a convex optimization problem, and so any local solution is also a global optimum.

An alternative approach is to use parametric forms for the basis functions in which parameters are adapted during training. The most successful model in the context of pattern recognition is the Artificial Neural Network (ANN), where the network parameters, i.e. weights and biases, are determined with the Maximum Likelihood estimate as in Equation 2:3 efficiently solved by error BackPropagation (BP). For many applications, the resulting model can be significantly more compact, and hence faster to evaluate than with a SVM having the same generalization performance. The price to be paid is that the likelihood function is no longer convex.

Approaches presented so far are referred as parametric methods because they use a fixed number of parameters and so they might result in a poor model of the distribution generating the data. Nonparametric models, instead, constitute an approach to model selection and adaptation, where models are allowed to grow with data. Nonparametric frequentist approaches, such as K-nearestneighbor, kernel density estimator and histograms, require the entire training dataset to be stored, leading to large memories and expensive computations to access it. A two-layer ANN is a reasonable nonparametric model [Neal 1996] that can approximate any given function with arbitrary accuracy if the number of hidden units is sufficiently large. However, in the Maximum Likelihood framework, the number of hidden units needs to be limited according to the size of the training set in order to avoid over-fitting. A Bayesian treatment overcomes this limitation.

Bayesian nonparametric models use only a finite subset of the available parameters to explain a finite sample of observations, such that the effective complexity of the model adapts to the data [Orbanz and Teh 2005]. Classical adaptive problems, such as nonparametric estimation and model selection, can thus be formulated as Bayesian inference problems, as discussed above. In the case of a multilayered ANN, the highly nonlinear dependence of the network function on the parameter values do not allow for an exact Bayesian treatment. So, approximation of the posterior distribution has to be applied.

There are two classes of approximation schemes. Stochastic approximation techniques based on numerical sampling, such as Markov Chain Monte Carlo (MCMC), can generate exact results given infinite computational resources. In practice, sampling methods can be computationally demanding, often limiting their use to small problems. Conversely, deterministic approximation schemes like Variational Bayesian inference, as in the case of VBEM, scale well to large applications. They are based on analytical approximations to the posterior distribution, so they can never generate exact results.

ANNs with Variational Bayesian inference approximation offer a probabilistic interpretation of Deep Learning (DL) models by inferring distributions over the models' weights [Gal and Ghahramani 2015a]. DL has allowed ANNs to succeed in many image recognition and classification competitions where predictions should be invariant under one or more transformations of the input variables. ANNs can learn the invariance if sufficiently large numbers of training patterns are available. In fact, with the advent of more powerful machines, ANNs have prevailed over SVMs. However, thanks to DL the invariance property has been built into the structure of the ANNs allowing for even better performance. Invariance could also be built into the preprocessing by extracting features that are invariant under the required transformations, so that there is no more the requirement for a huge dataset for training.

The VBEM is a Bayesian approach and provides an elegant way of trading off the complexity of the model and the complexity of the data. It also gives reasonable answers not just for big data sets, but also for small ones [Ghahramani 2015]. Finally, it scales well to large applications and does not need huge training if an external preprocessing is provided, meaning that an ultra-low-power solution could be obtained and can be placed as close as possible to data sources.

### 2.2.2 State-of-the-Art on VBEM HMM GMM

The VBEM has been successfully applied to the HMM GMM [MacKay 1997; Ji et al. 2006]. The VBEM HMM GMM learns the model parameters and structure by automatically determining the number of states $N$ and the number of Gaussian components $K$. In practice, it is capable of learning the exact probabilistic model on the basis of the input data, i.e. to dynamically size $\boldsymbol{Z}, \boldsymbol{L}$ and all other model parameters in the probabilistic world.

In the VBEM HMM GMM formulation, the posterior distribution $p(\boldsymbol{Z}, \boldsymbol{L}, \boldsymbol{\phi} \mid \boldsymbol{X})$ for the HMM GMM in Figure 2:8 is approximated with the variational distribution $q(\boldsymbol{Z}, \boldsymbol{L}, \boldsymbol{\phi})$ in Equation 2:11.

$$
p(\boldsymbol{Z}, \boldsymbol{L}, \boldsymbol{\phi} \mid \boldsymbol{X}) \approx q(\boldsymbol{Z}, \boldsymbol{L}, \boldsymbol{\phi})=q(\boldsymbol{Z}, \boldsymbol{L}) q(\boldsymbol{\phi})
$$

Equation 2:11 - Factorized Variational distribution for the VBEM HMM GMM [Ji et al. 2006]
A measure of the difference between the true posterior $p$ and its tractable approximation $q$ is the Kullback-Leibler (KL) divergence that is by construction nonnegative and zero only for identical distributions, i.e. $K L(p \| q) \geq 0$. In particular, the fundamental relation of the mean field approximation, i.e. $\log p(\boldsymbol{X})=F(q)+K L(p \| q)$ indicates that the negative free energy term $F(q)$ is a lower bound on the log-marginal likelihood, i.e. $\log p(\boldsymbol{X}) \geq F(q)$. Therefore, the aim of the VBEM is to maximize this lower bound by tuning the variational posterior $q(\boldsymbol{Z}, \boldsymbol{L}, \boldsymbol{\phi})$ such that it approaches the true posterior and minimizes the KL divergence. This goal is achieved by conveniently iterating between two alternative steps: the Variaitonal Bayesian Expectation (VBE) and the Variational Bayesian Maximization (VBM). Figure 2:9 helps visualizing the VBEM procedure applied to input data with a similar distribution to Figure 2:7.

Variational Bayesian Expectation (VBE). With the variational posterior on model parameters fixed at $q(\boldsymbol{\phi})$, update the variational posterior on hidden variables $q(\boldsymbol{Z}, \boldsymbol{L})$ to maximize $F(q)$ and get the tightest lower bound on $\log p(\boldsymbol{X})$. This corresponds in completing the information set $\boldsymbol{Y}$ and choosing the probabilistic model that better explains the input data among a set of possible models, Figure 2:9Left.

Variational Bayesian Maximization (VBM). With the variational posterior on hidden variables fixed at $q(\boldsymbol{Z}, \boldsymbol{L})$, update the variational posterior on model parameters $q(\boldsymbol{\phi})$ to maximize both $F(q)$ and $\log p(\boldsymbol{X})$. The chosen model is successively fine tuned to better adapt to the input data, Figure 2:9Right.


Figure 2:9 An intuitive illustration of the VBEM procedure.
(Input data in a 3D-space representation (Left) are assigned with the model that better explains them during the Variational Bayesian Expectation (VBE) step. This model (Right) is successively adjusted to better adapt to the input data during the Variational Bayesian Maximization (VBM) step. In both cases the VBEM consists into a maximization procedure targeting the variational distribution in the fuchsia rectangle.)

As Bayesian approach, the VBEM requires prior distributions over the model parameters $\boldsymbol{\phi}$. A natural choice for the prior over $\boldsymbol{\pi}$, the rows of $\boldsymbol{A}$ and the rows of $\boldsymbol{B}$ is the Dirichlet distribution because it is the conjugate prior over the multinomial distribution. Similarly, the Normal-Wishart (NW) distribution is the prior over the Gaussian distribution. Thus, the prior on the model parameters can be expressed as $p(\boldsymbol{\phi})=p(\boldsymbol{\pi}) p(\boldsymbol{A}) p(\boldsymbol{B}) p(\boldsymbol{\theta})$ and is detailed in Equation 2:12.

$$
\begin{gathered}
p(\boldsymbol{\pi})=\operatorname{Dir}\left(\pi_{1}, \ldots, \pi_{N} \mid u_{1}^{\pi}, \ldots, u_{N}^{\pi}\right) \\
p(\boldsymbol{A})=\prod_{n=1}^{N} \operatorname{Dir}\left(A_{n 1}, \ldots, A_{n N} \mid u_{n 1}^{A}, \ldots, u_{n N}^{A}\right) \\
p(\boldsymbol{B})=\prod_{n=1}^{N} \operatorname{Dir}\left(B_{n 1}, \ldots, B_{n K} \mid u_{n 1}^{B}, \ldots, u_{n K}^{B}\right) \\
p(\boldsymbol{\theta})=\prod_{n=1}^{N} \prod_{k=1}^{K} N W\left(\mu_{i k}, R_{i k} \mid \alpha_{i k}, \beta_{i k}, \lambda_{i k}, m_{i k}\right)
\end{gathered}
$$

Equation 2:12 - Detailed priors on model parameters [Ji et al. 2006].
A block diagram of the VBEM HMM GMM is depicted in Figure 2:10. Input data could have any dimensionality $D$ and after having been processed by the Feature Extraction Engine (FEE), they are presented to the Bayesian classifier. The FEE acts like HTM Sensory Encoders described in Section 4 and extracts important features that are invariant to input data transformations.


Figure 2:10 Block diagram of the state-of-the-art VBEM HMM GMM.
Maximization is efficiently computed trough inference on the HMM GMM PGM by using two-stage message passing algorithms, namely the Forward-Backward (FB) algorithm [Rabiner 1989; MacKay 1997] and the Forward Filtering Backward Smoothing (FFBS) algorithm [Ott 1967; Khreich et al. 2010]. Both lead to the exact marginal because the HMM GMM has a tree structure [Jordan 2003]. The sufficient statistics $\omega_{i}^{\pi}, \omega_{i j}^{t}$, and $\omega_{i k}^{t}$, i.e. the smoothed conditional state probability densities, update the model parameters $\boldsymbol{\phi}^{*}$ and the approximate distribution $q_{t}^{*}\left(\boldsymbol{\phi}^{*}\right)$ of the optimized model.

The VBEM HMM GMM has been demonstrated to be a valid, flexible and powerful approach in several practical applications such as speaker diarization, epileptic seizure prediction and particle tracking [Valente and Wellekens 2005; Watanabe et al. 2006; Esmaeili et al. 2014; Martin et al. 2016]. The learning mechanisms the VBEM implements interestingly replicate those in HTM theory. In fact, through the continuous alternating between the two VBEM steps a closed-loop is implemented. The model is learnt from data and then it is applied to explain the data and to get the feedback, which improves on the model learning itself.

```
ALGORITHM 1. state-of-the-art VBEM HMM GMM [Barber 2011, sec.11.5]
Input: all input data \(X\).
Output: Classification result \(\omega_{i}^{h}\) and HMM GMM parameters \(\boldsymbol{\phi}^{*}\).
Priors: \(\alpha_{0} ; \beta_{0} ; \boldsymbol{m}_{0} ; \lambda_{0} ; \boldsymbol{u}^{\pi} ; \boldsymbol{u}^{A} ; \boldsymbol{u}^{B}\)
while \(\phi\) change do
    \(t \leftarrow t+1\)
    \(q_{t}^{*}(\boldsymbol{Z}, \boldsymbol{L})=\arg \max _{\mathrm{q}(\mathbf{Z}, \mathbf{L})} F(q) \quad / / \mathrm{VBE}\) HMM GMM
    \(q_{t}^{*}\left(\boldsymbol{\phi}^{*}\right)=\arg \max _{\mathrm{q}(\boldsymbol{\phi})} F(q) \quad / / \mathrm{VBM}\) HMM GMM
end
```

The state-of-the-art VBEM HMM GMM, in Algorithm 1, is software-based and to our knowledge there is no hardware implementation of it, yet. In fact, a naïve mapping of VBEM in a physical device for acceleration purpose is neither low-power nor scalable because of the required memory, computing power and overall complexity. The elaboration is performed in batch mode, i.e. data are first collected in their entirety and then processed. Furthermore, the whole computation is confined to a single powerful machine in a centralized manner. Therefore, the processing is ex-situ, i.e. far away from the data source. This solution results to be impractical for portable and wearable applications because of their limited power and memory resources: data are collected and transferred to the powerful machine or the Cloud with a consequent communication bottleneck.

Finally, the VBEM HMM GMM is an interesting and complete learning algorithm, by construction less demanding than DL, SVM and MCMC approaches in terms of required resources. The state-of-the-art VBEM HMM GMM embodies many of the HTM principles and theories, but it is batch, i.e. elaboration is massive on all the data and not on-line. In the next Subsections, we show, however, that it can benefit of an on-line and distributed formulation in order to overcome the communication bottlenecks and even reduce its complexity, thus a hardware acceleration will be feasible and attractive for a Learning-on-a-Chip implementation.

### 2.2.3 Bayesian Nonparametric

Probabilistic Machine Learning aims to learn the probabilistic model underlined in the observed reality. Learning the right model is crucial for explaining input data and correctly predicting future trends. However, Bayesian formulation treats the overall model, i.e. structure and parameters, as hidden variables to infer from the input data like every other unknown information. Although this makes
the Bayesian framework a sought data-centric paradigm, its effectiveness can dumfound. How does it discern among different information looking to the same input data? How accurately can it model reality?

The employed mechanism is the Bayesian model selection. It is not a magic tool that solves every problem as it would seem, rather it is a working practical tool implementing a simple idea: the model is not actually learnt from data, but it is selected from a sequence of models of increasing complexity as the one with the right complexity to sufficiently explain the input data. Therefore, there is no over-fitting due to the Occam's razor effect and what is actually learnt is the required complexity in terms of number of hidden variables. For instance, the VBEM HMM GMM in Section 2.2.2 is a Bayesian Parametric model because it selects the number of HMM states and the number of Gaussian components among the possible $N$ and $K$, respectively.

The modeling accuracy improves intuitively if the model complexity is not restricted, but flexibly extended to capture any possible dataset. In fact, Bayesian Nonparametric models start with potentially infinite complexity and reduce it until it properly models the real world. Indeed, they are neither under-fitting nor over-fitting input data.

The Chinese restaurant process explains Bayesian Nonparametric working principles and ability to cope with infinite complexity with a meaningful analogy [Aldous 1983]. Imagine an infinitely large restaurant containing an infinite number of tables, each of which served with a specific dish. This restaurant operates an unusual seating policy whereby new diners are seated either at a currently occupied table with probability proportional to the number of guests already seated there, or at an empty table with constant probability. Therefore, a delicious dish is likely to push more guests on the same table in a rich get richer fashion. Each table represents a cluster and its associated dish the common hidden cause attracting guests. The Chinese restaurant process is related to the Pólya urn sampling scheme [Blackwell and MacQueen 1973] as both implement a Dirichlet process. It is worth to mention a third method, the Stick-Breaking construction, actually used to prove the Dirichlet process existence [Sethuraman 1994].

In [Teh et al. 2006], Dirichlet processes have been organized into a hierarchy to identify common hidden causes among hidden variables and to allow for sharing common dependencies among clusters. This concept, spread to all Bayesian Nonparametric modeling, led to Hierarchical Bayesian Nonparametric models [Teh and Jordan 2010] such as infinite Hidden Markov Models (iHMM) [Beal et al. 2002], i.e. HMM where the number of HMM state $N$ tends to infinity.

### 2.2.4 On-line elaboration

The state-of-the-art VBEM HMM GMM introduced in Section 2.2 .2 performs in batch mode, i.e. data are firstly collected in their entirety and then processed as shown in Figure 2:10. Conversely in the on-line elaboration, input data are presented to the system in small consecutive sequences and progressively processed.

The on-line VBEM is able to dynamically adapt the model structure by exploiting the Bayesian model selection mechanism. Furthermore, it shows faster and better performance than the batch VBEM, where the estimation quality of the posterior probability for the hidden variables improves rather slowly especially for large amounts of data [Sato 2001].

A general on-line formulation for the VBEM has been provided in [Sato 2001] and it has been applied to the GMM [Cournapeau et al. 2010] and to the HMM with Gaussian observations [Koshinaka et al. 2009], but not to the overall HMM GMM.

Recently, in [Broderick et al. 2013] a Streaming Bayesian approach has been proposed. The input stream is partitioned into minibatches, i.e. sequences $\boldsymbol{S}_{h}$ of $T$ i.i.d. data, so that $\boldsymbol{S}_{h}=\left\{\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{T}\right\}$ and $p\left(\boldsymbol{S}_{h} \mid \boldsymbol{\phi}\right)=p\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{T} \mid \boldsymbol{\phi}\right)=\prod_{t=1}^{T} p\left(\boldsymbol{X}_{t} \mid \boldsymbol{\phi}\right)$. After having processed $h-1$ sequences, the posterior distribution for $\boldsymbol{S}_{h}$ is computed without revisiting old data according to the naïve Bayes' rule in Equation 2:13, whose prior is the posterior we previously computed for $\boldsymbol{S}_{h-1}$.

$$
p\left(\boldsymbol{\phi} \mid \boldsymbol{S}_{1}, \ldots, \boldsymbol{S}_{h}\right) \propto p\left(\boldsymbol{\phi} \mid \boldsymbol{S}_{1}, \ldots, \boldsymbol{S}_{h-1}\right) \cdot p\left(\boldsymbol{S}_{h} \mid \boldsymbol{\phi}\right)
$$

Equation 2:13 - Naïve Bayesian approach for posterior computing [Broderick et al. 2013]
This approach is equivalent to those in [Sato 2001; Koshinaka et al. 2009; Cournapeau et al. 2010] if the VBEM is iterated only once per sequence $S_{h}$ instead of waiting until convergence.

In [Lin 2013], the on-line elaboration enriches the VBEM with a nonparametric behavior: instead of initializing the number of HMM states to $N$ or the number of Gaussian components to $K$, the proposed algorithm begins with an empty model $(N=K=1)$ and progressively refines it as data come in, adding new states and/or new components when needed. Therefore, the model complexity is adapted on-the-fly through a sequential approximation of the posterior based on the predictive distribution.

### 2.2.5 Distribution

Portable, wearable and implantable electronics is generally constrained to a meager power and memory budget and requires intelligence to be as close as possible to data sources. Intuitively, local elaboration of small amounts of data, further simplifies data structures and local computation at the expense of an increased communication overhead [Attiya and Welch 2004].

In the state-of-the-art VBEM solution introduced in Section 2.2.2, the whole computation is confined to a single powerful machine in a centralized manner therefore the processing is ex-situ, i.e. far away from the data source. In order to bring the elaboration in-situ and to reduce its complexity, distributed batch solutions have recently been proposed.

In [Broderick et al. 2013], a temporal distribution addresses fast input streams. In fact, a powerful machine is in charge of partitioning the input data in consecutive sequences called mini-batches and sends them to several nodes. Each of them computes the local posterior and sends it back to the powerful machine acting as a centralized fusion node. The fusion of the posterior is however obtained by a naïve exploitation of the Bayes' rule in Equation 2:13, which leads to poor approximations for unsupervised models with inherent symmetry, due to the approximation used in Variational inference. In [Campbell and How 2014] this issue is addressed by including an additional optimization step in the combination procedure that accounts for these broken dependencies and it does not require a centralized fusion node. Nevertheless this additional optimization step involves parameter permutation symmetry leading to a computational overhead and more approximation than the Variational framework would require. Finally, an interesting spatial distribution has been proposed very recently in [Hua and Li 2016], where information to merge is obtained from one-hop neighbors to target decentralized information processing and inference tasks over arbitrary and with limited communication capabilities Wireless Sensor Networks (WSNs). Although generally valid for the Variational Bayesian framework, it has been only applied to the GMM and its performance is almost comparable to the centralized solution.

### 2.2.6 Semi-supervision

According to [Russell and Norvig 2013], there are three broad categories of Machine Learning (ML) tasks:
Supervised learning: The learning system is presented with example inputs and their desired outputs. The goal is to learn a general rule that maps inputs to outputs.

Unsupervised learning: The learning system is presented with example inputs but no labels for them. The learning system is left alone to find similarities in the inputs. The goal is both to discover hidden patterns and to learn invariant features.

Reinforcement learning: The learning system is presented with nothing. It interacts with a dynamic environment that awards or punishes it according to the learning objective.

When labeled training is plentiful, supervised learning techniques are widely used since they give excellent generalization performance [Bishop and Lasserre 2007]. However, Big Data come generally unlabeled, so unsupervised learning seems to be the most appropriate approach for them. Nevertheless, without any supervision model misspecifications could occur, i.e. the learnt model is different from the true distribution generating the data. In practice, the generalization performance of unsupervised learnt models is often poorer than of supervised learnt ones. In the attempt to gain the benefit of both supervised and unsupervised learning approaches, heuristic procedures have been proposed [Bouchard and Triggs 2004; Holub and Perona 2005; Yakhnenko et al. 2005] to interpolate between these two extremes as hybrid approaches referred to as semi-supervised learning, where the learning system is presented with example inputs and incomplete labels.

In [Bishop and Lasserre 2007], semi-supervised learning is interestingly reinterpreted in statistical terms ${ }^{11}$ as the discriminative training of a generative model. Authors illustrate the advantages of blending between generative and discriminative viewpoints because a discriminative model cannot make use of unlabeled data, while a generative model could result with some model misspecifications and needs to be guided towards the true model of the reality. They propose a new perspective in which there is only one correct way to train a given model and a discriminatively trained generative model is fundamentally a new model because generative and discriminative models correspond to specific choices for the prior over parameters.

[^6]The treasure hunt example could help gaining a better understanding. We strive to get a treasure that is the knowledge we would like to extract from data. If the map is given and so are the solutions to all tests, the model we are exploiting is a discriminative one, because the machine has already the knowledge about where the treasure is and how to get it, i.e. the Maximum Likelihood estimate situation. Therefore, it has only the task to get to the treasure given the input data. Instead, in the case only the map is given, but no clues, or neither the map nor the clues are given, the machine needs to compensate to this lack of knowledge by guessing what the map and the clues may look like and then go looking for the treasure. This is exploiting a generative model that represents the most common case in practice, where some hidden information, i.e. data labels, has to be figured out first. Between these two extremes, if part of the map and some of the clues are given, it would result intuitively easier to complete the information set and learn the true model, i.e. hidden information is constrained to known one depending on the prior choice.

### 2.3 Conclusions

The background on Bayesian Machine Learning (BML) and the state-of-the-art analysis provided in this Chapter support our motivation in considering the BML as a valid solution for replicating the human brain working principles. The main idea behind this PhD thesis discussed in Section 1.5 is here revised to reflect of the acquired concepts, Figure 2:11.


Figure 2:11 Revised illustration of our idea.
(The human brain retrieves insights and knowledge from raw or preprocessed inputs (fuchsia arrows). It however employs its plastic structure to process information and model the world (light-blue arrows). Our idea is to exploit Variational Bayesian Expectation-Maximization (VBEM) to model the world with a HMM GMM and to retrieve insights and knowledge from input data (light-green arrows). This sought behavior is independent from its actual implementation, so the VBEM can be mapped in several HW technologies (dark-blue arrows))

BML models the reality on the basis of input data and employs the resulting model for prediction on future trends or high-level elaboration. It is not yet known if the human brain behaves in such way, but the HTM principles and theory of Section 1.3.4 are well explained by the Bayesian framework. Furthermore, advanced BML algorithms like the VBEM are able to learn the model structure on-the-fly, resembling the brain ability to plastically shaping its structure. The two mechanisms may be different. In fact, the BML is selecting the right model among a set of possible ones, while the human brain may have the capability to build the model itself. Anyhow, homogeneity in the neo-cortex structure suggests the brain performs the same algorithm everywhere so that the model it employs may be generic to cope with a number of different applications. According to the main objective of this PhD thesis work, we mainly target loT and medical applications generally related to stream analytics. For this reason, we have chosen a HMM GMM as generic structure. The target application, however, results independent on the actual implementation because the model BML creates, is implicit and populates the probabilistic space, i.e. it is not real. BML algorithms and their execution instead are real and demand for optimization in order to tackle Big Data challenges.

The state-of-the-art VBEM algorithm in [Ji et al. 2006] has been introduced as an interesting learning solution for HMM GMM parameters and structure. However, its naïve HW implementation results neither effective nor feasible because of the required memory, computing power and overall complexity. Therefore, this PhD thesis has been devoted to simplify and enhance the VBEM HMM GMM algorithm, so that its HW implementation becomes both feasible and attractive. In particular, we propose an on-line, distributed and nonparametric version of the state-of-the-art VBEM HMM GMM. We take advantage of the statistical perspective to
semi-supervision discussed in Section 2.2.6, which allows us to move the focus from labeled or unlabeled input data to knowing or not knowing the probabilistic model structure. Therefore, the supervised component of the semi-supervised learning relies on providing the machine with a prior on the probabilistic model structure, so that the unsupervised component is focusing on estimating the model parameters, i.e. the knowledge to extract.

The paramount principles behind HTM theory, namely continuous prediction; inference; sequential memory; closed-loop learning by considering time as supervisor are therefore widely exploited.

The proposed algorithm can be mapped to Spiking Neural Networks by conveniently reversing the work in [Nessler et al. 2013; Deneve 2015]. This way a conscientious estimation on the number of spiking neurons and their connections can be defined. Otherwise, a Deep Learning implementation with a conscious number of hidden layers can be obtained by reversing the work of [Mallat 2016; Gal and Ghahramani 2015b].

Our solution is independent from its actual HW implementation. In fact, the proposed algorithm can be mapped to a conventional HW where further optimization techniques can be applied to automata processors and many other structures that accomplish the Bayesian framework. We demonstrate this point by designing a proof-of-concept ULP HW implantation on FPGA platform for realtime streaming application.
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## Chapter 3

## Algorithm level optimizations

In this Chapter, we present the limitations of the state-of-the-art VBEM HMM GMM algorithm that make unfeasible its HW implementation, namely redundant information on data structures and dependence on infinite classification history. After a complexity analysis, we propose and adopt two important optimizations aimed at simplifying and enhancing the on-line VBEM HMM GMM. Therefore, we make its HW implementation both feasible and attractive.

### 3.1 On-line VBEM HMM GMM

The state-of-the-art VBEM HMM GMM in Section 2.2 .2 is an iterative approach incrementally improving the learning and the consecutive classification accuracy until convergence is reached - that is, either the log-likelihood or the parameters estimation does not improve anymore beyond an acceptable tolerance. In the batch formulation, it needs to access the whole dataset at least once per iteration. Thus, data have to be stored and maintained in a big memory. From hardware prospective, this translates into an offchip memory with consequent performance degradation due to the memory wall. This issue is solved in the on-line formulation, where learning and classification are incrementally improved by considering a different sequence $\boldsymbol{S}_{h}$ of input data every time. Consequently a smaller buffer memory is required and this structure is suitable for on-the-fly elaboration of continuous streams. Furthermore, we aim at replicating the human brain working principles according to the HTM theory, which actually relies both on on-line learning and continuous prediction.


Figure 3:1 Block diagram of on-line VBEM HMM GMM.

Our approach to the on-line formulation for the VBEM HMM GMM follows the naïve Bayesian in [Broderick et al. 2013] discussed in Section 2.2.4. However, this approach establishes a temporal distribution among several nodes to speed up elaboration of continuous streams rather than building on a proper on-line formulation. In fact, every node is asynchronously assigned with a task to perform on local data by a centralized powerful node that collects and merges all partial results. In this way, high-performance design constrains are relaxed while the system is still able to perform fast stream analytics. Our idea is to exploit the naïve Bayesian fusion formula at the single powerful node to perform the on-line elaboration by incrementally refining the overall posterior calculation. In particular, the current posterior is employed as a prior for the next posterior calculation according to Equation $2: 13$. This is shown in Figure 3:1, where each sequence $S_{h}$ of $T$ consecutive input data is preprocessed by a Feature Extraction Engine (FEE) and presented to the VBEM HMM GMM. This latter is similar to the state-of-the-art in Figure 2:10 but it is iterated only once per sequence presentation.

### 3.2 Complexity analysis

The paramount objective of this PhD thesis work is to target loT and medical applications with an Ultra-Low-Power (ULP) prospective, therefore we aim to simplify and enhance the on-line VBEM HMM GMM by means of optimizations without loss of generality. In fact, the on-line VBEM HMM GMM algorithm in Figure 3:1 has several weaknesses that slow down its execution and make its HW implementation unfeasible or not attractive for portable, wearable and implantable electronics.

The Variational Bayesian Maximization (VBM) step learns the model parameters ( $\boldsymbol{\mu}, \boldsymbol{R}, \boldsymbol{\alpha}, \boldsymbol{A}, \boldsymbol{B}, \boldsymbol{\pi}$ ) and hyper-parameters ( $K, N$ ) on the basis of the current input data and the sufficient statistics ( $\omega_{i}^{\pi}, \omega_{i}^{h}, \omega_{i j}^{h}$ ) computed during the Forward-Backward (FB). This latter, in particular, performs inference on the complete information set $\boldsymbol{Y}$ obtained during the Variational Bayesian Expectation (VBE) and classifies input data either through the FB or the Forward Filtering Backward Smoothing (FFBS) algorithm. Both the VBE and the VBM need to see the input data and are performed only once per sequence in the on-line formulation of Figure 3:1. Conversely, the FB block performs inference on the whole classification history that however grows indefinitely as input data are continuously presented to the machine.

### 3.2.1 Forward-Backward (FB)

The FB algorithm is a dynamic programming technique that efficiently evaluates the likelihood $p(\boldsymbol{S} \mid \boldsymbol{\phi})$ and computes the sufficient statistics $\left(\omega_{i}^{\pi}, \omega_{i}^{h}, \omega_{i j}^{h}\right)$, i.e. the smoothed conditional state probability densities for updating HMM parameters. It consists of the forward pass in Figure 3:2Left that computes $\alpha_{h}(i) \equiv p\left(Z_{h}=i, \boldsymbol{S}_{1: h} \mid \boldsymbol{\phi}\right)$ and the backward pass in Figure 3:2Right that computes $\beta_{h}(i) \equiv p\left(\boldsymbol{S}_{h+1: H} \mid Z_{h}=i, \boldsymbol{\phi}\right)$.


Figure 3:2 Schematic illustrations for the Forward (Left) and the Backward (Right) passes.
(This illustration gives an intuition of the complexity for the FB algorithm. Data structures are represented with their dimensionalities and required computations are schematized. In particular, fuchsia arrows indicate the direction for each recursive procedure. Finally, several matrix multiplications are required to perform overall inference with a memory complexity of $C_{M e m}=O(H N)$ and an execution complexity of $C_{E x e}=$ $\left.O\left(2 H N^{2}\right).\right)$

During the forward pass, each $[K x N]$ slice of $\boldsymbol{B}^{*}$ is multiplied by the state transition matrix $\boldsymbol{A}^{*}$ and successively weighted with the previously computed $[K x N]$ slice of $\boldsymbol{\alpha}$, by means of the Hadamard product, i.e. element-wise multiplication represented with the symbol $\odot$. To initialize this recursive procedure, the first element of $\boldsymbol{\alpha}$ is conveniently computed by means of the initial state probability vector $\boldsymbol{\pi}^{*}$. Similarly, the backward pass requires initializing the first element of $\boldsymbol{\beta}$ to the all-ones $[K x N]$ matrix. In this case, however, the first element is the H-th because the backward direction goes from the most recent to the oldest classification event. Finally, sufficient statistics are computed according to Equation 3:1 where normalization ensures reasonable results and convergence.

$$
\begin{aligned}
& \omega_{i}^{\pi}=\gamma_{(1 \mid H)}(i)=p\left(\boldsymbol{Z}_{1}=i \mid \boldsymbol{S}_{1: H}, \boldsymbol{\phi}\right) \\
& \omega_{i}^{h}=\gamma_{(h \mid H)}(i)=p\left(\boldsymbol{Z}_{h}=i \mid \boldsymbol{S}_{1: H}, \boldsymbol{\phi}\right)=\frac{\alpha_{h}(i) \cdot \beta_{h}(i)}{\sum_{n=1}^{N} \alpha_{h}(n) \cdot \beta_{h}(n)} \\
& \omega_{i j}^{h}=\xi_{(h \mid H)}(i, j)=p\left(\boldsymbol{Z}_{h}=i, \boldsymbol{Z}_{h+1}=j \mid \boldsymbol{S}_{1: H}, \boldsymbol{\phi}\right)=\frac{\alpha_{h}(i) \cdot A_{i j} \cdot B_{h j} \cdot \beta_{h+1}(j)}{\sum_{n=1}^{N} \sum_{l=1}^{N} \alpha_{h}(n) \cdot A_{n l} \cdot B_{h l} \cdot \beta_{h+1}(l)}
\end{aligned}
$$

Equation 3:1 - Forward Backward (FB) sufficient statistics.
Although Figure $3: 2$ shows the FB requires a big number of matrix multiplications, it is very efficient compared to the analytical maximization of the posterior because it exploits inference through message passing algorithms. However in order to obtain a feasible HW implementation, this block should be optimized because its memory complexity is estimated at $C_{M e m}=O(H N)$ and its execution complexity at $C_{E x e}=O\left(2 H N^{2}\right)$. Indeed, the FB retraces the entire classification history forward; optimizes the current classification on the basis of already seen data backward. In other words, its complexity depends linearly on $H$, but $H$ goes to infinity in the frame of continuous streams analytics [Khreich et al. 2010]. In particular, in the on-line formulation a new element is progressively added
in the classification history on-the-fly, i.e. $H \rightarrow H+1$ and $H \gg N$. Therefore, the matrices $\boldsymbol{B}^{*}, \boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ in Figure 3:2 together with the sufficient statistics $\omega_{i}^{h}$ and $\omega_{i j}^{h}$ in Equation 3:1 grow indefinitely in $H$.

### 3.2.2 Forward Filtering Backward Smoothing (FFBS)

Proposed in [Ott 1967], the FFBS is another approach similar to FB but more stable and meaningful because it directly propagates probability densities [Khreich et al. 2012]. During the forward recursion, it computes the predictive density $\gamma_{(h \mid h-1)}(i) \equiv$ $p\left(Z_{h}=i \mid \boldsymbol{S}_{1: h-1}, \boldsymbol{\phi}\right)$ and the filtered density $\gamma_{(h \mid h)}(i) \equiv p\left(Z_{h}=i \mid \boldsymbol{S}_{1: h}, \boldsymbol{\phi}\right)$, according to the matrix formulation in Equation 3:2.

$$
\begin{aligned}
& \gamma_{(h \mid h-1)}=\boldsymbol{A}^{* \prime} \gamma_{(h-1 \mid h-1)} \\
& \quad \gamma_{(h \mid h)}=\gamma_{(h \mid h-1)} \odot \boldsymbol{B}_{h}^{*} \oslash \mathbf{1} \gamma_{(h \mid h)}
\end{aligned}
$$

Equation 3:2 - Predictive and Filtered densities in FFBS.
where $\mathbf{1}$ is a row vector of ones; the prime superscript denotes the transpose operation; the symbol $\odot$ stands for the element-wise multiplication and $\oslash$ indicates the element-wise division. This is very interesting because it replicates the HTM principles. In fact, for each step of the forward pass, this algorithm performs inference through continuous prediction. In particular, it calculates the predictive probability by using the previous history encoded in the transition matrix $\boldsymbol{A}^{*}$ and then it tests its predictions with the actual data in $\boldsymbol{B}_{h}^{*}$ by resulting with the filtered probability. In this way, it checks the accuracy of the learned model up to the current time in a sort of closed-loop system as required in the HTM theory where time is supervisor. So, in this aspect the FFBS is much more interesting than the FB for the objectives of this PhD thesis. Furthermore, during the backward recursion the FFBS directly computes the required sufficient statistics referred with a $b$ subscript in Equation $3: 3$ without accessing to $\boldsymbol{B}^{*}$. Indeed, it reuses the filtered probabilities computed during the forward pass, which it opportunely updates with the information gathered by spanning the entire classification history.

$$
\begin{aligned}
& \omega_{i}^{\pi}=\gamma_{(1 \mid H)} \\
& \omega_{i}^{h}=\gamma_{(h \mid H)_{b}}=\xi_{(h \mid H)_{b}} \mathbf{1}^{\prime} \\
& \omega_{i j}^{h}=\xi_{(h \mid H)_{b}}=\left[\gamma_{(h \mid h)} \odot \gamma_{(h+1 \mid H)_{b}} \oslash \boldsymbol{A}^{* \prime} \gamma_{(h \mid h)}\right] \mathbf{1} \odot \boldsymbol{A}^{*}
\end{aligned}
$$

Equation 3:3 - Forward Filtering Backward Smoothing (FFBS) sufficient statistics.
Although the FFBS has the same order of complexity as the FB, it is actually slightly less complex [Khreich et al. 2010]. However the FB is historically more famous and used in practical applications.

### 3.2.3 Data structures



Figure 3:3 Complexity of online VBEM HMM GMM data structures.
In Figure 3:3, a closer view of VBEM HMM GMM shows the dimensionality of the internal data representation and highlights two principal problems, whose solutions are discussed below and identify some of the contributions of this PhD thesis work. Firstly, most parameters $(\boldsymbol{\mu}, \boldsymbol{R}, \boldsymbol{\alpha}, \boldsymbol{B})$ and sufficient statistics $\left(\omega_{i k}^{h}, \omega_{i j}^{h}\right)$ have both dimensionalities in $K$ and in $N$ in order to encode the notion of assigning each HMM state with a particular configuration of GMM components. This information is therefore redundant and implies a complexity in managing and elaborating these data. Secondly, $\boldsymbol{B}, \omega_{i k}^{h}$ and $\omega_{i j}^{h}$ depend linearly on the number of sequences $H$. In a
streaming application, $H$ goes to infinity and makes unfeasible to map this architecture into a finite physical device. Therefore, exactly learning the overall model parameters and managing redundant information into data structures is neither optimal nor convenient for a HW implementation.

### 3.3 Optimization and complexity reduction

The structure we propose in Figure 3:4 addresses problems of the on-line VBEM HMM GMM by separating the algorithm in two parts. The first includes the VBE HMM GMM and the VBEM GMM, while the second the FB and the VBM HMM.


Figure 3:4 Block diagram of proposed on-line VBEM HMM GMM.
VBE HMM GMM and VBEM GMM interface input data; partially learn the model parameters and extract a sort of intermediate knowledge that is exploited by the FB and the VBM HMM to complete the model learning without seeing the input data. This separation allows for simpler data structures that depend either on $K$ or $N$. In particular, input data are still arranged in sequences $\boldsymbol{S}$ and presented to the Bayesian classifier after the FEE extracted invariant features in a Gaussian-friendly arrangement to improve the final classification accuracy. The VBE HMM GMM computes the expectations the current sequence $\boldsymbol{S}_{h}$ has been generated by already learnt models. Thus, it results with the HMM state $Z_{n}$ whose Gaussian components best explain input data. If none of the existing states is able to explain the input data, a new HMM state $Z_{N+1}$ is introduced on-the-fly and its related Gaussian parameters are learnt by executing the VBEM GMM until convergence. Both the FB and the VBM HMM exploit this information on $\boldsymbol{Z}$ to compute the sufficient statistics and improve HMM parameters estimations. Consequently, the complexity of $\boldsymbol{B}$, the biggest data structure, and $\omega_{i k}^{h}$ reduces, in fact they both lose their dependence on $K$. Nevertheless, GMM parameters $\boldsymbol{\theta}$ keep their dimensionalities both in $K$ and $N$. A further simplification consists in substituting the VBE HMM GMM with the deterministic assignment step of the k-means algorithm [Hartigan and Wong 1979], where each observation is assigned to the cluster whose mean $\boldsymbol{\mu}$ yields the least Within-Cluster Sum of Squares (WCSS). In this case, ( $\boldsymbol{R}, \boldsymbol{\alpha}$ ) can also be reduced because only $\boldsymbol{\mu}$ is utilized and relates GMM parameters to the HMM state they belong to.

Mathematically, our approach requires Equation 2:9 to be reformulate as in Equation 3:4, with $\boldsymbol{\phi}=\left\{\boldsymbol{\pi}^{N}, \boldsymbol{A}^{N x N}, \boldsymbol{\theta}_{h}^{N x K}\right\}$ and $\boldsymbol{B}_{h} \equiv$ $p\left(\boldsymbol{\theta}_{h} \mid \boldsymbol{Z}_{h}\right) \cdot \prod_{t}^{T} p\left(\boldsymbol{L}_{t}\right) p\left(\boldsymbol{X}_{t} \mid \boldsymbol{L}_{t}, \boldsymbol{\theta}_{h}\right)$, where $\boldsymbol{\theta}_{h}=\left\{\boldsymbol{\alpha}_{h}^{K}, \boldsymbol{\mu}_{h}^{N x K x D}, \boldsymbol{R}_{h}^{K x D x D}\right\}$.

$$
p(\boldsymbol{Y} \mid \boldsymbol{\phi})=\boldsymbol{\pi}\left[\prod_{h=2}^{H} \boldsymbol{A}_{h}\right] \prod_{h=1}^{H} \boldsymbol{B}_{h}
$$

Equation 3:4 - Joint distribution for the HMM GMM in the on-line formulation.

Moreover, the VBEM HMM GMM in Figure 3:1 is required to iterate until convergence and HMM GMM parameters to continuously adapt on the basis of input data. Instead, our approach allows the VBE HMM GMM, the FB and the VBM HMM to be executed only once per sequence according to the on-line elaboration proposed in [Sato 2001]. In our case, however, HMM parameters estimation is incrementally improved and adapted to the input data, while GMM parameters do not change any longer after the VBEM GMM converged. Intuitively, GMM parameters identify a specific HMM state $Z_{n}$ that generated the input sequence $\boldsymbol{S}_{h}$, the same GMM parameters were learnt on. For successive input sequences, the VBE HMM GMM identifies those sequences underlying the same cause, i.e. the sequences generated by the same HMM state $Z_{n}$, even if they are apparently and deterministically different. However, if input data are too different to imply this common cause, our approach introduces a new HMM state $Z_{N+1}$, which better explains the misclassified input data. This state will be eventually merged to the correct one during inference and HMM parameters learning performed respectively in the FB and the VBM HMM blocks.

### 3.3.1 Bayesian Nonparametric behavior

Another key point for the structure in Figure 3:4 concerns the VBEM capability to automatically infer the model complexity through Bayesian model selection. In order to prevent under-fitting in the Bayesian nonparametric framework, an infinite model complexity is assumed and it is reduced by the Bayesian approach, which is known to prevent over-fitting. Although this is a sought feature, it demands for a computational overhead to operate in an unbounded hidden space. Practically, the model or the variational distribution is truncated to a fixed model complexity, i.e. $N$ and $K$. However, it still implies to overcharge the computation with inconvenient complexity that will affect performance in hardware acceleration.

Following the idea in [Lin 2013], we provided our method with a nonparametric behavior so that it adapts model complexity on-thefly. Rather than randomly initializing a fixed number of states $N$, we begin with an empty model ( $N=1$ ) that is progressively refined with new input data by adding new states or pruning old ones on-the-fly when needed. The pruning is evaluated according to the effective utilization of the recognized states and it is triggered regularly during the learning process. Adding new states is regulated by the predictive probability distribution in Equation 3:5 efficiently computed by FB and VBM HMM that is closing the loop with the VBE HMM GMM. In particular, if the current model results in a small predictive probability, it poorly explains a sequence $\boldsymbol{S}_{h}$ and a new HMM state needs to be added. Only in this case, the VBEM GMM has to run until convergence in order to estimate the new mean $\boldsymbol{\mu}$ of Gaussian components. A further possible simplification may imply a nonparametric formulation of the VBEM GMM. However, VBEM GMM will be run sporadically in a batch mode and only on the data of the current sequence $\boldsymbol{S}_{h}$. Therefore, this further optimization would not provide any improvement or simplification of the algorithm with respect to the objective of making hardware acceleration feasible and attractive.

$$
\begin{aligned}
p\left(\boldsymbol{S}_{h} \mid \boldsymbol{S}_{1}, \ldots, \boldsymbol{S}_{h-1}\right) & =\int p\left(\boldsymbol{S}_{h} \mid \boldsymbol{\phi}\right) \cdot p\left(\boldsymbol{\phi} \mid \boldsymbol{S}_{1}, \ldots, \boldsymbol{S}_{h-1}\right) d \boldsymbol{\phi} \\
& =\int \sum_{\boldsymbol{Z}, \boldsymbol{L}} p\left(\boldsymbol{Y}_{h} \mid \boldsymbol{\phi}\right) \cdot p\left(\boldsymbol{\phi} \mid \boldsymbol{S}_{1}, \ldots, \boldsymbol{S}_{h-1}\right) d \boldsymbol{\phi}
\end{aligned}
$$

## Equation 3:5 - Predictive probability distribution for the HMM GMM in the on-line formulation.

Finally, our solution in Figure 3:4 results less complex than the one in Figure 3:1 because it strongly benefits of the on-line nonparametric computation: $N$ is incremented progressively from 1; data structures are simplified; VBE HMM, FB and VBM HMM do not need to see the data; VBE HMM GMM, VBE HMM, FB and VBM HMM require one iteration per sequence and the VBEM GMM runs until convergence only when a new HMM state is detected.

### 3.4 Mapping infinite history into finite resources

The on-line formulation discussed above is not yet exhaustive. For each new sequence $S_{h}$, the FB block in Figure 3:4 still performs complete passes on $\boldsymbol{B}^{*}$ for retracing the classification history with an overall time complexity of $O\left(N^{2} H^{2}\right)$. For a number of sequences $H$ and a fully-connected HMM with $N$ states, the memory complexity of both FB and FFBS algorithms grows linearly with $H$ and $N$, $O(N H)$, and their time complexity grows quadratically with $N$ and linearly with $H, O\left(N^{2} H\right)$. Generally, $H \gg N$, so the interest is in eliminating the dependence on $H$. This is particularly true for a continuous stream application, where the stream may be indefinitely long, and $H$ can be assumed to go to infinity [Khreich et al. 2012]. In fact, the bigger the analyzed sequences number $H$, the larger the classification history and the more accurate the learning process. In practice, $H$ has to be limited, otherwise it cannot be feasibly mapped to finite or, even worse, limited resources hardware as in the case of portable and wearable electronics. This is subject of ongoing research. In fact, the checkpoint algorithm [Grice et al. 1997] divides the input sequence into $\sqrt{H}$ sub-sequences rather than storing the whole matrix of filtered state densities. Its implementation reduces the memory complexity to $O(N \sqrt{H})$, yet increases the time complexity to $O\left(N^{2}(2 H-\sqrt{H})\right)$. In [Sivaprakasam and Shanmugan 1995] the backward recursion is avoided for a further reduction in memory complexity to $O\left(N^{2}+N\right)$, while the time complexity augments for the forward pass to $O\left(N^{4} H\right)$.

We definitely eliminate the dependence on $H$ by reformulating the FB block in Figure 3:4 to take advantage of the on-line elaboration. Both FB and FFBS algorithms require a forward pass and then a backward pass on the $\boldsymbol{B}^{*}$ matrix in order to compute the required sufficient statistics in Equation 3:3. The forward pass reduces to the incremental evaluation and update of previous statistics according to new observations, Equation 3:2. Therefore, we can take advantage of the on-line elaboration to simplify the forward pass. Secondly, the backward pass always starts with the quantities resulting from the forward pass that are correctly computed, Figure 3:5. Therefore, the first step of the backward pass is not approximated, but exact. The approximation arises because we do not retrace back the $\boldsymbol{B}^{*}$ matrix but incrementally update the desired backward sufficient statistics in a forward manner as well. This
is the reason we named it the greedy forward pass. Exact sufficient statistics in Equation $3: 3$ can be easily compared with the approximated ones in Equation 3:6 computed during the forward pass, i.e. identified with a $f$ subscript. Thus, the error is analytically evaluated in Equation 3:7.

$$
\begin{aligned}
& \omega_{i}^{h} \cong \gamma_{(h-1 \mid h)_{f}}=\xi_{(h-1 \mid h)_{f}} \mathbf{1}^{\prime} \\
& \omega_{i j}^{h} \cong \xi_{(h-1 \mid h)_{f}}=\left[\gamma_{(h-1 \mid h-1)} \odot \gamma_{(h \mid h)_{f}} \oslash \boldsymbol{A}^{*^{\prime}} \gamma_{(h-1 \mid h-1)}\right] \mathbf{1} \odot \boldsymbol{A}^{*}
\end{aligned}
$$

Equation 3:6 - Approximated sufficient statistics for the greedy forward pass.

$$
\begin{aligned}
& \xi_{(h \mid H)_{b}}=\xi_{(h-1 \mid h)_{f}} \odot\left[\prod_{l=h+2}^{H} \varepsilon_{l}\right] \mathbf{1} \\
& \gamma_{(h \mid H)_{b}}=\gamma_{(h-1 \mid h)_{f}} \odot \prod_{l=h+2}^{H} \varepsilon_{l}
\end{aligned} \quad \text { with } \quad \varepsilon_{l}=\boldsymbol{B}_{l}^{*} \odot \boldsymbol{A}^{*} \mathbf{1}^{\prime} \oslash \mathbf{1}\left[\gamma_{(l \mid l-1)} \odot \boldsymbol{B}_{l}^{*}\right]
$$

Equation 3:7 - Analytic comparison and error estimation of the greedy forward pass.
 $\gamma_{(H-1 \mid H)_{b}}=\gamma_{(H-1 \mid H)_{f}}$. Along the overall forward pass, this implies that $\xi_{(h \mid H)_{b}}=\xi_{(h-1 \mid h)_{f}}$ and $\gamma_{(h \mid H)_{b}}=\gamma_{(h-1 \mid h)_{f}}$, i.e. we are building on a greedy forward pass that for every $h$ is choosing the locally optimal HMM state for the current classification without seeing future classifications.

Following the idea in [Moore and Ford 1998; Digalakis 1999], we reformulate $\xi_{(h \mid H)_{b},} \xi_{(h \mid h+1)_{f},} \gamma_{(h \mid H)_{b}}$ and $\gamma_{(h \mid h+1)_{f}}$ as:

$$
\begin{aligned}
& \left.\xi_{(h \mid H)_{b_{i j}}}=\delta\left(\xi_{(h \mid H)_{b_{i j}}}-\max \left(\xi_{(h \mid H)_{b}}\right)\right) \quad ; \quad \begin{array}{l}
\xi_{(h-1 \mid h)_{f_{i j}}}=\delta\left(\xi_{(h-1 \mid h)_{f_{i j}}}-\max \left(\xi_{(h-1 \mid h)_{f}}\right)\right) \\
\gamma_{(h \mid H)_{b_{i}}}=\delta\left(\gamma_{(h \mid H)_{b_{i}}}-\max \left(\gamma_{(h \mid H)_{b}}\right)\right) \quad \gamma_{(h-1 \mid h)_{f_{i}}}=\delta\left(\gamma_{(h-1 \mid h)_{f_{i}}}-\max \left(\gamma_{(h-1 \mid h)_{f}}\right)\right)
\end{array} . \quad \begin{array}{l}
\end{array}\right)
\end{aligned}
$$

Equation 3:8-Formulation following from [Digalakis 1999].
where $\delta\left((\cdot)_{i j}-\max (\cdot)\right)=1$ iff $(\cdot)_{i j}=\max (\cdot)$, so that our greedy forward pass results with the Most Likely State Sequence (MLSS), which is the output of the Viterbi decoder. In this way, the state transition matrix $\boldsymbol{A}^{*}$ and the emission matrix $\boldsymbol{B}^{*}$ become frequency counters.


Figure 3:5 Forward (FW) and Backward (BW) pass for the batch FFBS.
(Solid arrows indicate conventional computation flow, while dash arrows the greedy forward recursion.)
The on-line formulation for the greedy forward pass easily follows. For each new sequence $S_{h}$, densities $\xi_{(h-1 \mid h)_{f}}$ and $\gamma_{(h-1 \mid h)_{f}}$ are directly derived from $\gamma_{(h-1 \mid h-1)}$ and $\gamma_{(h \mid h)}$ without requiring any passes through the past classification history. This implies a time complexity per analyzed sequence reduced to $O\left(N^{2}\right)$ and a memory complexity of $O\left(N^{2}\right)$ because $\boldsymbol{B}, \omega_{i}^{h}$ and $\omega_{i j}^{h}$ in Equation 3:3 simplify and lose their dependence on $H$. Moreover, HMM parameters are estimated incrementally with $\boldsymbol{A}_{h}=\boldsymbol{A}_{h-1}+$ $\xi_{(h-1 \mid h)_{f}}$ and $\boldsymbol{B}=\gamma_{(h-1 \mid h)_{f}}$. The parameter $\boldsymbol{\pi}=\gamma_{(1 \mid 2)_{f}}$ is assumed not to change over $h$.

The same complexity reduction was obtained for the FB in [Stenger et al. 2001; Florez-larrahondo et al. 2001] by approximating the backward pass quantities $\beta_{h}$ respectively to 1 and to $A_{h} B_{h+1}$. Besides, the advantages FFBS presents over FB for its intrinsic stability and its slightly smaller complexity [Khreich et al. 2010], our approach results to be more suitable for a hardware implementation because of the formulation in Equation 3:8 and so treating HMM parameters as frequency counters, allows for further simplifications. For instance, Equation 3:2 reduces to Equation 3:9 where neither multiplications nor divisions are required. In fact, the element-wise product becomes an identity and the matrix multiplication translates in the selection of the row for which $\boldsymbol{B}$ is unitary, i.e. $\forall i \in$ $N^{+} \mid B_{h-1}(i)==1$.

$$
\begin{aligned}
& \gamma_{(h \mid h-1)}=\boldsymbol{A}^{\prime} \boldsymbol{B}_{h-1}=\boldsymbol{A}_{i, 1: N}^{\prime} \\
& \gamma_{(h \mid h)}=\boldsymbol{B}_{h}
\end{aligned}
$$

Equation 3:9 - Predictive and Filtered densities for the greedy forward pass.

### 3.5 Overall on-line Algorithm

The pseudo-code of the overall algorithm for the simplified on-line VBEM HMM GMM is reported below. It is performing data-driven elaboration because triggered on new data arrival and data-centric elaboration because able to adapt the model structure and parameters to data. The algorithm starts unaware of its objective, but it is provided with the model parameters prior as required in the Bayesian framework. It learns in an unsupervised way what to do with input data and how to treat them. It gets an idea of what the underling probabilistic model looks like, and exploits it for prediction and future classifications. In particular, as depicted in Figure $3: 4$, the VBE HMM GMM computes the expectations that already learnt models generated the input sequence $\boldsymbol{S}_{h}$. The algorithm then exploits them to evaluate the predictive probability distribution in Equation 3:5, and if the threshold chosen according to [Dixit et al. 2011] is not overcome, a new GMM model $\boldsymbol{\theta}_{Z_{h, N+1}}$ has to be learnt through VBEM GMM to actually explain input data. The algorithm automatically decides at which sequence $S_{h}$ to stop the learning with the same stop-learning criteria commonly exploited for the batch VBEM HMM GMM, i.e. stop iterating when the log-likelihood or the parameters estimation does not improve anymore beyond an acceptable tolerance. In our approach, however, the learning can be restarted considering the dynamic evolution of the system. In particular, when a new HMM state is detected by a small prediction probability, parameters are incrementally estimated until criteria for stopping learning are met again. Finally, VBE HMM GMM computes the expectations that already learnt HMM models would have resulted in $\boldsymbol{Z}$. The greedy forward pass results with the sufficient statistics the VBM HMM exploits to improve the HMM parameters estimation.

```
ALGORITHM 2. proposed on-line VBEM HMM GMM
Input: Sequence \(\boldsymbol{S}_{h}=\left\{\boldsymbol{X}_{1: T, h}\right\}\) of input data.
Output: Classification result \(\omega_{i}^{h}\) and HMM transition matrix \(\boldsymbol{A}^{*}\).
Priors: \(\alpha_{0} ; \beta_{0} ; \boldsymbol{m}_{0} ; \boldsymbol{R}_{0} ; u_{i j}^{A} ; u_{i}^{B}\)
// VBE HMM GMM : [Bishop 2006 Eqs. 10.46-47; Ji et al. 2006 Eq. 44]
\(\ln \left[\rho\left(\boldsymbol{X}_{t, h} \mid \boldsymbol{\theta}_{h, Z_{h}, L_{t}}\right)\right]=\mathbb{E}\left[\ln \left(\boldsymbol{\alpha}_{h, Z_{h}, L_{t}}\right)\right]-\frac{D}{2} \ln (2 \pi)+\mathbb{E}\left[\ln \left|\boldsymbol{R}_{h, Z_{h}, L_{t}}\right|\right]-\frac{1}{2}\left[\left(\mathrm{X}_{\mathrm{t}, \mathrm{h}}-\mu_{h, Z_{h}, L_{t}}\right)^{\prime} \boldsymbol{R}_{h, Z_{h}, L_{t}}\left(\mathrm{X}_{\mathrm{t}, \mathrm{h}}-\mu_{h, Z_{h}, L_{t}}\right)\right]\)
\(q^{*}(\boldsymbol{Z}, \boldsymbol{L}) \propto \prod_{t=1}^{T} \prod_{n}^{N} \prod_{k}^{K}\left[\boldsymbol{A}^{*} \rho\left(\boldsymbol{X}_{t, h} \mid \boldsymbol{\theta}_{h, Z_{h n}, L_{t k}}\right)^{L_{t k}}\right]^{Z_{h n}}\)
if \(p\left(\boldsymbol{S}_{h} \mid \boldsymbol{S}_{\mathbf{1}: \boldsymbol{h}-\mathbf{1}}\right)>0.6 \quad\) [Dixit et al. 2011]
    \(Z_{i}=\delta\left(\sum_{L} q_{i}^{*}(\boldsymbol{Z}, \boldsymbol{L})-\max \left(\sum_{L} q^{*}(\boldsymbol{Z}, \boldsymbol{L})\right)\right)\)
else // new HMM state: VBEM GMM
    while GMM parameters change do
        \(r_{t k}=\frac{\rho\left(\boldsymbol{X}_{t, h} \mid \boldsymbol{\theta}_{h, Z_{h}, L_{t}}\right)}{\sum_{L_{t}} \rho\left(\boldsymbol{X}_{t, h} \mid \boldsymbol{\theta}_{h, Z_{h}, L_{t}}\right)} ; \quad n_{k}=\sum_{t}^{T} r_{t k} ; \quad \overline{\boldsymbol{x}}_{k}=\frac{1}{n_{k}} \sum_{t}^{T} r_{t k} \boldsymbol{X}_{t, h}\)
        \(\boldsymbol{S}_{k}=\frac{1}{n_{k}} \sum_{t}^{T} r_{t k}\left(\boldsymbol{X}_{t, h}-\overline{\boldsymbol{x}}_{k}\right)\left(\boldsymbol{X}_{t, h}-\overline{\boldsymbol{x}}_{k}\right)^{\prime} \quad / /\) [Bishop 2006 Eqs. 10.49,10.51-53]
        \(\boldsymbol{\mu}_{k}=\frac{\beta_{0} m_{0}+m_{k} \bar{x}_{k}}{\beta_{0}+n_{k}} ; \quad \alpha_{k}=e^{\psi\left(\alpha_{0}+n_{k}\right)-\psi\left(\sum_{k} \alpha_{0}+n_{k}\right)} \quad / /[\) [Bishop 2006 Eqs. 10.60-62]
        \(\boldsymbol{R}_{k}=\boldsymbol{R}_{0}+n_{k} \boldsymbol{S}_{k}+\frac{\beta_{0} n_{k}}{\beta_{0}+n_{k}}\left(\overline{\boldsymbol{x}}_{k}-\boldsymbol{m}_{0}\right)\left(\overline{\boldsymbol{x}}_{k}-\boldsymbol{m}_{0}\right)^{\prime}\)
            \(\ln \left[\rho\left(\boldsymbol{X}_{t, h} \mid \boldsymbol{\theta}_{h, Z_{h}, L_{t}}\right)\right]=\ldots\)
        // [Bishop 2006 Eq. 10.46]
        end
    \(N=N+1 ; \quad Z_{i \neq N}=0 ; \quad Z_{N}=1\)
    \(\boldsymbol{\theta}_{Z_{h, n}}=\{\boldsymbol{\alpha}, \boldsymbol{\mu}, \boldsymbol{R}\}\)
    StopLearning \(=\) FALSE
end
```

// VBEM HMM : [Ji et al. 2006 Eqs. 21, 42, 26, 43]
$W_{i j}^{A}=\omega_{i j}^{h-1}+u_{i j}^{A} ; \quad A_{i j}^{*}=e^{\psi\left(w_{i j}^{A}\right)-\psi\left(\Sigma_{j} w_{i j}^{A}\right)} ; \quad W_{i}^{B}=Z_{i}+u_{i}^{B} ; \quad B_{i}^{*}=e^{\psi\left(w_{i}^{B}\right)-\psi\left(\Sigma_{i} w_{i}^{B}\right)}$
// Greedy forward pass

```
\(\gamma_{(h \mid h-1)}=\boldsymbol{A}^{*} \gamma_{(h-1 \mid h-1)} ; \quad \gamma_{(h \mid h)}=\gamma_{(h \mid h-1)} \odot \boldsymbol{B}^{*} \oslash \mathbf{1}_{(h \mid h)}\)
\(\xi_{(h-1 \mid h)_{f}}=\left[\gamma_{(h-1 \mid h-1)} \odot \gamma_{(h \mid h)_{f}} \oslash \boldsymbol{A}^{*^{\prime}} \gamma_{(h-1 \mid h-1)}\right] \mathbf{1} \odot \boldsymbol{A}^{*} ; \quad \gamma_{(h-1 \mid h)_{f}}=\xi_{(h-1 \mid h)_{f}} \mathbf{1}^{\prime}\)
\(\xi_{(h-1 \mid h)_{f_{i j}}}=\delta\left(\xi_{(h-1 \mid h)_{f_{i j}}}-\max \left(\xi_{(h-1 \mid h)_{f}}\right)\right)\)
\(\omega_{i}^{h}=\gamma_{(h-1 \mid h)_{f_{i}}}=\delta\left(\gamma_{(h-1 \mid h)_{f_{i}}}-\max \left(\gamma_{(h-1 \mid h)_{f}}\right)\right)\) // Classification result
if StopLearning \(==\) FALSE
    \(\omega_{i j}^{h}=\omega_{i j}^{h-1}+\xi_{(h-1 \mid h)_{f}} \quad / /\) VBM HMM
    StopLearning \(=(\) criteriaStopLearning \(==\) TRUE \()\)
end
```

The VBEM employs the Dirichlet distribution as conjugate prior for the multinomial distribution as described in Equation 2:12. To compute the expectations during the VBE step, the digamma $\psi(\cdot)$ function [Abramowitz et al. 1965] is exploited. It is defined as the derivative of the log-Gamma function and is hard to compute analytically. Therefore, it is generally approximated even in softwarebased implementations. Another contribution of the present PhD thesis work is the optimization of the digamma function computation in order to simplify its HW implementation. Indeed, the next Chapter is devoted at demonstrating by means of a proof-of-concept HW implementation that the proposed on-line VBEM HMM GMM meets the specifications for tackling Big Data elaboration with an Ultra-Low-Power prospective. In this way, intelligence moves close to data sources and we can target portable, wearable and implantable electronics applications.

### 3.6 Distribution and local elaboration

Another key feature of the proposed solution is its spatial distribution. Several application scenarios for portable, wearable and implantable electronics require intelligence to be as close as possible to data sources. Intuitively, local elaboration of small amounts of data, further simplifies data structures and local computation at the expense of an increased communication overhead [Attiya and Welch 2004].

Our objective is to define a distributed formulation for Algorithm 2 regardless of the network topology. We only assume that there is no centralized arbitration and that each node has a complete view of the system. In fact, thanks to the simplifications discussed above and in particular to the separation between GMM and HMM, the algorithm may be distributed in a flexible manner. Possible scenarios are: (i) several GMM nodes connected to a single HMM node; (ii) several GMM nodes connected to a restricted circle of HMM nodes and (iii) each node performing the whole HMM GMM.

### 3.6.1 Distribution for the GMM

The GMM distribution follows from the spatial pyramid extension for generative models proposed in [Dixit et al. 2011]. Generally, the spatial pyramid matching is employed in image classification. In particular, an image is repeatedly subdivided in smaller regions for which local features are extracted at increasingly fine resolution and are merged at high level. In our case, each input sequence $\boldsymbol{S}_{h}^{D x T}$ is divided into $M$ subsequences $\boldsymbol{S}_{h, m}^{D / M x T}$ each of which is assigned to one GMM node. Therefore a collection of $M$ models $p\left(\boldsymbol{S}_{h, m} \mid \boldsymbol{\theta}_{h}\right)$ is produced and the overall model log-likelihood is computed by averaging as in Equation 3:10.

$$
\log p\left(\boldsymbol{S}_{h} \mid \boldsymbol{\theta}_{h}\right)=\frac{\mathbf{1}}{\boldsymbol{M}} \sum_{\boldsymbol{m}=\mathbf{1}}^{M} \log p\left(\boldsymbol{S}_{h, m} \mid \boldsymbol{\theta}_{h}\right)
$$

Equation 3:10-Log-likelihood for the spatial pyramid.
In [Hua and Li 2016] this is generalized for the distributed variational framework if a centralized fusion center is identified. In our case, each GMM node contribution is merged with the others at the HMM node. This is still a centralized solution that is advantageous, however, if data sources are spatially far apart and, instead of raw data, only the underling GMM parameters are transmitted.

### 3.6.2 Distribution for the HMM

As for the GMM distribution, the HMM global parameters estimation can be obtained by averaging all local optima calculated at each HMM node. In [Hua and Li 2016], two fully distributed Variational Bayesian algorithms have recently been proposed for decentralized information processing and inference tasks over arbitrary Wireless Sensor Networks (WSNs) having limited communication capabilities. Their objective is to perform almost as well as the centralized solution without relying on a prior knowledge of the network topology, but only on local data and on information obtained form one-hop neighbors. Although this is the ultimate goal for every distributed system and those in [Hua and Li 2016] are extremely interesting solutions, we have relaxed their constraints by means of the above-mentioned assumptions. In fact, our objective is to perform at least as well as the centralized solution because we expect to increase error resilience and to speed up convergence by exploiting redundant connections. Therefore, we envisage a network as in the second scenario, where several GMM nodes are connected to few chosen HMM nodes for which the diffusionbased approach for distributed estimation with unreliable data proposed in [Pereira et al. 2013] and generalized for the Variational framework can be exploited. In particular, for each sequence $S_{h}$, the greedy forward pass locally computes the sufficient statistics and diffuses them over closer neighbors, which merge them by averaging, apply Equation 3:8 and update their local estimates. The more connected the network, the larger the number of closer neighbors, the wider the system vision and the faster the convergence rate.

### 3.7 Test and validation

Each simplification of the VBEM HMM GMM proposed in this work has been validated by means of software-based tests aimed at evaluating its performance improvement with fixed final classification accuracy. Below we report three particularly meaningful results we obtained with both synthetic data and real-world applications.

### 3.7.1 Benchmarking against the state-of-the-art in recovering the hidden model

In this test we compare the execution time required by the proposed approach with respect to the state-of-the-art batch and on-line VBEM HMM GMM in a MATLAB simulation. In particular, the batch algorithm is derived from [Ji et al. 2006] and the on-line one follows from Equation 2:13 according to [Broderick et al. 2013].

| \# HMM States | $N=3$ |
| :---: | :---: |
| Initial state prob. | $\boldsymbol{\pi}=$ [.3, $.45, .25]$ |
| State transition prob. | $\boldsymbol{A}=\left[\begin{array}{lll}.59 & .17 & .24 \\ .15 & .83 & .02 \\ .25 & .18 & .57\end{array}\right]$ |
| \# Gaussian components | $\boldsymbol{K}=[2,1,2]$ |
| Data dimensionality | D $=3$ |
| Mixing coefficients | $\boldsymbol{\alpha}_{1}=[.04, .96] ; \boldsymbol{\alpha}_{2}=[1] ; \boldsymbol{\alpha}_{3}=[.53, .47]$ |
| Gaussian means | $\boldsymbol{\mu}_{11}=\left[\begin{array}{c}-2 \\ -10 \\ -7\end{array}\right] ; \boldsymbol{\mu}_{12}=\left[\begin{array}{c}-5 \\ -4 \\ -9\end{array}\right] ; \boldsymbol{\mu}_{21}=\left[\begin{array}{c}-1 \\ -10 \\ -1\end{array}\right] ; \boldsymbol{\mu}_{31}=\left[\begin{array}{c}1 \\ -4 \\ 8\end{array}\right] ; \boldsymbol{\mu}_{32}=\left[\begin{array}{l}4 \\ 0 \\ 8\end{array}\right]$ |

A big amount, 4 M , of synthetic data arranged into 16 k sequences of 256 data each, is generated by the toy HMM GMM in Table $3: 1$ and it is presented to the three approaches. They have no clue about the underlined model and their objective is to infer it without any supervision but some reasonable initial priors. The final classification accuracy for each approach is evaluated by comparisons with the toy model. In particular, we do not only require that similar data are classified in the same way, but the number of recognized HMM states and Gaussian components per state has to be the same as for the toy model. The overall test is run on an 8 cores Intel Xeon CPU E5-2643 @ 3.30 GHz with 192GB of RAM and the execution time per approach is automatically computed. Results are conveniently summarized in Figure 3:6.

The batch approach elaborates the whole amount of data at once. It converges after 25 iterations, i.e. it is relatively fast because of the ideality of the toy model. In fact, the execution time for the overall variational computations concerns just $1.68 \%$ of the total. The rest is spent for passing through the data by means of the FB.

The on-line approach divides input data into sequences and elaborates them as mini-batches. This involves a computational overhead and implies an increase in the execution time for the overall variational computation at $8.10 \%$ of the total, as for each sequence the VBEM HMM GMM run until convergence. This could be reduced by employing the on-line approach in [Sato 2001], but also in this case the FB will result critical as it takes most of the execution time. For what concerns the classification accuracy, the on-line
approach achieves $97.21 \%$ that is slightly less than the $100 \%$ obtained by the two other approaches. This could be explained by the fact that on-line algorithms converge generally faster than batch ones but, for fixed sequences size $T$, their convergence tends to oscillate around their limiting values with variances proportional to $T$ [Khreich et al. 2012].


Figure 3:6 Comparisons of results for the synthetic application.
After having applied the aforementioned simplifications, our approach performs learning and classification on the HMM GMM parameters and the VBEM HMM does not see directly the data. Therefore its convergence results incrementally improved, i.e. independent on $T$ as in [Sato 2001]. Finally, the massive simplifications adopted for the FB effectively reduce the overall execution time of two orders of magnitude only with algorithm level considerations and manipulations.

### 3.7.2 Distribution and Noisy images classification

In this test we compare several distribution configurations of our approach in order to study how distribution improves noise resilience in a real-world application like the noisy images classification. Our approach starts without any knowledge about its task and the data it is going to receive, but some initial priors. Neither the model structure is known a priori, as it is learned in a datadriven and unsupervised manner. For these reasons, we are not aiming to a semantic digit classification for competing with other powerful supervised approaches. Instead we arbitrarily select a subset of instances of just two digits from the MNIST handwritten digit database, Figure 3:7a; randomly arrange them to form a sequence of 100 elements; summarize in Table 3:4 and depict in Figure 3:7c the classification results of our approach arranged according to Table 3:3.

| Metrics | Description | Formula |
| :--- | :--- | :--- |
| False Positive (FP) | Mistakenly Selected |  |
| True Negative (TN) | Correctly Rejected |  |
| False Negative (FN) | Mistakenly Rejected |  |
| True Positive (TP) | Correctly Selected |  |
| Sensitivity | Correctly Selected / (Correctly Selected + Mistakenly Rejected) | TP / (TP + FN) |
| Specificity | Correctly Rejected / (Correctly Rejected + Mistakenly Selected) | TN / (TN + FP) |
| Accuracy | (Correctly Selected + Correctly Rejected) / Total | (TP + TN) / (TP + FP + TN + FN) |

Table 3:2 Statistical metrics for evaluating a test.
For evaluation purposes, we adopted conventional metrics based on sensitivity, specificity and accuracy, which are statistical measures of the test performance [Zhu et al. 2010]. For instance, in a binary classification there are two possible classes, i.e. categories of data that share common properties. If we refer to the coin-tossing example in Section 2.1.2, the classifier identifies the coin the current set of tosses belongs to according to the hidden property that is the coin biases. Therefore, there are two classes, A and $B$ and the statistical metrics for the evaluation are described in Table 3:2. If a set of tosses is classified in the class $A$ but it actually belongs to the class $B$, it results to be mistakenly selected from class $A$ and mistakenly rejected from class $B$. Conversely, it results
correctly selected from the class A while correctly rejected from class B, if it actually belongs to the class A. In particular, sensitivity for the class A indicates how well the test predicts the class A; specificity for the class A measures how well the test predicts the other category, i.e. the class B and accuracy measures how well the test predicts both categories. Hence, a good classification test always results with high values for all the three metrics. For the class $A$, if sensitivity is high and specificity is low then, class $B$ must be reexamined to eliminate false positives. Conversely, if sensitivity is low and specificity is high then, class A must be reexamined to eliminate false negatives.

Configurations $B, D$ and $E$ require the input digits to be injected with random noise by inversing $1 \%$ of the digit's pixels, Figure $3: 7 \mathrm{~b}$. In particular for configuration E, nodes are assigned with the same digit but different random noise to test their cleaning up ability [Barber 2011].

| A | Centralized | Single HMM node and single GMM node |
| :--- | :--- | :--- |
| B | Centralized $w /$ noisy input |  |
| C | GMM distributed | Single HMM node with two GMM nodes |
| D | GMM distributed $w /$ noisy input |  |
| E | Fully distributed $w /$ noisy input | Two HMM nodes with two GMM nodes each |

Table 3:3 Distribution configurations.

| Config. | Sensitivity | Specificity | Accuracy |
| :--- | :--- | :--- | :--- |
| A | 1.00 | 1.00 | 1.00 |
| B | 0.96 | 1.00 | 0.98 |
| C | 1.00 | 1.00 | 1.00 |
| D | 0.86 | 0.98 | 0.88 |
| E | 1.00 | 1.00 | 1.00 |

Table 3:4 Tests on Distribution and Noisy images.

In configuration A the single node is able to correctly classify the input images by recognizing the right number of HMM states, i.e. one state per digit. However, when presented with noisy images like in configuration $B$, it still classifies digits correctly because its accuracy is $98 \%$, while its sensitivity results of $96 \%$. In fact, the digit 1 is spread on several HMM states according to their instances dissimilarity amplified by the noise. Two distinct states are improperly reserved for the digit 1, thus causing False Negatives. Therefore, the learned model structure is wrong, but accuracy stays high as digits are consistently classified.


Figure 3:7 Tests on Distribution and Noisy images.
(Set of digits chosen from MNIST handwritten digit database (a). Noisy digit obtained by injection of $1 \%$ random noise (b). Comparison of results for the real-world application (c). Letters from A to E correspond to various configurations used to test our approach. In particular, it learns the model structure (HMM states and Gaussian components) and classifies input data accordingly. Classification results are expressed in frequency counts and final accuracy with respect to the true digits classification.)

Similarly, in configuration C our approach performs correctly but in D, the same problem occurs, leading to both a wrong model structure and a poorer accuracy of $88 \%$. Some digits are misclassified and specificity results of $98 \%$. In fact, GMM nodes are responsible for two distinct parts of the same image and if their classification is locally affected by random noise, merging their contributions at the HMM node leads to misclassifications. Instead, configuration E is more robust against noise because HMM nodes
are provided with the same underlined knowledge, i.e. the digit, even if affected by different random noise. Therefore, merging by averaging at the HMM node is cleaning up the input noise and allows for exact classifications.

Distributed systems perform better as the HMM nodes work independently on the same model learnt from local data. This sounds surprising, but intuitively only the true model is able to satisfactorily explain the data it generates. Therefore, even a small amount of data brings with it the information about the hidden model. Certainly, the probability of under-fitting decreases while the number of data increases. Nevertheless, the Bayesian framework allows information to merge by averaging and to converge to the true solution that maximizes the system welfare.

As preliminary result to be further investigated and generalized, distribution allows for local simple computations but a distribution to all costs and drastically widespread results to be weak against noise. Conversely, an upright redundancy makes a distributed configuration more immune and robust against noise than a centralized one.

### 3.7.3 EMG-based gesture recognition

In this test we compare our approach with the state-of-the-art in [Benatti et al. 2015] on a real-world application, i.e. the HumanMachine Interface for gesture recognition through Electromyography (EMG) for wearable and portable electronics.

EMG signals are the superposition of the action potentials of the muscle tissue cells occurring during a voluntary contraction. Therefore, EMG is widely employed in gesture-based upper-limb prosthetics control. Recently it is gaining interest in the consumer market for gesture recognition and natural interface applications where surface contact electrodes and appropriate conditioning circuitry can acquire the resulting electrical activity and perform real-time processing. Unfortunately, surface EMG signals are affected by several sources of interference and electrodes positioning compromises EMG repeatability. Therefore, Machine Learning algorithms have been employed in this highly variable scenario. Generally, active sensors and bench-top acquisition systems are used for signal acquisition and the data processing is performed off-line on a PC with classification accuracy over $90 \%$.

In [Benatti et al. 2015] a highly-configurable and scalable system with an on-board real-time signal processing for pattern recognition is provided. The EMG gesture dataset is acquired from four healthy subjects by placing the EMG electrodes on their forearm. During the acquisition sessions, subjects repeated each possible gesture four times; maintained the gesture contractions for 3 seconds and separated each gesture with 3 seconds of hand relaxation, i.e. the rest position. The set of possible gestures consists of power grip; precision grasp; open hand; pointed index and flexion/extension of the wrist. Authors segmented and labeled the EMG collected data by applying a threshold to detect when the gesture starts. They trained a Support Vector Machine (SVM) offline on MATLAB by using $10 \%$ of the dataset. The resulting support vectors (SVs) used to discriminate the gestures to be recognized, were stored in the FLASH memory of the MCU and used for real-time classification. The recognition accuracy was computed by applying the resulting SVMs to the continuous stream of acquired gestures opportunely labeled. The average accuracy in the recognition of the seven gestures was $89.2 \%$ with a maximum of $92 \%$.

We tested our approach on the same EMG dataset as in [Benatti et al. 2015]. Our approach however performs unsupervised and online learning. Indeed, the proposed Algorithm 2 starts processing the EMG data in sequences. It is unaware of its task or the data is going to receive, but it classifies them and learns the underlined model of the reality on-the-fly. In [Benatti et al. 2015], the EMG dataset is split into training and testing parts. Conversely, we provide our classifier with the whole dataset and arrange the learning to stop at the end of the training part, so that testing is fair for the two approaches. We employed the centralized solution in configuration $A$ in Table 3:3 because we are not evaluating the distribution properties of our system.

Results are summarized in Table 3:5 and in particular our approach has a higher classification accuracy than the SVM employed in [Benatti et al. 2015]. Our approach classifies correctly all the possible gestures because it results with a very high value of specificity. Nevertheless, it creates more HMM states than needed to represent the gestures according to the sensitivity metric. A semisupervision of the model structure will improve both the sensitivity value and overall classification accuracy of our approach.

|  | [Benatti et al. 2015] | Our approach |
| :---: | :---: | :---: |
| Application | Gesture recognition from EMG 4ch |  |
| Type | MATLAB / Embedded System | MATLAB |
| Focus | Real-time Human Machine Interface | Distributed Online General-Purpose Learning-on-a-Chip |
| Features | - | - |
| Learning algorithm | Linear SVM | VBEM GMM HMM |
| Learning / Testing | Supervised Offline \& Ex-situ / Online \& In-situ | Un/Semi-supervised Online \& In-situ / Online \& In-situ |


| Accuracy (\%) | $92(\max )$ | 98 |
| :--- | :--- | :--- |
| Sensitivity (\%) | - | 88 |
| Specificity (\%) | - | 99 |

Table 3:5 Test on EMG gesture recognition.

### 3.7.4 Algorithm complexity versus model complexity

In this test we aim to study the impact of complex models on the accuracy and the complexity in terms of execution time of our approach. Therefore, we tested the ability of a single node, configuration $A$, to correctly classify ten different digits chosen from the MNIST handwritten digits database and randomly arranged into a sequence of 100 elements. Classification results are summarized in Table 3:6. The single node is performing generally well with an accuracy of $98 \%$, but it misclassifies some digits, i.e. specificity at $97 \%$. In a distributed arrangement like configuration C, our approach successfully performs learning and classification as already remarked in the previous application. Intuitively, the complexity of our approach is somehow related to both the model complexity in terms of the number of HMM states $N$ and the system complexity in terms of the number of nodes $M$. Generally, the higher is the model complexity, the poorer is the accuracy. Conversely, an optimal distribution scheme increases the collaboration between nodes so that not only the complexity of the system increases, but also its accuracy.

| Config. | Sensitivity | Specificity | Accuracy |
| :--- | :--- | :--- | :--- |
| A | 1.00 | 0.97 | 0.98 |
| C | 1.00 | 1.00 | 1.00 |

Table 3:6 Test on 10 MNIST handwritten digits ( 0 to 9 ).
To quantify this finding we compared the complexity of our approach in terms of execution time for the applications in the present Section, namely the synthetic application in Section 3.7.1; the Noisy Images in Section 3.7.2; the EMG-based gesture recognition in Section 3.7.3 and the ten MNIST handwritten digits. We studied the relation between the execution time required for classifying 16 k images and the number of HMM states $N$ or the number of nodes $M$.

$$
c=23 \cdot M+2^{N}
$$

Equation 3:11 - Resulting formula for the complexity estimation according to $N$ and $M$.


| Model | ExpM2 (User) |  |  |
| :---: | :---: | :---: | :---: |
| Equation | y_0 0 b ${ }^{\text {x }}$ | $a^{*} M+b^{\wedge} x$ |  |
| Reduced Chi-S <br> qr | 20.03285 |  |  |
| Adj. R-Square | 0.95771 |  |  |
|  |  | Value | Standard Error |
| Execution Time | y_0 | 22.9192 | 3.28438 |
| Execution Time | b | 1.70012 | 0.0331 |
| Execution Time | M | 1 | 0 |
| Execution Time | a | 22.9192 | 3.28438 |


| Model | ExpM2 (User) |  |  |
| :---: | :---: | :---: | :---: |
| Equation | y_0 + $\mathrm{b}^{\text {x }}$ ( | $a^{*} M+b^{\wedge} x$ |  |
| Reduced Chi-S qr | 93.48008 |  |  |
| Adj. R-Square | 0.99969 |  |  |
|  |  | Value | Standard Error |
| Execution Time | y_0 | 46.61443 | 6.84772 |
| Execution Time | b | 1.9864 | 0.00241 |
| Execution Time | M | 2 | 0 |
| Execution Time | a | 23.30722 | 3.42386 |


| Model | ExpM2 (User) |  |  |
| :---: | :---: | :---: | :---: |
| Equation | y_0 0 b'x | $a^{*} M+b^{\wedge} x$ |  |
| Reduced Chi-S ar | 309.17669 |  |  |
| Adj. R-Square | 0.99906 |  |  |
|  |  | Value | Standard Error |
| Execution Time | y_0 | 94.11879 | 12.45285 |
| Execution Time | b | 1.99483 | 0.00422 |
| Execution Time | M | 4 | 0 |
| Execution Time | a | 23.5297 | 3.11321 |

Figure 3:8 Algorithm complexity evaluations.

[^7]By fitting the curves in Figure 3:8, we derived the interesting relation in Equation 3:11 where c is the complexity calculated in terms of execution time in seconds, which is linearly dependent on $M$ and exponentially on $N$. Therefore, optimizations should envisage distributed solutions for locally computing small amounts of data and for resulting with a reduced model complexity, i.e. $N$ has to be upperly bounded.

### 3.8 Conclusions

The state-of-the-art VBEM HMM GMM has two principal problems. Firstly, data structures encode redundant information that implies a complexity overhead. Secondly, some parameters depend linearly on the number of sequences $H$. In a streaming application, $H$ goes to infinity and makes unfeasible to map its architecture into a finite physical device.

We proposed a less complex solution as it strongly benefits from the on-line non-parametric computation: $N$ is incremented progressively from 1; data structures are simplified; VBE HMM, FB and VBM HMM do not need to see the data; VBE HMM GMM, VBE HMM, FB and VBM HMM require one iteration per sequence and the VBEM GMM runs until convergence only when a new HMM state is detected. Furthermore, we improved the FB block by definitely eliminating its inherent dependence on $H$ and by introducing the greedy forward pass that takes advantage of the on-line elaboration. In this way, we meet this PhD thesis objective of simplifying and enhancing the on-line VBEM HMM GMM. In fact, we gain two orders of magnitude in complexity reduction with only algorithm level optimizations, as shown in Figure 3:6.

Finally we defined and studied the spatial distribution for the proposed on-line VBEM HMM GMM and we drew important considerations on its noise cleaning up properties. We derived the paramount relation in Equation 3:11 to trade-off distribution and complexity by achieving a valid final classification accuracy.

We have tested the proposed Algorithm 2 with both synthetic and real-world applications, such as the MNIST handwritten digits recognition and EMG-based gesture recognition. We generally showed better results with respect to the state-of-the-art solutions.

In the next Chapter, we demonstrate that the proposed algorithm can finally benefit of a further order of magnitude in complexity reduction through traditional HW optimization techniques. Indeed, we made its HW implementation both feasible and attractive and therefore suitable for wearable, portable and implantable electronics. In particular, we propose a proof-of-concept on a FPGA platform and implement the on-line VBEM HMM GMM by means of conventional digital CMOS technology.
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## Chapter 4

## HW implementation and FPGA demos


#### Abstract

Two orders of magnitude in complexity reduction have been obtained in the previous Chapter through algorithm leve considerations and manipulations. In this Chapter, we study the state-of-the-art of Neuro-Inspired HW solutions and propose a proof-of-concept HW implementation for the proposed on-line VBEM HMM GMM. We show a further order in complexity reduction by traditional optimization techniques and innovative contributions. Moreover, we demonstrate the Bayesian Machine Learning is a convenient framework for Ultra-Low-Power (ULP) Neuro-Inspired computing platforms.


### 4.1 State-of-the-art HW implementation

The objective of the present PhD thesis work is to approach Neuro-Inspired filed with an Ultra-Low-Power (ULP) prospective in order to provide strictly constrained electronics with learning capabilities. This falls under Learning-on-a-Chip solutions that envisage intelligence all-over the processing even close to data sources. Nevertheless, traditional Machine Learning (ML) relies on state-of-the-art software-based CPUs/GPUs implementations. Therefore an acceleration factor of $10^{2}-10^{4}$ is critically needed to achieve orders of magnitude improvement in performance, energy efficiency and compactness [HALO 2015]. Two are the mainstream trends: (i) technology optimizations and (ii) algorithms replacement with next-generation ML.
(i) Technology optimizations assume the neuromorphic engineering approach to be well suited for post-Moore technologies. On-chip memory integration solves the off-chip memory wall through in-memory computing, i.e. interleaving logic and emerging memory nanodevices together like in the human brain's synapses. However, these promising solutions are matter of ongoing research and are not yet mature for mass production because of the heterogeneous processes.
(ii) Many efforts have focused on easier-scalable and less-demanding ML algorithms that can be mapped in conventional CMOS technology. Therefore, they have a smaller time to market (TTM) than exotic solutions that would require a radical revolution of the semiconductor industry.

In the present PhD thesis work, we have deliberately chosen the second option by supporting and adopting the Bayesian ML (BML). In fact, thanks to its probabilistic nature, BML deals with uncertainty by performing learning during inference [Barber 2011]. This represents a huge advantage in facing nanometer processes variation, noise, soft errors, and other non-idealities that are nullifying the intrinsic benefits of massive scaling [Shanbhag et al. 2008]. In this Chapter, we aim at demonstrating, BML results less challenging to accelerate through standard acceleration techniques than Deep Neural Networks (DNNs) because it does not require dense interconnections and opens to other learning schemes than supervised learning. In fact, naïvely mapping traditional ML algorithms to physical hardware fails due to the communications bottleneck: parameters require massive off-chip memories and dedicated hardware solutions become unfeasible or no more advantageous due to the complexity of the training.

We have already demonstrated two orders of magnitude in complexity reduction with only algorithm level optimizations on the state-of-the-art VBEM HMM GMM. We target a further order of magnitude in complexity reduction by traditional optimization techniques. Therefore, we define a proof-of-concept implementation on a FPGA platform in order to result with a practical demo for real-word streaming analytics.

State-of-the-art Learning-on-a-Chip solutions are summarized and compared in Table 4:1. Comparison is however unfair because every approach targets a different application, a different implementation and even a different system architecture with respect to the others. In fact, Learning-on-a-Chip is a recent field and aspires to a consistent HW and algorithm co-optimization to speed up performance or reduce power consumption. If no ML algorithm is a dominant design yet and each ML algorithm is better suited for a specific application, then it results hard to define a baseline for fair comparison of HW implementations. Anyway, our approach is generally valid so that we can target generic streaming analytics applications. In this way, we are able to compare our classification results and our HW implementation performance with every other approach in the state-of-the-art and highlight the strengths of our proposed solution.

Solutions in Table 4:1 can be grouped in accord with their common characteristics. For example, most implementations are on FPGA platform, while only two solutions propose SoC on dedicated ASICs with however different technologies. [Benatti et al. 2015] proposes a real-time Human-Machine Interface (HMI) for Gesture recognition on Electromyography (EMG) recordings, we used for comparison to our algorithm in Section 3.7.3. Although it is an interesting solution, it remains supervised and learning is performed off-line on a PC and only the testing is in real-time. This is common to [Park et al. 2015] and [Zhang and Parhi 2016]. On the contrary, [Biradar et al. 2015] proposes on-line learning and the others unsupervised on-line learning, very similar to our solution. Regarding the evaluation of the classification performance, the accuracy is the most widely used metric. For area or power consumption, some work provides measured or estimated consumption, while others only the FPGA synthesis reports.

|  |  | [Park et al. 2016] | $\begin{gathered} \hline \text { [Benatti et al. } \\ \text { 2015] } \\ \hline \end{gathered}$ | [Zhang and <br> Parhi 2016] | [Biradar et al. 2015] | $\begin{gathered} \text { [Zyarah and } \\ \text { Kudithipudi 2016] } \end{gathered}$ | [Sasagawa and Mori 2016] | [Ren et al. 2014] | $\begin{gathered} \text { [Jewajinda and } \\ \text { Chongstitvatana 2012a] } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Application |  | Gesture recognition from $32 \times 32$ images | Gesture recognition from EMG | EEG patientspecific seizure prediction | On-line LTI system identification | MNIST handwritten digit classification | Object tracking | On-line LTI system identification | real-time classification of ECG signals |
| Type |  | SoC (65nm) | Embedded System | Algorithm | FPGA | FPGA | SoC (28 nm) | FPGA | FPGA |
| Focus |  | $\qquad$ | Real-time Human Machine Interface | Feature Extraction selection and reduction | $\qquad$ | Memory-centric Spatial Pooler for Hierarchical Temporal Memory (HTM) | High-level video analytics PC subsystem as PCle addin card | Low-cost HW implementation 128way parallel HW | Adaptive feature selection and configurable hardware |
| Features |  | Convolutional Layer | - | Power Spectral Density (PSD) |  | MATLAB preprocessing | Luminance integral | - | QRS complex estimation |
| Learning algorithm |  | Convolutional Deep Belief Network (CDBN) | Linear SVM | Linear SVM | Back-Propagation on Feed-Forward NN | Cortical learning Algorithm (CLA) | Random Fern classifiers | Mercer Kernel Last Mean Square (KLMS) | cellular compact genetic algorithm ( $c-c G A$ ) applied to block-based neural network (BbNN) |
| Learning / Testing |  | Supervised Offline \& In-situ / Online \& In-situ | Supervised Offline \& Exsitu / Online \& In-situ | Supervised Offline \& Exsitu / Online \& Not-Spec. | Supervised On-line \& In-situ / On-line \& In-situ | Unsupervised <br> On-line \& In-situ / Online \& In-situ | Unsupervised On-line \& In-situ / On-line \& In -situ | Unsupervised On-line \& In-situ / On-line \& $\ln$-situ | Unsupervised On-line \& In-situ / On-line \& In-situ |
| Accuracy (\%) |  | 95.9 (Best-in- class) | 92 (max) | 98.68 | Qualitative | 91 | - | - | 98.7 |
| SRAM |  | 216 kB | 192 kB | - | - | - | - | - | - |
| Database |  | 640 B | 9.6 kB | 9.6 kB |  |  |  |  |  |
| Power consumption |  | $\begin{gathered} 213.1 \mathrm{~mW} \text { @ } \\ 200 \mathrm{MHz} \end{gathered}$ | $\begin{gathered} 86 \mathrm{~mW} @ \\ 168 \mathrm{MHz} \end{gathered}$ | - | - | - | 15W | - | - |
| Energy per point classification |  | - | $\begin{array}{ll} 1.5 \mathrm{uJ} & (1 \mathrm{kHz}) \\ 1.08 \mathrm{uJ} & (25 \mathrm{~Hz}) \end{array}$ | - | - | - | - | - | - |
| Logic utilization: | Lut | - | - | - | 48086 | 20997 | - | 123264 | 9849 |
|  | Registers | - | - | - | 25450 |  | - | 79744 | 8392 |
|  | BlockRAM | - | - | - | 10 | 52 | - | 384 | - |
|  | DSP48E | - | - | - | 16 |  | - | 1024 | 14 |

Table 4:1 State-of-the-art HW implementations.

### 4.2 Proposed SoC architecture

Simplifications leading to the proposed on-line algorithm make its HW acceleration both feasible and efficient in view of the HW and algorithmic co-optimization. Results shown in Figure 3:6 indicate that the objective of reducing the complexity of the system by two orders of magnitude has been achieved with convenient algorithm level considerations and manipulations. A further improvement is therefore obtained through conventional HW acceleration techniques that lead to the definition, in Figure 4:1, of a small ULP SoC architecture with Learning-on-a-Chip capabilities.


Figure 4:1 Proposed System-on-a-Chip architecture
The inset graph at the upper-right corner of Figure 3:6 gives us an idea about the complexity of the proposed approach building blocks reported in Figure 4:1. In particular, both the Variational Bayesian Expectation Hidden Markov Model Gaussian Mixture Model (VBE HMM GMM) and the Forward Backward + Variational Bayesian Expectation-Maximization Hidden Markov Model (FB + VBEM HMM) are repeatedly executed at each new sequence presentation and they take most of the total execution time. Therefore, dedicated implementations like dedicated CoProcessors (CoPs), can be designed to speed up their execution or to lower their complexity. The Variational Bayesian Expectation-Maximization Gaussian Mixture Model (VBEM GMM) instead, is sporadically run, i.e. only when a new HMM state is detected. Furthermore, a dedicated HW for the VBM GMM is worthless because it requires several complex matrix operations that cannot be simplified with specific assumptions on input data. In fact, we want our approach to be general and so the VBEM GMM is opportunely executed by an ULP uProcessor (uP). Following this philosophy, also the Feature

Extraction Engine (FEE) that is specific for each application, can be easily reprogrammed if software-based. The Memory block is mainly used as buffer for each sequence of data to feed either the VBE HMM GMM CoP or the uP running the VBEM GMM. In a distributed configuration, like those examined in Table 3:3, the uP retrieves other nodes' contributions to be processed by the the FB + VBEM HMM CoP. This latter incrementally estimates the HMM parameters and performs classification. Finally, the uP manages the output of results, i.e. visualization and transmission.

### 4.3 FB + VBM HMM CoP design and optimization

After a careful feasibility analysis, we leave the VBE HMM GMM block in SW for the proof-of-concept through the FPGA demos that are the outcome of this Chapter. In fact, this block is not conveniently optimized in HW as it requires to perform several matrix operations, whose simplification and approximation are mathematically impossible without significant penalty in the results and whose optimization follows the developments in the state-of-art solutions like in [Mahale et al. 2016]. Then, this block will be implemented once the whole structure of the SoC identified and validated for the production of an ASIC in 28 nm CMOS technology.

On the contrary, the FB + VBEM HMM results to be conveniently optimized and its implementation represents an innovation compared to the state-of-the-art. In fact, we speed it up for the analysis of continuous streams and optimize its energy consumption. In Figure 4:2, a schematic representation of the FB + VBEM HMM after the simplifications of Chapter 3, is proposed. During the VBMstep, the sufficient statistic $\omega_{i j}^{h-1}$ previously computed by means of the Greedy Forward Pass and the indicator $\boldsymbol{Z}$ representing the underlined state in the current sequence $\boldsymbol{S}_{h}$ of input data, are respectively summed up with the priors $\boldsymbol{u}^{A}$ and $\boldsymbol{u}^{B}$. During the VBEstep, the expectations on the resulting $\boldsymbol{W}^{A}$ and $\boldsymbol{W}^{B}$ are computed by means of the digamma function, introduced in Section 3.5. In particular, the digamma is applied to elementwise to both structures and it projects their values in the Log-domain. Therefore, the subtractions in the equations of Algorithm 2, based on [Ji et al. 2006 Eqs. 42, 43] read as normalization operations with respect to all the values in the same data structure. Finally, the resulting $\boldsymbol{A}^{*}$ and $\boldsymbol{B}^{*}$ are provided to the Greedy Forward Pass block after a Log-to-Normal domain conversion. The Greedy Forward Pass block performs the Forward Filtering Backward Smoothing (FFBS) algorithm and computes the sufficient statistics and the classification results to be employed for the next iteration on the successive input sequence $\boldsymbol{S}_{h+1}$.


Figure 4:2 Schematic representation of the FB + VBEM HMM procedures.
We optimized the FB + VBEM block in Figure 4:2 though important contributions. We conveniently chose the prior $\boldsymbol{u}^{A}$ to equal the all-one matrix and $\boldsymbol{u}^{B}$ to disappear so that, according to the formulation in Equation 3:8, $\boldsymbol{W}^{A}$ and $\boldsymbol{W}^{B}$ structures result as frequency counts. In this way, the computation of $\boldsymbol{A}^{*}$ simplifies because normalization can be computed independently by rows and the sum over all components of $\boldsymbol{W}^{A}$ is not needed anymore. Moreover, we modified the Greedy Forward Pass block to perform Log-operations as detailed in Section 4.3.4. Benefits are twofold: multiplications and normalizations become respectively addition and subtraction, and there are no more overheads for the Log-to-Normal domain conversion. Therefore, the VBEM HMM extremely simplifies as shown in Figure 4:3, where for recursive operations, the value in the boxes is by convention the operation result.


Figure 4:3 Flowcharts for the optimized simplified VBEM HMM.
In particular, the $\boldsymbol{\omega}^{h-1}$ matrix resulting from the previous iteration of the Gready Forward Pass is eleaborated by rows $\boldsymbol{\omega}_{i}^{h-1}$ and each element $\omega_{i j}^{h-1}$ is incremented by one as to sum with the all-one prior $\boldsymbol{u}^{A}$. At the same time, each row is summed up into an Accum varaible to which the digamma function is applied. The digamma function $\psi(\cdot)$ is also applied elementwise to each element $\left(\omega_{i j}^{h-1}+1\right)$ in order to results with $\psi\left(\omega_{i j}^{h-1}+1\right)$ that is in the Log-domain. Therefore, the $\boldsymbol{A}^{*}$ matrix is computed from the difference of each $\psi\left(\omega_{i j}^{h-1}+1\right)$ and the digamma of the overall row $\psi\left(\right.$ Accum $\left._{i}\right)$, i.e. the normalization operation in the Log-domain. For what concerns the computation of the $\boldsymbol{B}^{*}$ array, our simplifications lead to initialize the $\boldsymbol{B}^{*}$ array at a constant value $-\psi(1)$, but for the element at the position indicating the recognized HMM state, i.e. the position for which $Z_{n}==1$, which takes zero as value.

The VBEM HMM results therefore extremely simplified, but the digamma function may represent a bottleneck for this implementation. Its optimization identifies an innovative contribution of the present PhD thesis work.

### 4.3.1 Incremental/Decremental Digamma function

In Section 3.5, we introduced the digamma function $\psi(\cdot)$ that is hard to compute analytically. Therefore, it is generally approximated even in software-based implementations ${ }^{12}$. Nevertheless, the digamma function presents the particularly interesting recursive properties in Equation 4:1, which is generally valid and widely exploited for its approximation.

$$
\psi(x+1)=\psi(x)+1 / x
$$

Equation 4:1 - Digamma incremental recursion formula.
Our observation is that thanks to our choice for the prior $\boldsymbol{u}^{A}$, we can compute the digamma function incrementally. In other words, we can exploit again the on-line formulation and for each iteration compute the digamma of the incremented $\omega_{i j}^{h-1}$ based on the digamma we already computed during the previous iteration. This is represented in Figure 4:4, where each element $x_{i j}$ is incremented and reversed. Finally, it is added to $\psi(x+1)$ in order to obtain $\psi(x+2)$ according to Equation 4:1.

The advantage of employing Equation $3: 8$ and to work with frequency counts is therefore evident. We provide our machine with the initial value of $\psi(1)$ and successively update it by tacking advantage of the on-line formulation.

However, this mechanism for incrementally computing the digamma function has a key disadvantage. The next value to compute depends on the current one, therefore we lose the cognition on which value we are applying the digamma function to. In the unlikely case the VBEM HMM needs to prune or merge some HMM states, the argument of the digamma function will be impacted. Therefore, we may need to compute its digamma value by starting iteratively from $\psi(1)$. This will take a long time for big arguments and after all, we do not know the exact value of the argument to stop iterating.

[^8]

Figure 4:4 Flowchart for the digamma function.
We introduce the possibility of incrementally computing the digamma value for previous values of the argument according to Equation 4:2, i.e. a decremental digamma formulation. In this way, we can face to a prune or a merge of HMM states, still without having cognition of the argument value, rather of the differential steps we need to perform backward.

$$
\psi(x)=\psi(x+1)-1 / x
$$

## Equation 4:2 - Digamma decremental recursion formula.

Equation 4:2 requires the addition in Figure $4: 4$ to be replaced by subtractions. Therefore, we implement both incremental and decremental digamma on the same HW with a very light overhead. Nevertheless, the complexity in computing the digamma function shifts towards the computation of the reciprocal value.

### 4.3.2 Incremental/Decremental reciprocal

Our implementation of the digamma function is interesting but still requires a division/reciprocal operation that can be demanding in both time and area/power resources for an HW implementation.

An fast and efficient way of implementing a division is by exploiting the Newton-Raphson method [Möller and Granlund 2011]. In particular, it allows to compute the roots for any given function $f$ defined over the real numbers $x$; differentiable with derivative $f^{\prime}$ and with an initial guess $x_{0}$ for its root. A better approximation $x_{1}$ for the root value is given by $x_{1}=x_{0}-\frac{f\left(x_{0}\right)}{f^{\prime}\left(x_{0}\right)}$, which results in the recursion formula of Equation $4: 3$ to be repeated until a sufficiently accurate result is reached.

$$
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}
$$

Equation 4:3-Newton-Raphson recursion formula.
Therefore, the reciprocal of a number $a$ is automatically computed if the function $f$ is chosen to be $f=a-1 / x$. The recursion formula easily derives from Equation 4:3 and in particular results $x_{n+1}=x_{n}\left(2-a x_{n}\right)$. It consists of only two multiplications and one subtraction, but it has several disadvantages. Firstly, it requires successive iterations in order to improve the approximation error and secondly both convergence and convergence rate depend on the choice of the initial guess for the result.

At first, we try to optimize this method by reducing the uncertainty in the choice of the initial root value. Then, we build on an adhoc method that exploits the on-line elaboration and that represents a further contribution of this PhD thesis work. In fact, we overcome all the disadvantages of the Newton-Raphson method because the reciprocal is computed directly and incrementally from the previous value in one iteration and there is no need for guessing a probable initial value for the result. Moreover, our method
requires only one multiplication and a subtraction, resulting less exigent in terms of time and area/power resources than the NewtonRaphson method for this specific application.

In particular, our observation is that $a=1 / x_{a}$ and generally we need to compute $a+1=1 / x_{a+1}$. Then we substitute $a$ from the former equation into the latter and we obtain $1 / x_{a}+1=1 / x_{a+1}$, which trivially results in Equation 4:4.

$$
x_{a+1}=\frac{x_{a}}{x_{a}+1}=\left\{\begin{array}{cl}
1-a+a^{2}-a^{3}+R & \\
1 / 2 & \text { if } \quad \begin{array}{l}
x_{a}
\end{array}>\infty \\
x_{a} & \rightarrow 1 \\
x_{a}-x_{a}^{2}+x_{a}^{3}+R & x_{a}
\end{array}>0\right.
$$

Equation 4:4 - Reciprocal incremental recursion formula.
$R$ is the error we commit by approximating the reciprocal $x_{a+1}$ for $a+1$ with the current reciprocal $x_{a}$ computed for $a$. Because $a$ grows incrementally, then $x_{a}$ tends to 0 . Thus, our formulation for the incremental reciprocal is $x_{a+1}=x_{a}-x_{a}^{2}+R$, where $R$ is $O\left(x_{a}^{3}\right)$ and the implementation in Figure 4:5 follows.


Figure 4:5 Flowchart for computing the reciprocal.
The reciprocal of $a+1$ is therefore approximately computed with the difference between the reciprocal of $a$ and its square. To esteem the quality of our results with respect to the correct values, we compare both with an infinite precision simulation on MATLAB which result is plotted in Figure 4:6Left. In particular, $R$ results evident and for small values of $a$, our method's results are not valid. However, if we map the correct results for the reciprocal computation of small values of $a$, e.g. $a \in[1,16), R$ becomes very small to be considered, as reported in Figure 4:6Right and our approach to the reciprocal computation results valid.


Figure 4:6 MATLAB infinite resources simulation to validate the proposed method.
(The red curve represents exact values, while the blue one the approximated results of the incremental reciprocal, i.e. the proposed method. We compare the accuracy of the iterative approximation (left) vs. iterative approximation + error correction (right).)

In order to implement the decremental digamma, we need to compute the decremental reciprocal, thus we follow the same reasoning as above and we result with the recursive formula $x_{a-1}=x_{a}+x_{a}^{2}+R$ if $x_{a} \rightarrow 0$. The same flowchart as in Figure 4:5 is exploited, but the subtraction is substituted with an addition. In this case it is however a bit trickier to correct our method results with a LUT for small values of $a$. In fact, the error the decremental reciprocal commits is bigger than that of the incremental one.


Figure 4:7 Cartoony representation for qualifying the error of our method results.
Therefore, without cognition which $a$ we are computing the reciprocal on, it results difficult to hook the right LUT entry by proceeding backward on $a$, as shown in Figure 4:7. In fact, we observe that the maximum error we can commit is always at the interface with the LUT following the backward direction, i.e. the decremental reciprocal. The LUT size becomes therefore critical for $R$ and for the choice of the machine precision. In fact, to hook the LUT entry backward, the machine precision has to be shoddy (<=) in order to get rid of this maximum approximation error because treated as machine error. Table $4: 2$ relates the LUT size with the maximum approximation error for the decremental reciprocal computed up to the second and the third order of approximation.

| LUT size | Max Error <br> $\mathbf{2}^{\text {nd }}$ degree | Equiv. <br> in bits | Max Error <br> $\mathbf{3}^{\text {rd }}$ degree | Equiv. <br> in bits |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{4}$ | $2.7 \mathrm{e}^{-2}$ | 6 | $4.20 \mathrm{e}^{-3}$ | 8 |
| $\mathbf{8}$ | $4.0 \mathrm{e}^{-3}$ | 8 | $3.80 \mathrm{e}^{-4}$ | 12 |
| $\mathbf{1 6}$ | $8.0 \mathrm{e}^{-4}$ | 11 | $4.00 \mathrm{e}^{-5}$ | 15 |
| $\mathbf{3 2}$ | $2.0 \mathrm{e}^{-4}$ | 13 | $4.80 \mathrm{e}^{-6}$ | 18 |
| $\mathbf{6 4}$ | $4.7 \mathrm{e}^{-5}$ | 15 | $5.80 \mathrm{e}^{-7}$ | 21 |
| $\mathbf{1 2 8}$ | $1.2 \mathrm{e}^{-5}$ | 17 | $7.15 \mathrm{e}^{-8}$ | 24 |

Table 4:2 LUT size and the related maximum approximation error for both $2^{\text {nd }}$ and $3^{\text {rd }}$ approximation degree.
For instance, a LUT size of 32 entries requires a machine precision less or equal than 13 bits. Instead, by considering the third order approximation for the computation of the reciprocal with our method, $R=O\left(x^{4}\right)$ and the machine precision relaxes to less or equal than 18 bits. Bigger LUT size leads both an area and time overheads, while smaller LUT size reduces machine precision to such an extent our method approximation is no more tolerable.

### 4.3.3 Machine precision

The classification accuracy of the proposed algorithm increases with the presentation of new sequences because of the on-line elaboration. However, the learning stops when opportune stopping criteria are met. In particular, when the log-likelihood does not increase anymore or the parameter estimation does not improve below a predefined threshold.


Figure 4:8 Absolute parameter estimation error and number of analyzed sequences vs. predefined tolerance.
The plot in Figure 4:8, relates the predefined threshold with the effective absolute error between the learnt parameters and the true ones, for the synthetic application in Section 3.7.1, where the hidden model is known. If we accept an absolute error in the order of $O\left(2^{-5}\right)$, the learning has to continue until the difference between two successive parameters estimations is strictly less than $2^{-7}$. Once the predefined tolerance fixed, we can approximately estimate the number of successive sequences of input data to elaborate before the learning stops. For the synthetic application with $N=3$, it results of about $2^{10} \approx 1000$ sequences, while for the ten MNIST handwritten digits recognition, around 2700-3000 sequences are required.

If we assume the learning stops after 5000 sequences, then the smallest reciprocal we need to compute in a bad worst case is for $a=5000$ and results $x_{5000}=1 / 5000 \approx 2^{-12.3}$. Therefore, we need a fractional part of 13 bits to correctly represent this number in a fixed-point representation, i.e. UQ. 13 in the Q -format ${ }^{13}$. However, our method computes the square and so a UQ. 25 representation is needed to result without approximation error because $x_{5000}=x_{4999}-x_{4999}^{2} \approx 2^{-12.3}-2^{-24.6}$.

For what concerns the digamma values representation, the smallest digamma increment will be $\psi(5000)-\psi(4999)=2 e^{-4} \approx$ $2^{-12.3}$, thus we need a UQ. 13 for representing its fractional part. Conversely, the biggest representable range is $[\psi(1), \psi(5000)]=$ $\left[-0.58,8.52 \approx 2^{4}\right]$. Finally, we need a SQ4.13-18 for representing all possible values.

The choice of the machine precision is then affected by the maximum tolerated error in Table 4:2 and so indirectly by the LUT size; the precision for the reciprocal computation and the representation for all possible digamma values. Although the unitary part can be chosen to be SQ4.f, the fractional part requires a trade-off: it has to be less or equal than the maximum tolerated error in Table 4:2 in order to treat it as machine error, but at the same time has to be of 25 bits for the reciprocal to be properly computed.

For what concerns this latter, we are already tolerating a coarser approximation included into the $R$ term. Therefore, a good compromise is to choose a machine precision of 20 bits so that the digamma representation results SQ4.15-20; the LUT size of 64 entries and reciprocal computation can be performed unsigned on 20 bits.

### 4.3.4 Log-domain FFBS

A further contribution of the present PhD thesis work is the simplification of the computations to perform the Forward Filtering Backward Smoothing (FFBS) algorithm in the Log-domain.

$$
\begin{aligned}
\log \left(\boldsymbol{A}^{*^{\prime}} \boldsymbol{B}^{*}\right) & =\log \left(\left[\begin{array}{ccc}
a_{11}^{*} & \cdots & a_{N 1}^{*} \\
\vdots & \ddots & \vdots \\
a_{1 N}^{*} & \cdots & a_{N N}^{*}
\end{array}\right]\left[\begin{array}{c}
b_{1}^{*} \\
\vdots \\
b_{N}^{*}
\end{array}\right]\right) \\
& =\log \left(\left[\begin{array}{c}
a_{11}^{*} b_{1}^{*}+\cdots+a_{N 1}^{*} b_{N}^{*} \\
\vdots \\
a_{1 N}^{*} b_{1}^{*}+\cdots+a_{N N}^{*} b_{N}^{*}
\end{array}\right]\right) \\
& =\log \left(\left[\begin{array}{c}
e^{\left(a_{11_{L o g}}^{*}+b_{1_{L o g}}^{*}\right)}+\cdots+e^{\left(a_{N 1_{L o g}}^{*}+b_{N_{L o g}}^{*}\right)} \\
\vdots \\
\left.e^{\left(a_{1 N_{L o g}}^{*}+b_{1_{L o g}}^{*}\right)}+\cdots+e^{\left(a_{N N_{L o g}}^{*}+b_{N_{L o g}}^{*}\right)}\right]
\end{array}\right]\right) \\
& =\left[\begin{array}{c}
\left.\log \left(\sum_{n=1}^{N} e^{\left(a_{n 1_{L o g}}^{*}+b_{n_{L o g}}^{*}\right)}\right)\right] \\
\log \left(\sum_{n=1}^{N} e^{\left(a_{n N_{L o g}}^{*}+b_{n_{L o g}}^{*}\right)}\right)
\end{array}\right] \\
& \cong\left[\begin{array}{c}
\max \left\{\left(a_{11_{L o g}}^{*}+b_{1_{L o g}}^{*}\right), \ldots,\left(a_{N 1_{\text {Log }}}^{*}+b_{N_{L o g}}^{*}\right)\right\} \\
\vdots \\
\max \left\{\left(a_{1 N_{L o g}}^{*}+b_{1_{L o g}}^{*}\right), \ldots,\left(a_{N N_{L o g}}^{*}+b_{N_{L o g}}^{*}\right)\right\}
\end{array}\right]
\end{aligned}
$$

Equation 4:5 - Log-domain matrix multiplication.
According to Figure $4: 2, \boldsymbol{W}^{A}$ and $\boldsymbol{W}^{B}$ are frequencies counts, which the digamma function is applied to and they result in $\boldsymbol{A}_{\text {Log }}^{*}$ and $\boldsymbol{B}_{\text {Log }}^{*}$ respectively. In order to obtain $\boldsymbol{A}^{*}$ and $\boldsymbol{B}^{*}$, we have to apply a Log-to-Normal domain conversion, i.e. the element-wise

[^9]exponential function. Our observation is that we can avoid this conversion if FFBS is reformulated to perform in the Log-domain. In particular, Equation 3:9 stays the same, while Equation 3:6 requires a bit more effort. Although, elementwise products and divisions trivially and conveniently become additions and subtractions in the Log-domain, matrix multiplications challenge for an innovating and valuable contribution.

For example, the matrix multiplication $\boldsymbol{A}^{* \prime} \boldsymbol{B}^{*}$ in Eq. 3.6, where $\boldsymbol{A}^{*}=e^{\left(\boldsymbol{A}_{\text {Log }}^{*}\right)}$ and $\boldsymbol{B}^{*}=e^{\left(\boldsymbol{B}_{\text {Log }}^{*}\right)}$, results in Log-domain as in Equation 4:5. Therefore, we employed the log-sum-exp (LSE) function that for large positive arguments is a smooth approximation of the maximum function ${ }^{14}$. Like multiplication operations become simple additions in Log-domain; addition operations become the LSE in the Log-domain and, in our case, the matrix multiplication becomes the maximum of simple additions in Log-domain.

### 4.3.5 Datapath (DP) and Control Units (CUs)

After all the optimizations introduced so far, the Datapath (DP) results very simple and consists of few operators, as in Figure 4:9.

The Max-Add-Sub (MAS) binary operator receives as input two operands and the selector for the operation to perform among Addition, Subtraction and choosing the Maximum. In this particular case, it outputs the value and the position of the larger operand between the two in input. All computations and comparisons are performed on 20 bits and they require a clock cycle. Two MAS operators are instantiated.


Figure 4:9 Operators in the datapath (DP).
The square (SQR) unary operator computes the square of the input in a clock cycle. The result is on 40 bits truncated to the 20 most significant ones. In fact, this operator is only exploited for the computation of the reciprocal and so it handles fractional numbers.

The counter block, if enabled, increments the value stored into a dedicated register at each clock cycle. Once it reaches expiration, it issues an acknowledge signal. It is instantiated three times: twice to scroll through bi-dimensional data structures and once for a system level counter to regularly trigger HMM pruning and merging operations.

Finally the multiplexer (MUX) block assigns each element of $\boldsymbol{B}^{*}$ with its initial value according to $\boldsymbol{Z}$, which is hardcoded to selB.

All the blocks are described in a fully parameterized Verilog code, so that their definition fits any architecture and they can be easily reused.

The control logic consists of five distributed Control Units (CUs) that autonomously orchestrate the overall elaboration by means of a dedicated handshaking protocol. In fact, instead of a complex centralized CU, we privileged a few small and simple CUs that elaborate local data and strive to use the DP without a global arbitration. We took inspiration from Globally Asynchronous Locally Synchronous (GALS) systems. However, in our case, the system clock is the same and is shared to all the CUs. The paramount advantage of asynchronous handshaking is that it simplifies the sequential logic and allows each CU to have a dynamic processing time that fits to the workload. This is critical in a highly dynamic system where the overall complexity changes on-the-fly, while learning the probabilistic model structure and parameters.

Memory is distributed as well. In fact, a key principle of the Bayesian Machine Learning (BML) is to extract the knowledge from data and to store and elaborate only a few parameters and important variables. Fetching data from an external memory is a rare event

[^10]and it is delegated to the uP executing the VBEM GMM or VBE HMM GMM. In fact, in the FB + VBEM HMM CoP we elaborate high level knowledge and we benefit of local dedicated Register Files (RFs). Therefore, we build on an elaboration that is local and very close to the memory.

| CU | RF | DP | Goal |
| :---: | :---: | :---: | :---: |
| Digamma | $\mathrm{DigW}^{\text {A }}$ RecW ${ }^{\text {A }}$ DigAccum RecAccum | $\mathrm{MAS}_{0}$ $\mathrm{MAS}_{1}$ $\mathrm{SQR}_{0}$ | Computes Digamma (Dig) and Reciprocal (Rec) for both $\mathrm{W}^{\text {A }}$ and Accum |
| Fil | w | counter ${ }_{0}$ $\mathrm{MAS}_{0}$ MAS $_{1}$ | Computes filtered probabilities during FFBS |
| GFP | $\begin{gathered} \mathrm{A}^{*} \\ \mathrm{~A}^{*} \mathrm{idx} \end{gathered}$ | counter $_{0}$ counter $_{1}$ MAS 0 $\mathrm{MAS}_{1}$ | Greedy Forward Pass. It takes trace of optimized values in $\mathrm{A}^{*}$ _idx. |
| Add | every | counter $_{0}$ counter $_{1}$ MAS 0 MAS $_{1}$ $\mathrm{SQR}_{0}$ | Adds a new HMM state on-the-fly and modifies the model structure |
| Prune | every | counter $_{0}$ counter $_{1}$ $\mathrm{MAS}_{0}$ $\mathrm{SQR}_{0}$ | Prunes the least used HMM state on-the-fly. |

Table 4:3 Summary of CUs goals, dedicated Register Files and employed DP operators.
Table 4:3 describes each CU and details its goal, its dedicated RF and the DP operators it employs, while Figure 4:10 gives a general idea of the conceived system.


Figure 4:10 Overall illustrative idea of the conceived CoP.
(The representation follows the following convention: cloud = Control Unit (CU), cylinder = Register File (RF), square =operators.)

According to Figure 4:10, the DP is centralized and exploited by each CU in a time-multiplexed scheme. It is general enough to fulfill all possible requirements, but it is still dedicated and essential because properly dimensioned for the few tasks it is asked to perform. In fact, its definition follows the Ultra-Low-Power (ULP) design philosophy rather to strive for reaching high-performance by employing additional resources. Nevertheless, it is fully compliant with all possible applications we are targeting. In particular, medical applications require processing the biosignals summarized in Table 4:4 [Bemmel and Musen 1997], which are sampled at very low frequencies. For instance, Electroencephalogram (EEG) signals are generally sampled at 256 Hz .

| Signal | Bandwidth (Hz) | Amplitude range |
| :---: | :---: | :---: |
| Electroencephalogram (EEG) | $0.2-50$ | $600 \mu \mathrm{~V}$ |
| Electrooculogram (EOG) | $0.2-15$ | 10 mV |


| Electrocardiogram (ECG) | $0.15-150$ | 10 mV |
| :---: | :---: | :---: |
| Electromyogram (EMG) | $20-8000$ | 10 mV |
| Blood pressure | $0-60$ | 400 mm Hg |
| Spirogram | $0-40$ | 10 L |
| Phonocardiogram (PCG) | $5-2000$ | 80 dB |

Table 4:4 Bandwidths and Amplitude Ranges of some frequently used biosignals.

### 4.3.6 Synthesis and implementation

The FB + VBEM HMM CoP has been synthetized and mapped in the Xilinx Zynq ${ }^{\circledR}-7020$ All Programmable SoC embedded into a ZedBoard, i.e. the evaluation board from Avnet. Vivado Design Suite 2015.4 has been employed.

The Xilinx Zynq ${ }^{\circledR}$-7020 All Programmable SoC embeds a reduced but functional FPGA with many dedicated, full custom, low-power DSP slices (DPS48E). Implementation results on the FPGA platform are summarized in Table 4:4. In particular, a DSP48E is employed for the SQR block in the DP.

The FB + VBEM HMM CoP has also been synthetized for the 28ST-FDSOI CMOS technology through the standard digital flow and results are summarized in Table 4:4. Compared to its FPGA implementation, the dedicated ASIC has almost the same number of registers but a smaller number of combinational logic units. This is due to the overhead for the flexibility and programmability of the FPGA. In fact, the equivalent combinational logic for the 12 k LUTs is around 185 k , while the dedicated ASIC requires only 25 k combinational logic units in total, which is comprehensive of the SQR block, as well. Therefore, there is a further interesting gain in power consumption that translates into $23 x$ reduction in energy per input sequence classification.

|  | Zynq®®-7020 | 28ST-FDSOI @ 0.6V |  |
| ---: | :---: | :---: | :---: |
| Power consumption @ 50 MHz | 8 mW | 351 uW |  |
| Energy per seq. classification | 160 pJ | 7 pJ |  |
| Area |  | LUT | - |
| Logic utilization | 12,127 | $0.0264 \mathrm{~mm}^{2}$ |  |
|  | Registers | 5,261 | - |
|  | Block RAM | 0 | 6,073 |
|  | DSP48E | 1 | - |
|  | Combinational | 185,471 (Equivalent) | - |

Table 4:5 HW implementation results for the FB + VBEM HMM CoP.
(The FB + VBEM HMM CoP has been mapped into the Zynq ${ }^{\circledR}-7020$ and synthetized for 28ST-FDSOI @ 0.6V. Power consumption is estimated from simulated switching activity for both implementations and energy per sequence classification is derived.)

The comparison with state-of-the-art solutions in Table 4:1 is unfair, because of the different technologies, approaches and applications. However, it allows getting an idea of where to place our work in the state-of-the-art and to validate our choices and optimizations strategies. Therefore:

- The FB + VBEM HMM CoP like the Spatial Pooler for HTM implemented in [Zyarah and Kudithipudi 2016] is only one block of a more complete system. However, our implementation inspired by HTM requires half the number of LUTs and no Block RAM, but a limited number of registers that is always much smaller than the 52 block RAMs used in [Zyarah and Kudithipudi 2016].
- The FB + VBEM HMM CoP completely implements the learning of the HMM through both estimation of HMM parameters and inference through Forward Filtering Backward Smoothing (FFBS) procedures. Therefore, by comparing its implementation results with the approaches in [Biradar et al. 2015; Ren et al. 2014], we can actually validate our choice for the Bayesian Machine Learning (BML) with respect to Forward Neural Networks and kernel methods, respectively. In fact, as expected both logic and memory requirements are widely relaxed in our method because the Bayesian framework is inherently less complex. Furthermore, it allowed for both algorithm level and HW implementation optimizations that actually lowered the memory wall effect and allowed for device variability through the probabilistic computing.
- The FB + VBEM HMM CoP compared with the implementation in [Jewajinda and Chongstitvatana 2012b] still requires a much smaller computing power. No comparison is possible with the approach in [Sasagawa and Mori 2016] because they targeted very high performance and they were no limited in power consumption. In fact, their budget is of 15 W . Instead, the low-power implementations in [Park et al. 2015; Benatti et al. 2015] register higher power consumption with respect to our approach even if they do not implement learning neither on-line nor in-situ. Thus, we show the BML is a better
choice for loT and medical application, because it performs generally better than dedicated accelerator for Deep Learning and supervised Supporting Vector Machines.

Finally, we demonstrated the BML leads to convenient and attractive optimizations even without the need to migrate towards a different technology than CMOS.

### 4.4 FPGA demos

The overall SoC introduced in Section 4.2 has been tested systematically from its software-based simulation to its implementation in the FPGA platforms. Therefore, several demos have been realized to evaluate its performance, especially with respect to the test applications in Section 3.7.

In particular, the proposed on-line VBEM HMM GMM algorithm has been implemented and evaluated in MATLAB. Then, the SoC architecture in Section 4.2 has been obtained by rearranging the MATLAB code and separating each task into a specific block. The FB + VBEM HMM CoP has been then studied, optimized and described in both SystemVerilog and Verilog HDL. It has been successively synthetized and implemented for the Xilinx Zynq ${ }^{\circledR}-7020$ All Programmable SoC through the Vivado Design Suite 2015.4. The FPGA in Xilinx Zynq ${ }^{\circledR}-7020$ has been then programmed accordingly.

To test the FB + VBEM HMM CoP independently of the rest of the proposed SoC, we record the input and output of the MATLAB routine simulating the FB + VBEM HMM CoP and define a test bench for its implementation. In particular, input data are sent to the FPGA and outputs are collected from it through JTAG for the synthetic application in Section 3.7.1. A comparison between collected results and exact recorded ones validated the proper functionality of our implemented CoP.

To automatize the tests and to connect the MATLAB code directly with the implemented block, we exploit the uProcessor provided into the Xilinx Zynq ${ }^{\circledR}-7020$ and we result with three different demos of increasing complexity.

In fact, the Xilinx Zynq ${ }^{\circledR}-7020$ is a ductile IC that consists mainly of two blocks internally connected: the Programmable Logic (PL), i.e. the FPGA and the Processing System (PS), i.e. the uProcessor. This latter is actually a powerful Dual ARM ${ }^{\circledR}$ CortexTM-A9 MPCore ${ }^{\text {TM }}$ with CoreSight ${ }^{\text {TM }}$, so it is able to run a dedicated distribution of the Linux Operating System.

Therefore, we manipulated the Linux distribution and wrote an executable for the PS allowing it to access the STMicroelectronics (ST) intranet though Ethernet and to act as a TCP Server. In particular, once connected to the ST intranet, the PS is assigned with a specific IP address and thus is reachable from the MATLAB code running on the ST servers and acting as TCP Client. In other words, the MATLAB code we wrote for the proposed on-line VBEM HMM GMM accesses to the ST intranet, remotely connects to the PS of the Xilinx Zynq ${ }^{\circledR}-7020$ and exchanges with it data by using the TCP protocol. This setup is resumed in Figure 4:11.


Figure 4:11 MATLAB remotely connected to the ZedBoard for testing purpose.
The TCP Server application running on the PS of the Xilinx Zynq ${ }^{\circledR}-7020$, manages the data transfers between the MATLAB TCP Client and the FB + VBEM HMM CoP by using an elaborated mechanism of both HW and SW interrupts to synchronize all parts involved and maintain real-time elaboration performance.

### 4.4.1 Demo 1

We firstly tested the synthetic application in Section 3.7.1, in order to validate the setup in Figure $4: 11$. In particular, the MATLAB code retrieves inputs, applies the preprocessing by simulating the Feature Extraction Engine (FEE) and controls the overall elaboration through the Control (Ctr) block. This latter, is in charge of establishing and maintaining the communication with the PS; of analyzing and evaluating classification results and of outputting them in a user-friendly interface. The uP block in Figure 4:12 incorporates all the SoC blocks in Figure 4:1 that are maintained software-based, while the CoP block represents the FPGA implementation of the FB + VBEM HMM CoP.


Figure 4:12 Schematic representation of the system implemented for Demo 1.

### 4.4.2 Demo 2

In the Demo 2 represented in Figure 4:13, we build the SoC proposed in Section 4.2 by making it independent on its MATLAB implementation. In this way, we are able to estimate the overall system performance in terms of execution time and power consumption. Moreover, we can test the system on a continuous stream of input data as in a real-world loT or medical application.

We force the uP block in Figure 4:12 to move on the ZedBoard and to be executed by its PS. Therefore, we convert the MATLAB code into ANSI C code compiled for the ARM ${ }^{\circledR}$ CortexTM-A9 in the PS.


### 4.4.3 Demo 3

The Xilinx Zynq ${ }^{\circledR}-7020$ embeds a Dual ARM $^{\circledR}$ CortexTM-A9. Thus, it has two cores that can be employed independently to perform as single nodes in a distributed system as shown in Figure 4:14. We validated in this way the distribution results in Section 3.7.2.


Figure 4:14 Schematic representation of the system implemented for Demo 3.

### 4.5 Conclusions

According to [HALO 2015] an acceleration factor of $10^{2}-10^{4}$ is critically needed to achieve orders of magnitude improvement in performance, energy efficiency and compactness with respect to traditional ML software-based on CPUs/GPUs.

In Chapter 3, we have already demonstrated two orders of magnitude in complexity reduction with only algorithm level considerations and manipulations on the state-of-the-art VBEM HMM GMM. We regularly emphasized those optimizations aimed to a feasible and attractive HW implementation of the proposed on-line VBEM HMM GMM. In this Chapter, we analyzed the state-of-the-art for Learning-On-a-Chip solutions summarized in Table 4:1 and we identified the margin for a further order of magnitude in complexity reduction through conventional HW optimization techniques. Therefore, we built a proof-of-concept on a FPGA platform to demonstrate the main idea behind this PhD attains our main objective.

The achievements of this Chapter are the following:

- We validate our choice for the BML by demonstrating it leads to convenient and attractive optimizations even without the need to migrate towards a different technology than the CMOS. In fact, even if through unfair comparisons, we can state it is more suitable than other Neuro-Inspired approaches to Learning-On-a-Chip solutions such as Forward Neural Networks and kernel methods. Furthermore, BML is a better choice for loT and medical application, because it performs generally better than dedicated accelerator for Deep Learning and supervised Supporting Vector Machines.
- We defined a dedicated solution for the digamma function $\psi(\cdot)$ that is hard to compute analytically and it is generally approximated even in software-based implementations. We conveniently exploited the on-line elaboration and defined an incremental/decremental digamma calculator. With this same principle, we built on an incremental/decremental reciprocal calculator useful for the digamma block. Both contributions represent an innovation with respect to the state-of-the-art.
- We further optimized the FFBS algorithm by allowing it to perform in Log-domain. Therefore, we employed the log-sum$\exp$ (LSE) function to approximate linear addictions in the Log-domain and we result with an optimized and sophisticated matrix multiplication technique.
- We finally built on an advanced setup to flexibly test our HW implementation on a FPGA platform by means of three realtime demos on the same applications of interest as in Section 3.7.

Next Chapter opens toward further contributions made in the framework of this PhD thesis, which are related but not fundamental to this thesis main objectives.

## References

JH Van Bemmel and M.A. Musen. 1997. Handbook of Medical Informatics. Handb. Med. Informatics 362 (1997), 621.
Simone Benatti et al. 2015. A Versatile Embedded Platform for EMG Acquisition and Gesture Recognition. IEEE Trans. Biomed. Circuits Syst. 9, 5 (October 2015), 620-630. DOI:http://dx.doi.org/10.1109/TBCAS.2015.2476555

Ravikant G. Biradar, Abhishek Chatterjee, Prabhakar Mishra, and Koshy George. 2015. FPGA Implementation of a Multilayer Artificial Neural Network using System-on-Chip Design Methodology. (2015), 1-6. DOI:http://dx.doi.org/10.1109/CCIP.2015.7100683

HALO. 2015. IEEE / ACM Workshop on Hardware and Algorithms for Learning On-a-chip ( HALO ) Summary Report. (2015).
Yutana Jewajinda and Prabhas Chongstitvatana. 2012a. A parallel genetic algorithm for adaptive hardware and its application to ECG signal classification. Neural Comput. Appl. 22, 7-8 (2012), 1609-1626. DOI:http://dx.doi.org/10.1007/s00521-012-0963-9

Yutana Jewajinda and Prabhas Chongstitvatana. 2012b. A parallel genetic algorithm for adaptive hardware and its application to ECG signal classification. Neural Comput. Appl. 22, 7-8 (2012), 1609-1626. DOI:http://dx.doi.org/10.1007/s00521-012-0963-9

Shihao Ji, Balaji Krishnapuram, and Lawrence Carin. 2006. Variational Bayes for continuous hidden Markov models and its application to active learning. IEEE Trans. Pattern Anal. Mach. Intell. 28, 4 (2006), 522-532. DOI:http://dx.doi.org/10.1109/TPAMI.2006.85

Gopinath Mahale, Soumitra K. Nandy, Eshan Bhatia, and Ranjani Narayan. 2016. VOP: Architecture of a Processor for Vector Operations in On-Line Learning of Neural Networks. In Proceedings of the IEEE International Conference on VLSI Design. 391396. DOI:http://dx.doi.org/10.1109/VLSID. 2016.65

Niels Möller and Torbjörn Granlund. 2011. Improved division by invariant integers. IEEE Trans. Comput. 60, 2 (2011), 165-175. DOI:http://dx.doi.org/10.1109/TC.2010.143

Seong-Wook Park et al. 2016. An Energy-Efficient and Scalable Deep Learning/Inference Processor With Tetra-Parallel MIMD Architecture for Big Data Applications. IEEE Trans. Biomed. Circuits Syst. 9, 6 (2016), 1-1. DOI:http://dx.doi.org/10.1109/TBCAS.2015.2504563

Seong-wook Park, Junyoung Park, Student Member, and Kyeongryeol Bong. 2015. An Energy-Efficient and Scalable Deep Learning / Inference Processor With Tetra-Parallel MIMD Architecture for Big Data Applications. 9, 6 (2015), 838-848.

Xiaowei Ren, Pengju Ren, Badong Chen, Tai Min, and Nanning Zheng. 2014. Hardware implementation of KLMS algorithm using FPGA. In 2014 International Joint Conference on Neural Networks (IJCNN). IEEE, 2276 -2281. DOI:http://dx.doi.org/10.1109/IJCNN.2014.6889689

Yukihiro Sasagawa and Atsuhiro Mori. 2016. High-level Video Analytics PC Subsystem Using SoC With Heterogeneous Multicore Architecture. IEEE J. Solid-State Circuits 51, 4 (April 2016), 1051-1059. DOI:http://dx.doi.org/10.1109/JSSC.2015. 2501984

Zisheng Zhang and Keshab K. Parhi. 2016. Low-Complexity Seizure Prediction From iEEG/sEEG Using Spectral Power and Ratios of Spectral Power. IEEE Trans. Biomed. Circuits Syst. 10, 3 (June 2016), 693-706. DOI:http://dx.doi.org/10.1109/TBCAS.2015.2477264

Abdullah M. Zyarah and Dhireesha Kudithipudi. 2016. Reconfigurable hardware architecture of the spatial pooler for hierarchical temporal memory. Int. Syst. Chip Conf. 2016-Febru (2016), 143-148. DOI:http://dx.doi.org/10.1109/SOCC.2015.7406930

## Chapter 5

## Further contributions

Apart from the main objective that led to the contributions of this PhD thesis described so far, further studies and investigations in the field of Bayesian Machine Learning (BML) flow into further contributions proposed in this Chapter. In particular, inference mechanisms on arbitrary cyclic Probabilistic Graphical Model (PGM) are studied in detail and few criteria for exact inference are derived. The Expectation-Maximization (EM) algorithm is improved by performing inference during the E-step and a novel Ultra-Low-Power (ULP) feature extraction technique for biosignals is introduced. Finally, the doctoral experience was enriched with the mentoring of three internships on related topics.

### 5.1 Exact inference on arbitrary cyclic graphs

Graphical models define an intuitive framework and a clean mathematical formalism to represent and manipulate joint probability distributions [Jordan and Weiss 1996].

Probabilistic inference over graphical models aims to solve two classes of NP-hard [Cooper 1990; Shimony 1994] problems, namely marginals computation and Maximum A Posteriori (MAP) estimation, detailed in Section 5.1.1.

An efficient technique to solve both these problems is to exploit Belief Propagation (BP) algorithms, i.e. local concurrent message passing schemes grouped and unified according to the well-known Generalized Distributive Law (GDL) [Aji and Mceliece 2000]. Therefore, marginals computation could be solved by the sum-product algorithm, referred as "belief update" and MAP estimation by the max-product algorithm, also called "belief revision" [Weiss 1997].

Theoretically, these algorithms are guaranteed to converge and to result with exact inference only for singly connected graphs [Pearl 1988]. For arbitrary cyclic graphs only approximate inference can be performed, and the brute application of BP is hence referred to as Loopy BP.

Surprisingly, Loopy BP produces excellent results when applied in practice to both for marginal computations and MAP estimation tasks: error correcting codes, speech recognition, image understanding, stereo matching, photomontage, background segmentation, and de-noising in computer vision are excellent example of those. For instance, the detection of Turbo Codes [Berrou et al. 1993] shocked the coding-theory community with its truly excellent results.

In essence, all of these built on key intuition conjectured by [McEliece et al. 1998]: "There are general undiscovered theorems about the performance of BP on loopy Direct Acyclic Graph (DAG)s. These theorems [...] will show that [...] BP "converges with high probability to a near-optimum value" of the desired belief on a class of loopy DAGs."

This intuition triggers two basic questions:

1. "Is there something special about the error- correcting code setting, or does Loopy BP work as an approximation scheme for a wider range of networks?" [Murphy et al. 1999]
2. Are there any theoretical insights that govern the behavior of Loopy BP?

The first question was addressed in [Murphy et al. 1999]. To the best of our knowledge, the second is still unanswered, because "a theoretical understanding of the algorithms behavior in such [loopy] networks has yet to be achieved" [Weiss 1997]

Initial attempts focused on manipulating the graph structure [Weiss and Freeman 2001] to gain insights on the behavior of particularly regular graphs, such as the single loop and "balanced" graphs concepts [Weiss 1997]. Subsequently, the focus has shifted to understanding how to guarantee and improve convergence in arbitrary cyclic graphs by decomposing them into several singly connected trees and by performing exact inference on them.

This approach, known as the Tree-ReWeighting or Tree-ReParametrization (TRW) algorithm [Wainwright et al. 2003], was substantially improved in [Kolmogorov 2006], which proposed a sequential scheduling for the message passing to better guarantee
convergence (TRW-S). Finally, [Meltzer et al. 2009] presents these algorithms as instances of a unified framework for convergent message passing algorithms by enforcing some consistency conditions.

Recently, the growing interest in machine-learning and data science has triggered the hardware community to pay increasing attention to special architectures to improve performance and efficiency for this class of problems. However, the metrics pursued by computer architects are slightly different from those conventionally targeted by computer science. In addition to the algorithm's performance, execution time, computational cost, energy-efficiency and the physical size of the final hardware are critical. For these reasons, the basic BP algorithm, being concurrent, distributed and locally executed, is preferred, for instance, to the TRW-S, which requires a sequential execution and a higher-level centralized management of the spanning trees scheduling.

Here, we intend to provide an answer to the second question by revisiting the basic algorithms for BP. We analyze the mechanism that enables exact inference on singly connected graphs with binary variables. In particular, we focus on the singularity of messages rather than on the graph structure. We derive that what is of paramount importance is the management of the redundancy meant as both the quantity and the quality of the messages received for each node. Indeed, we justify the presence of oscillations and we figure out how many iterations are necessary and sufficient to converge with exact inference. In Section 5.1 .6 , we apply our findings to the case of graphs with a single loop. In Section 5.1.7, we perform exact inference on the toy Turbo Codes proposed in [Weiss 1997] as an example of a "balanced" graph. We generalize our approach for arbitrary cyclic graphs in Section 5.1.8 and finally, in Section 5.1.9, we conclude and discuss further generalizations for dynamically changing networks as demanded in Multi-Agent Systems (MAS) real-word applications.

### 5.1.1 Exact inference

A graphical model consists of a graph composed of nodes and edges. Nodes represent Random Variables (RVs) and edges qualitative dependencies between them. The quantitative dependences are defined by parameterized conditional distributions, generally referred as parameters of the graphs or as "potential functions". The pattern of all edges defines the structure of the graph. Both structure and parameters specify the joint probability distribution over all variables in the graph [Ghahramani 2002].

There are several types of graphs underlying a graphical model, but the usual classification distinguishes between Direct Acyclic Graph (DAG) and Undirected Cyclic Graph (UCG). Examples are, respectively, Bayesian Network (BN) in Figure 5:1a and Markov Random Field (MRF) in Figure 5:1b.


Figure 5:1. Examples of graphical models.
The joint probability distribution over the three binary RVs A, B, C for the MRF in Figure 5:1b, is exhaustively represented in Table 5:1 and is expressed as:

$$
\mathrm{P}(\mathrm{~A}, \mathrm{~B}, \mathrm{C})=\frac{1}{\mathrm{Z}}\left[\mathrm{P}(\mathrm{~A}) \psi_{\mathrm{AB}}(\mathrm{~A}, \mathrm{~B}) \mathrm{P}(\mathrm{~B}) \psi_{\mathrm{BC}}(\mathrm{~B}, \mathrm{C}) \mathrm{P}(\mathrm{C})\right]
$$

where $P(X)$ represents the prior on the belief for the RV X and $\psi_{X Y}(X, Y)$ the potential function for the edge XY.

| $\mathbf{A}$ | $\mathbf{B}$ | $\mathbf{C}$ | $\mathbf{P}(\mathbf{A})$ | $\mathbf{P}(\mathbf{B})$ | $\mathbf{P}(\mathbf{C})$ | $\boldsymbol{\psi}_{\boldsymbol{A B}}(\boldsymbol{A}, \boldsymbol{B})$ | $\boldsymbol{\psi}_{\boldsymbol{B} C}(\boldsymbol{B}, \boldsymbol{C})$ | $\widetilde{\boldsymbol{P}}(\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{C})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{a}_{\mathbf{0}}$ | $b_{0}$ | $c_{0}$ | $P\left(A=a_{0}\right)$ | $P\left(B=b_{0}\right)$ | $P\left(C=c_{0}\right)$ | $\psi_{A B}\left(A=a_{0}, B=b_{0}\right)$ | $\psi_{B C}\left(B=b_{0}, C=c_{0}\right)$ | $\tilde{P}\left(A=a_{0}, B=b_{0}, C=c_{0}\right)$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |  |
| $\boldsymbol{a}_{1}$ | $b_{1}$ | $c_{1}$ | $P\left(A=a_{1}\right)$ | $P\left(B=b_{1}\right)$ | $P\left(C=c_{1}\right)$ | $\psi_{A B}\left(A=a_{1}, B=b_{1}\right)$ | $\psi_{B C}\left(B=b_{1}, C=c_{1}\right)$ | $\tilde{P}\left(A=a_{1}, B=b_{1}, C=c_{1}\right)$ |
| Table 5:1 Unnormalized joint probability distribution table over the MRF and the FG in Figure 5:1. |  |  |  |  |  |  |  |  |

Each row in Table 5:1 accounts for a different combination of the three binary RVs, for which the discrete unnormalized joint probability is computed by multiplying each column in the same row. Normalization consists in dividing every element of the $\widetilde{\boldsymbol{P}}(\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{C})$ column by $Z$, i.e. the sum over the whole column.

Generally, building this table is prohibitive because of its computational cost, which is exponential in the number of RVs.

As previously mentioned, probabilistic inference consists in manipulating the joint probability distribution for achieving two different tasks: marginals computation and MAP estimation. The former aims to compute the probability of a specific variable, for example A, to be in a particular state, $P\left(A=a_{0}\right)$ given all the observations:

$$
\mathrm{P}\left(\mathrm{~A}=\mathrm{a}_{0}\right)=\sum_{B, C} \mathrm{P}\left(\mathrm{~A}=\mathrm{a}_{0}, \mathrm{~B}, \mathrm{C}\right)
$$

Equation 5:2 - Marginal computation by marginalization out of unobserved variables.
This operation is called marginalization out of the unobserved variables, i.e. $B$ and $C$, and referring to Table 5:1, it consists in summing up together the discrete joint probabilities for all the rows accounting for $A=a_{0}$.

MAP estimation, instead, consists in finding the most likely sequence of states for the RVs that maximizes the joint probability distribution given all the evidences:

$$
\left(\mathrm{a}^{*}, \mathrm{~b}^{*}, \mathrm{c}^{*}\right)=\arg \max _{\mathrm{A}, \mathrm{~B}, \mathrm{C}} P(A, B, C)
$$

Equation 5:3-MAP estimation by maximization.
Both operations performed over a joint probability distribution table, are schematized in Figure 5:2.


Figure 5:2. Graphical example of probabilistic inference.

Despite its banality, this analysis unveils a key point that has been often underestimated and that results to be fundamental for performing exact inference: for both tasks of probabilistic inference, a complete knowledge about the overall graphical model (parameters, RVs and structure) is essential.

### 5.1.2 Belief Propagation

The joint probability distribution in Equation 5:1 can be expressed in a factored form schematized by the FG in Figure 5:1c:

$$
P(A, B, C)=f_{A B}(A, B) \cdot f_{B C}(B, C)
$$

## Equation 5:4 - Factor form for the joint probability distribution in Equation 5:1.

This suggests that the marginals computation Equation 5:2 and MAP estimation Equation 5:3 could be easily understood as a sum of products and as a max of products, respectively. Therefore, instead of computing inference by exhaustive enumeration, more efficient and interesting concurrent algorithms based on local message passing have been commonly exploited, according to the Generalized Distributive Law (GDL).

In particular, the sum-product algorithm, referred to as "belief update", provides an efficient local message passing procedure to compute the marginal functions simultaneously. At each iteration, every node computes outgoing messages and propagates them along the edges of the corresponding graphical model. Convergence is reached when for each node, input messages do not change anymore. At this point, the marginal belief is computed locally by multiplying among all the received messages. For the factor graphs encountered hereafter, these messages take two forms:

$$
X \rightarrow f_{X Y}=\prod_{f_{X Y}^{\prime} \in \mathcal{M}(X) \backslash \bigvee_{X Y}} f_{X Y}^{\prime} \rightarrow X
$$

Equation 5:5 - Message passing from RVs to factors.

$$
f_{X Y} \rightarrow X=\sum_{Y}\left[f_{X Y}(X, Y) \cdot Y \rightarrow f_{X Y}\right]
$$

Equation 5:6 - Message passing from factors to RVs.
where X and Y are generic RV s, $f_{X Y}$ is a generic factor with scope $\{\mathrm{X}, \mathrm{Y}\}$ and $\mathcal{M}(X)$ is the set of factors sending a message to X .
Similarly, the max-product, also known as "belief revision" can be derived from the sum-product by substituting the sum with the max operation. Therefore, Equation 5:6 modifies in:

$$
f_{X Y} \rightarrow X=\max _{Y}\left[f_{X Y}(X, Y) \cdot Y \rightarrow f_{X Y}\right]
$$

Equation 5:7-Message passing from factors to RVs.
Applying BP on singly connected graphs like the FG in Figure $5: 1 \mathrm{c}$ is guaranteed to result with exact inference. In contrast, forcing BP on a cyclic graph will perform approximate inference, i.e. belief update results with generally wrong values, sometime completely discordant with the exact ones and generally belief revision does not converge. However, if it converges, it generally results with correct values [Weiss and Freeman 2001].

In next Subsection, we understand why BP is performing exact inference on singly connected graphs. Then, we examine what is causing Loopy BP to result with approximate inference on a single loop graph.

### 5.1.3 Singly connected graph example

Consider the FG in Figure 5:1c. We perform belief update by applying iteratively Equation 5:5 and Equation 5:6 for marginals computation. The resulting message passing dynamics are those shown in Figure 5:3. For convenience, at each iteration a complete set of $X \rightarrow f_{X Y}$ and $f_{X Y} \rightarrow Y$ messages is computed in order to directly move from X to Y , without loss of generality. Furthermore, the prior on the belief for each RV s is noted with the capital letter corresponding to the RV s, rather than using $P(\cdot)$.


Figure 5:3. Exact marginals computation over a singly connected graph.
Convergence is reached in two iterations because for each node no input message is changing after that. This is due to the leaf nodes A and C, which transmit always the same message.

At this point, every RV node can compute its marginal by multiplying all incoming messages by its own prior belief. For instance, node A computes $P\left(A=a_{0}\right)$ as follows:

$$
\mathrm{P}_{\mathrm{i}+1}\left(\mathrm{~A}=\mathrm{a}_{0}\right)=\mathrm{P}_{\mathrm{i}}\left(\mathrm{~A}=\mathrm{a}_{0}\right) \cdot \sum_{B}\left(\mathrm{P}_{\mathrm{i}}(\mathrm{~B}) \Psi_{\mathrm{AB}}\left(\mathrm{~A}=\mathrm{a}_{0}, \mathrm{~B}\right) \cdot \sum_{C} \mathrm{P}_{\mathrm{i}}(\mathrm{C}) \Psi_{\mathrm{BC}}(\mathrm{~B}, \mathrm{C})\right)
$$

Equation 5:8-Marginal computation at the node A.
Expanding, Equation 5:8 becomes the sum of the discrete joint probabilities for all the rows in Table 5:1 that account for $A=a_{0}$ and so, yields Equation 5:2.

### 5.1.4 Matrix equivalent messages computation

A matrix equivalent computation for the messages is provided in Figure 5:4 and it is adopted hereafter. In particular, each RV node encodes its prior on the belief in a diagonal matrix and each potential function, $\psi_{X Y}$, is represented by a square matrix, generally referred as "transition matrix". For the binary case, they result to be:

$$
X=\left[\begin{array}{cc}
P\left(x_{0}\right) & 0 \\
0 & P\left(x_{1}\right)
\end{array}\right] ; \psi_{X Y}=\left[\begin{array}{cc}
\psi\left(x_{0}, y_{0}\right) & \psi\left(x_{1}, y_{0}\right) \\
\psi\left(x_{0}, y_{1}\right) & \psi\left(x_{1}, y_{1}\right)
\end{array}\right]
$$

Equation 5:9 - Matrix representation message passing.

A message traversing a node is combined with the node's own information by a matrix multiplication where the incoming message appears on the left side. For example the message going from $A$ to $B$ passing through $f_{A B}$ in Figure 5:4, results to be $A \psi_{A B}$. Vice versa, the message going from $B$ to $A$ has to be multiplied by the transpose of $\psi_{A B}$, and so it results to be $B \psi_{A B}^{T}$. As visual convention adopted hereafter, each line in the message passing represents a further iteration with the following convention: the closer to the arrow, the less recent the message.


Figure 5:4. Matrix equivalent exact marginals computation.

Computing the marginals or the MAP estimate on each RV node, translates into an element-wise multiplication (Hadamard product, " $\circ$ ") among all incoming messages for the node in order to combine them consistently. For instance, node B computes its marginal by means of Equation 5:10.

$$
\mathrm{P}\left(\mathrm{~B}=\mathrm{b}_{0}\right)=\sum_{i, 1}\left[\left(\mathrm{~A} \psi_{\mathrm{AB}} \circ \mathrm{C} \psi_{\mathrm{BC}}^{\mathrm{T}}\right) B\right]
$$

Equation 5:10 - Marginal computation at the node B.
where $i$ is the row index and the column related to $b_{0}$ is selected by the constant " 1 ". For node A , Equation $5: 8$ simply becomes Equation 5:11, because only a single message is received.

$$
\mathrm{P}\left(\mathrm{~A}=\mathrm{a}_{0}\right)=\sum_{i, 1}\left[\left(\mathrm{C} \psi_{\mathrm{BC}}^{\mathrm{T}} \mathrm{~B} \psi_{\mathrm{AB}}^{\mathrm{T}}\right) A\right]
$$

Equation 5:11 - Marginal computation at the node A.

### 5.1.5 Criteria for exact inference

Some key criteria could be defined from the observation of the previous generally valid example in order to guarantee exact inference.

Criterion 1: Each node needs to receive all other nodes' messages in order to have a complete global vision. In fact, even if the computation and messages are local, the information needed for performing exact inference has to come from everywhere in the graph.

Criterion 2: The consistency of the messages is enforced by the graph structure. In fact, referring to Figure 5:4, the message sent by the RV C, is enriched by newer consistent information by passing through $f_{B C}, \mathrm{~B}$ and finally $f_{A B}$. In other words, expanding Equation $5: 8$ is resulting with the right combinations for computing exact inference because messages consistently propagated through the graph structure.

Criterion 3: No "double counting" [Pearl 1988] is allowed. Criterion 1 is a necessary but not sufficient condition to perform exact inference. In fact, in cyclic graphs nodes can receive the same message multiple times. Exact inference requires reconstructing the correct joint probability distribution table and "double counting" translates into errors.

Criterion 4: The imposition of carefully-selected initial conditions is necessary to block oscillations and to reach convergence. Oscillations arise when in some particularly regular cyclic graph Criterion 3 is not respected and each node periodically receives the same messages. With a proper choice of initial conditions, it is possible to schedule the messages arrival in order to avoid "double counting". In singly connected graphs, leaf nodes are always sending the same message by construction, and so convergence is guaranteed.

In the following Sections, we analyze Loopy BP performing approximate inference on cyclic graphs. Thus, we identify which one/s of the previous necessary criteria has/have been violated. Then we enforce all the criteria to fix the problem.

### 5.1.6 Single loop graph

Single loop graphs, in Figure 5:5 and Figure 5:6, are of particular theoretic interest because they are very similar to singly connected graphs but for a "closing" edge. However, this edge is responsible for the Criterion 4 to be violated. In fact, there are no leaf nodes that block oscillations. Indeed, Criterion 3 is violated, too.

Here we distinguish between single loop graphs according to $N$ (the number of RVs they have), because this determines the opportune initial conditions required to enforce Criterion 4 and Criterion 3.

### 5.1.6.1 Even number of RVs

Consider the FG in Figure 5:5a with $N=4$. After just two iterations, both Criterion 3 and Criterion 4 are violated as mentioned before. In fact, each node receives the message of its diagonal opposite twice. However, Criterion 1 is satisfied very quickly because of the
increased redundancy due to the loop. This observation is interesting, because it foments the intuition that if well managed, this redundancy can enhance the performance of BP to such an extent to prefer loopy graphs to singly connected ones, depending on $N$.


Figure 5:5. Exact inference on a single loop graph ( $N=4$ ).

A solution that satisfies Criterion 3 and Criterion 4, could be to choose as initial condition for each node, only one of the two edges to send their prior on the belief. However, as shown in Figure 5:5b, Criterion 1 is not satisfied with the convention chosen for iterations. In fact, every node is missing the message sent by one of the nonadjacent edges. Furthermore, if a third iteration is performed, again Criterion 3 will be violated.

Figure 5:5c shows the chosen solution that satisfies all the criteria. The initial condition for each RV node is to send its belief to one edge and a unitary message, i.e. the identity matrix, to the other. In this way, the factor's message is taken into account and propagates in the graph.

Figure 5:5d reports the simulation results where Loopy BP (LBP), Tree-ReParametrization BP (TRWBP) and our approach referred as Correct LBP are compared to the exact inference performed by exhaustive enumeration. In particular, the absolute error is computed
and shown. Our approach performs exact inference. This holds even for ternary RVs, Figure 5:5e. In this case, however, TRWBP does not converge and so it is assigned with an arbitrary large error value for a better visualization.

This solution turns out to be valid for general single loop graphs with even N. Convergence is, then, reached in N/2 iterations.

### 5.1.6.2 Odd number of RVs

Consider the FG in Figure 5:6a. After the first iteration, Criterion 1 is not satisfied because each RVs node is missing the message of the nonadjacent edge. However, further iterations will violate Criterion 3.


Figure 5:6. Exact inference on a single loop graph $(\mathrm{N}=3)$.
Therefore, as in the previous case, some specific initial conditions have to be adopted. In fact, Figure 5:6b shows a solution that satisfies all the criteria for exact inference, but requires an extra iteration. In practice, at the first iteration each node sends the identity message to one of its edges, while transmits nothing on the other.

Figure 5:6c reports the simulation results where our approach performed exact inference. As before, this remains valid also for ternary RVs, Figure 5:6d.

This solution is valid for general single loop graphs with odd $N$. Convergence is again reached in 〔N/2† iterations.

### 5.1.7 Toy turbo codes

In [Weiss 1997], a toy Turbo Codes structure was analyzed as an example of "balanced" network, i.e. a quasi-regular graph where oscillations are periodic due to an "equal double counting" for all nodes.

We perform our analysis on messages dynamics in the matrix formulation, Figure 5:7.


Figure 5:7. Toy Turbo Codes example.
The same initial conditions adopted for single loop graphs with even $N$ result sufficient to satisfy all the criteria for exact inference, but Criterion 2.

In fact, in this example nodes A and E consist of three edges and so they are responsible for consistently combining incoming messages to produce the outgoing message without any loss of information. As shown in Figure $5: 7$, this has been done by applying the same mechanism exploited in Equation 5:10 for marginals computation, i.e. the element-wise product. However, for the message propagation task, this approach does not work because intermediate combinations of the incoming messages are suppressed. Thus, there is some information loss that is violating Criterion 1, as Criterion 2 is not satisfied.


Figure 5:8. Consistent messages propagation on node E.
In order to better understand the problem, Figure $5: 8$ shows how the message from E to D is consistently computed by conventional message passing formulas, i.e. Equation $5: 5$ and Equation $5: 6$ for marginals computations. In this case, incoming messages from nodes B and C are consistently combined and no violations for the Criterion 2 are encountered. In fact, by expanding the resulting formula for the output message, all possible combinations are taken into consideration. In particular, intermediate combinations like $\psi_{B E}\left(B=b_{0}, E\right) \cdot\left[P\left(C=c_{1}\right) \psi_{C E}\left(C=c_{1}, E\right)\right]$ or $\psi_{B E}\left(B=b_{1}, E\right) \cdot\left[P\left(C=c_{0}\right) \psi_{C E}\left(C=c_{0}, E\right)\right]$ are not suppressed, resulting with exact inference.

To overcome this problem, and so, to make matrix formulation consistent according to Criterion 2, the combination of incoming messages is explicitly enforced. In particular, incoming messages are replicated twice and are sorted according the desired combinations to be obtained. At this point, the element-wise product is consistently performed. Of course, this requires the number of rows of the outputting message matrix to be doubled, but it does not compromise any further computation.


Figure 5:9. Simulation results for the toy Turbo Codes.
Simulation results are shown in Figure 5:9, where our approach performed exact inference.

### 5.1.8 Generalization

In our current work, we are applying the findings we have derived so far to arbitrary cyclic graphs. In fact, whether the criteria for exact inference apply in the generality of cases, how to select the initial conditions that satisfy those criteria still is an open question. Thus, this Section is intended to provide a practical and easy methodology to solve this problem after some general considerations on convergence and management of redundancy.

### 5.1.8.1 Management of redundancy

According to the redundancy considerations, arbitrary cyclic graphs can be classified as being somewhere between single loop graphs and fully connected ones. Furthermore, arbitrary cyclic graphs could present some singly connected paths. This categorization allows us to define some bounds for the convergence of Loopy BP by performing exact inference.

|  | \# of nodes | \# of edges | \# of iter. for convergence |
| :---: | :---: | :---: | :---: |
| Singly connected | $N$ | $N-1$ | Diameter of the graph |
| Single loop | $N$ | $N$ | $\lceil N / 2\rceil$ |
| Fully connected | $N$ | $\sum_{i=1}^{N-1} i$ | 2 |

Table 5:2 Comparison among three main graph typologies.
Singly connected graphs are acyclic and are guaranteed to lead to exact inference, because they do not have to face redundancy. Their convergence is achieved in a number of iterations equal to the diameter of the graph [Mackay 2003]. In single loop graphs by managing the redundancy, convergence is achieved in $\lceil N / 2\rceil$ iterations, with $N$ nodes. In fully connected graphs every node is directly connected with all the others. This represents the highest redundancy and set a lower bound for the minimum number of iterations needed to achieve convergence under opportune initial conditions, that is always 2 . Table 5:2 summarizes this analysis and validates our thesis, i.e. redundancy actually boosts convergence.

### 5.1.8.2 Tree-ReParameterization

Tree-ReParametrization (TRW) proposed in [Wainwright et al. 2003], defined a valid technique for improving convergence while performing approximate inference in arbitrary cyclic graphs. Further improvements related to the sequentiality [Kolmogorov 2006] rather than the particularity [Meltzer et al. 2009] of the scheduling for the tree updates, could be shown to be derived from the satisfaction of the criteria stated in the present work.

Anyway, TRW could not be used to perform exact inference over arbitrary cyclic graphs. In fact, as argued in [Wainwright et al. 2003], "if the graph is cycle free, then there exists a unique reparameterization specified by exact marginal distributions over cliques. For a graph with cycles, on the other hand, exact factorizations exposing these marginals do not generally exist." In other words, by enforcing Criterion 1 to be valid, each node of the arbitrary cyclic graph has to have a complete global vision of the whole graph. This is not the case if the exact inference is performed over a number of spanning acyclic graphs with limited vision. Further- more, Criterion 3 imposes not to have "double counting". Thus, for each node of the arbitrary cyclic graph the resulting inference value has to be computed by a convenient combination of the exact inference values obtained from the spanning acyclic graphs involving that node.

### 5.1.8.3 Consistent initial conditions

The single loop graphs and the toy Turbo Codes examples previously analyzed, successfully presented a practical way of performing exact inference over particularly regular cyclic graphs. In other words, it is sufficient to define the opportune initial conditions for the message passing together with the right number of iterations. This applies in general, but for particularly complex topologies of graphs some complementary ad-hoc solutions may have to be designed. For example, in [Weiss 1997] a graph consisting of both a single loop and a tree has been studied. In this case, exact inference could be firstly performed over the tree, so that after convergence, the tree collapses into the node connecting it to the single loop. Then, exact inference is performed on the single loop by exploiting the initial conditions previously presented. The reverse is also required in order to ensure all nodes to converge to exact inference. By enforcing all the criteria proposed in the present work, exact inference is guaranteed to be computed for the overall starting cyclic graph.

An automatic methodology to define the opportune initial conditions and to discern between regular or ad-hoc solutions is therefore necessary. At this regard, we reassess the adjacency matrix ${ }^{15}$ by providing it with new interpretations for rows and columns. In particular, for each RV node, its relative row accounts for all its incoming messages while its column for all its outgoing messages, Figure 5:10a. Then, we employ successive instances of this revisited adjacency matrix as an inversely evolving map of the message passing in the whole graph. Figure $5: 10 \mathrm{~b}$ shows the working principles together with the populating rules for the next iteration instance. In particular, the position BA of the instance at iteration $i$ contains the outgoing message of the node A received by B. In order to track back this message we need to deprive it from the information added by $A$ and to identify the node who sent this message to A. Therefore, this message has to be opportunely placed in the row relative to A into the instance at iteration $i+1$, in a column not related to $B$.


Figure 5:10. Inversely evolving map for message passing.

As a practical example, we derive the opportune initial conditions used in the single loop graph with $N=3$ case.

Figure 5:11a shows the instance at iteration $i=1$ that directly covers the joint probability distribution table. In fact, the product of all the elements for each row is proportional to $\tilde{P}(A, B, C)$. This represents the convergence state.


Figure 5:11. Initial conditions derivation example.
The instance at iteration $i=2$ is populated by applying the rules previously exposed. This instance turns out to contain all elementary messages such as "nothing sent" 0 ; the identity message $\psi_{X Y}$ or the complete message $X \psi_{X Y}$. Therefore the starting state is achieved and so are the initial conditions, i.e. each node sends the identity message to one of its edges, while transmits nothing on the other.

### 5.1.8.4 Limits and observations

The approach so far proposed allows to consistently detect the opportune initial conditions for arbitrary cyclic graphs. The starting state is reached in a number of iterations equal to the one required for the Loopy BP to converge by performing exact inference.

[^11]Furthermore, elements in the starting state instance could be conveniently swapped with respect to the diagonal for providing each node with the same common rules.

Nevertheless, some collisions or contradictions could appear when populating the next iteration instance. One reason is related to the instance at the convergence state, i.e. iteration $i=1$. Thus, it has to be reformulated by redistributing the messages from the joint probability distribution table in a different way. For particularly regular graphs, some rules could be derived for automatizing this procedure and preventing collisions. Anyhow, exhaustive tries until no collisions are accounted, is commonly valid.

If collisions could not be eradicated, the graph structure is particularly complex and so some ad-hoc solutions have to be figured out in order to satisfy all the criteria for exact inference.

### 5.1.9 Discussion

We analyzed BP performing exact inference over singly connected graphs and we extracted some generally valid criteria to allow Loopy BP to perform exact inference over arbitrary cyclic graphs. In order to enforce those criteria to be satisfied, opportune initial conditions have to be respected for message passing. A practical tool to choose these initial conditions is proposed by reconsidering the adjacency matrix as an inversely evolving map of the message passing, going from the convergence state back to the starting one.

Therefore exploiting these findings for real-world applications is expected to positively influence the popularity of BP algorithms. Furthermore, by performing exact inference over arbitrary cyclic graphs, convergence is guaranteed and so, Loopy BP would be chosen over Sequential Tree-ReParametrization algorithm for particularly time-demanding applications. In fact, as previously discussed the management of redundancy is actually boosting convergence, as shown in Table 5:3 where the number of iterations for Loopy BP, Tree-ReParametrization and Correct Loopy BP are compared for each example accounted in the present work. This is of paramount importance for practical hardware implementations, where a relaxed timing constraint could be translated into enhanced performances or improved energy-efficiency trade-off.

|  | Loopy BP | TRW | Correct Loopy BP |
| :---: | :---: | :---: | :---: |
| Singly connected (N=3) | 2 | 2 | 2 |
| Single loop (N=4) | 13 | 16 | 2 |
| Single loop (N=3) | 10 | 20 | 2 |
| Toy turbo codes | 16 | 21 | 2 |

Table 5:3 Number of iterations for achieving convergence.
Furthermore, in [Farinelli et al. 2008] the generic problem of maximizing social welfare within a group of interacting agents in a MAS with decentralized coordination, is solved by message passing over a cyclic bipartite factor graph. Therefore our findings can be practically applied to improve convergence by performing exact inference. However, the paramount interest in decentralizing the coordination task is to make the system more reliable to failures and to allow it to dynamically scale as the number of agent varies. This implies, a dynamical definition of the opportune initial conditions, which highlights the limitations of the proposed approach by inversely evolving map. Therefore, future work could focus on improving this tool in order to prevent collisions in particularly regular cyclic graph topologies and to provide a better understanding of when and how to apply ad-hoc solutions.

### 5.2 Improving EM through inference

The Expectation-Maximization (EM) algorithm, introduced in Section 2.1.2, consists of two steps. The M-step computes the Maximum Likelihood Estimate (MLE) of the model parameters, while the E-step defines the degree of correlation between the data and the model behind the learnt parameters. The EM is proven to always increase the learning accuracy [Barber 2011], but it is guaranteed to converge to a local maximum of the likelihood, not to the global one [Rabiner 1989].

In [Roche 2011], several EM variants are presented to solve standard EM convergence problems. They are grouped in two categories, namely deterministic and stochastic EM variants. Deterministic variants attempt at speeding up the EM algorithm, either by simplifying computations or by directly increasing the convergence rate. Conversely, stochastic variants are more concerned with other limitations such as computing an integral that may not be tractable in some situations. By replacing tedious computations with stochastic simulations, the modified algorithm presents a lesser tendency to getting trapped in local maxima, yielding enhanced global convergence properties.

Our approach to improve the EM convergence and overall performance consists in providing the E-step with some mechanisms of inference propagation in order to get information from the whole dataset in a balanced manner. In fact, with such a comprehensive view, we aim at escaping local solutions and reaching more quickly and directly the right global one. Furthermore, distributed datasets can be locally elaborated and at the same time contribute to the system-level global solution, therefore allowing for a spatially distributed EM algorithm.

For the coin-tossing experiment in Section 2.1, the E-step evaluates $p(\boldsymbol{Z} \mid \boldsymbol{X}, \boldsymbol{\theta})$ and completes the information set with the identity of the coin that generated the observations. This probability can be computed through exact inference on the Bayesian Network in Figure 2:1 through Belief Propagation (BP) mechanisms because of its tree shape. We refer to this approach as Belief Propagation Expectation-Maximization (BPEM).



Figure 5:12. Comparison between EM and BPEM on the coin-tossing experiment.
We compared the EM and the BPEM on the coin-tossing experiment for estimating the biases $\boldsymbol{\theta}=\left\{\theta_{A}=0.22 ; \theta_{B}=0.55\right\}$ of two unfair coins, $A$ and $B$, by analyzing 5 sets of 10 tosses each. Each set generated by a coin randomly chosen.

Results are stunning as shown in Figure 5:12: the BPEM improves the EM convergence and always results with more accurate estimates for the model parameters $\boldsymbol{\theta}$ than the standard EM does. Successively, we exacerbated the stop-learning criteria by choosing an increasingly small tolerance. In particular, both algorithms are iterated until the learnt parameters deviate for less than a permitted tolerance from exact values. Consequently, the number of iterations required for the EM algorithm to converge exploded at the maximum allowed, i.e. 5000, while the BPEM generally reached convergence after one or two iterations. We repeated the overall test several times on randomly defined datasets. In fact, in Figure 5:12Right the same astonishing results were found for a dataset consisting of 35 sets of 6 tosses each and model parameters $\boldsymbol{\theta}=\left\{\theta_{A}=0.6812 ; \theta_{B}=0.5417\right\}$.

### 5.2.1 Test benches

Test bench in Figure 5:13 compares the EM and the BPEM by evaluating their performance with a mark, according to the criteria summarized in Table 5:4 and Table 5:5. It automatizes the experimental setup definition to perform a big amount of tests and to come out with some statistics on the overall convergence.

| Coefficient for better performances |  |
| :--- | :--- |
| $\mathbf{1 . 0 0}$ | Both thetas are in the tolerance and both are more accurate than those of the <br> other approach. Also the \# of iterations is smaller. |
| $\mathbf{0 . 8 5}$ | Both thetas are in the tolerance and both are more than or as accurate as those <br> of the other approach. But the \# of iterations is not smaller. |
| $\mathbf{0 . 7 0}$ | Both thetas are in the tolerance and the \# of iterations is smaller, but either <br> only one theta or none is more accurate than that of the other approach. |
| $\mathbf{0 . 5 0}$ | Both thetas are in the tolerance, but the \# of iterations is not smaller and either <br> only one theta or none is more accurate than those of the other approach. |
| $\mathbf{0 . 3 0}$ | Only one theta is in the tolerance and it is more accurate than that of the other <br> approach. |


| $\mathbf{0 . 2 0}$ | Only one theta is in the tolerance. |
| :--- | :--- |
| $\mathbf{0 . 0 0}$ | No theta is in the demanded tolerance. |
| $\mathbf{0 . 0 0}$ | At least a theta is NaN and results diverged. |

Table 5:4 Summary for the coefficient for better performances.
The coefficient reported in Table 5:4 defines which one of the two approaches performs better and qualifies this "better". On the contrary, the coefficient in Table 5:5 relates the results to the permitted tolerance, thus it quantifies the "difficulty" of the test.

| Coefficient per tolerance bracket |  |
| :--- | :--- |
| $\mathbf{0 . 7}$ | Tolerance $=0.1$ |
| $\mathbf{1 . 0}$ | Tolerance $=0.05$ |
| $\mathbf{1 . 5}$ | Tolerance $=0.005$ |
| $\mathbf{2 . 0}$ | Tolerance $=0.0005$ |

Table 5:5 Summary for the coefficient per tolerance bracket


Figure 5:13. Block diagram of the test bench
(EM and BPEM are exhaustively compared on several tests. For each test, new model parameters are chosen and a new dataset is randomly generated accordingly. Furthermore, for each test several priors are employed to study the convergence property in function of initial conditions. For each prior, the two approaches are compared for each tolerance bracket listed in Table 5:5. Comparisons results are elaborated by the Comparisons Evaluation Block that marks each approach exclusively on converged solutions or on overall results. For each prior, marks are then collected in the log-file "Results.txt" and plotted on a graph. The Divergence Status Report takes trace of not converged solutions and records their possible causes.)

The outcome of the test bench in Figure 5:13 is a log file, similar to those in Figure 5:12 and some statistics on the results, shown in Figure 5:14. The highest mark that could be obtained in total is 5.2 , that is the sum of all the highest marks computed per each tolerance bracket by multiplying the value of the "coefficient for better performances" in Table 5:4, times the respective "coefficient per tolerance bracket" in Table 5:5. In Figure 5:14, normalized marks are shown for the ease of comparison.


Figure 5:14. Outcome of test bench 2.0: EM vs BPEM.
Figure 5:14, together with the reports in Figure 5:12, clearly shows the effects of our optimizations to the EM algorithm. In particular, in Figure 5:14, the BPEM exceeds the EM performance for each tolerance bracket up to a $40 \%$ of improvement in the whole parameter space. Nevertheless, these results are due to the fact the EM has a tendency to converge to a finite value, but incorrect or roughly
approximated. In fact, taking a look at the detailed reports, it is not uncommon that the EM will not terminate before the end of the maximum number of iterations, i.e. 5000, because it does not converge to the correct values. Conversely, the BPEM increases the convergence rate and the convergence towards the correct values.

### 5.2.2 MAPEM

Another very popular form of inference on PGM is the Loopy BP explored in Section 5.1. By the way, the problem of the coin-tossing experiment relies on a tree-shaped PGM and so the Loopy BP results into standard BP.

The Maximum A Posteriori (MAP) estimate can however substitute the BP. The MAP is closely related to Maximum Likelihood Estimate (MLE), but it employs an augmented optimization objective that incorporates a prior distribution over the quantity to estimate, as explained in Section 2.1. MAP estimation can therefore be seen as a regularization of MLE, because it avoids its overfitting problems.

For what concerns inference, the MAP may result with a not unique solution, but it can be applied in more general cases and is more widely supported by the theory than BP, which is however "less fragile"; more confident in its solutions and more suitable for decision-making support.


Figure 5:15. Outcome of test bench: EM vs MAPEM.
We derive and test the Maximum A Posteriori Expectation-Maximization (MAPEM). PGM theory ensures that is possible to derive the MAP formulation on the BN of Figure 2:1. The only difference with respect to BP is that summations are not used anymore, but are replaced with the maximum conditional probability value. Furthermore, the joint distribution is computed into the log-domain. In this way, products become summations and calculations results easier. The ease in deriving the MAPEM approach makes of it a possible alternative to BPEM for a simpler HW implementation.


Figure 5:16. Outcome of test bench 2.0: BPEM vs MAPEM.

The same test bench as in the previous Subsection, has been used for evaluating the performances of MAPEM with respect to both EM and BPEM as respectively shown in Figure $5: 15$ and Figure $5: 16$. Results are again surprisingly excellent. The MAPEM performs better than the EM in terms of final results and convergence rate as it was for the BPEM. However, in comparison with this latter, both accuracy and convergence are exactly the same. This is due to the fact that we are performing exact inference on the same treeshaped graph for both approaches and therefore we get the same results. This can be seen as a counter-check of validity of our analysis.

### 5.3 Sampling Modulation

The advancement in low-power embedded technologies is having a pronounced impact on the fields of medical diagnosis and rehabilitation. For the emerging wearable and implantable medical systems to be of practical value however, it is essential that information can be reliably extracted over extended periods of time [Ramgopal et al. 2014]. Body biopotentials are among the most valued biomarkers exploited in today's wearable devices. To turn the raw data into useful information, many feature extraction techniques are applied both in time and frequency domain, ranging from simple filtering to complex transforms [Tzallas et al. 2009]. One of the prominent examples of such, are feature extraction techniques used on Electroencephalogram (EEG) signals [Sanei and Chambers 2007]. EEG results from the non-stationary processes that occur during neurons activation, and is composed from the superposition of local current flows produced during synaptic excitations. The observable frequency spectrum stays within five frequency bands named delta ( $0.5-4 \mathrm{~Hz}$ ), theta ( $4-8 \mathrm{~Hz}$ ), alpha ( $8-13 \mathrm{~Hz}$ ), beta ( $13-22 \mathrm{~Hz}$ ) and gamma ( $30-40 \mathrm{~Hz}$ ). In these, the detection of amplitude and frequency changes is of prime interest, especially to recognize the occurrence of certain phenomena, such as seizure. The simple calculation of the signal energy is not sufficient to detect variation in frequency and amplitude, as it superimposes information from all bands. Hence, the most used techniques are the frequency and time-frequency analyses, with the Discrete Wavelet Transform (DWT) being one of the most effective and representing the state-of-the-art solution.

The calculation of energy of the DWT Detail Coefficients gives quantitative information on the frequency content of the EEG subbands. This information can then be used, for instance, to train a supervised classification algorithm, such as Support Vector Machine (SVM) or Artificial Neural Network (ANN) that deals with the variability and the high noise contents of the incoming signals. These approaches and their implementations have been demonstrated to yield good performance in terms of recognition accuracy [Panda et al. 2010; Nunes et al. 2014]. Nevertheless, the DWT is inherently complex, and its computational cost puts a burden on the energystarved wearable sensor systems.

We propose a substantially simpler time-frequency information extraction technique for biosignal processing called Sampling Modulation (SM). It extracts information on variations of amplitude and frequency of the EEG signal in the time domain using a footprint of finite differences after signal windowing. The algorithm is verified by comparing it with DWT in a typical seizure detection application [Liu et al. 2012]. The two approaches are compared with respect to accuracy, sensitivity, specificity, energy efficiency and performance after implementation on FPGA platform.

### 5.3.1 Feature extraction techniques

The analysis of biomedical signals such as ExG, i.e. EEG, Electromyography (EMG) and Electrocardiogram (ECG), requires preprocessing to detect and evaluate an event occurrence in time, triggered by a signal change in frequency, amplitude and/or phase.

Therefore, there has been a growing interest in time-frequency decomposition tools like the DWT. The Wavelet Transform provides a time-frequency representation of a non-stationary signal, giving information on the frequency content of a signal in the time domain. This is done through a filter bank that processes the input signal by decomposing it in high and low frequency components. For a DWT decomposition of level $n$, the coefficients of the LPFs are named Detail Coefficients $\left(D_{n}\right)$ while the coefficients of the HPFs are named Approximation Coefficients $\left(A_{n}\right)$. The Detail Coefficients of the DWT decomposition return the information on the energy content of the given signal.


Figure 5:17. Sampling Modulation working principle.
(Two time-invariant signals $x_{1}(t)$ and $x_{2}(t)$ are sub-sampled with a sampling frequency $f_{s_{N y q}}<f_{s}<\hat{f}_{s}$. In the image on the left, the basic principle behind SM is illustrated. The difference of two consecutive samples is computed for each $f_{s}$. In the image on the right, the resulting representation (unique signature) in the frequency domain for the two signals that are easily separable in the "Meaningful zone" where they show a monotonically decreasing behavior. Finally, by assuming $x_{2}(t)$ to be time-variant, both possible amplitude and frequency variations in time are indicated through the green arrows.)

The idea behind Sampling Modulation (SM) is to discern and highlight all kinds of time-variant changes in the analyzed signals by modulating the sampling frequency. In particular, SM provides the signal with a unique signature (representation) in the frequency domain, i.e. the signal amplitude, frequency and phase characteristics are summarizes in a single feature that preserves time-variant information. To illustrate the concept, let us first consider two time-invariant signals $x_{1}(t)$ and $x_{2}(t)$ with different amplitude $A_{x_{1}} \neq$ $A_{x_{2}}$ and frequency $f_{x_{1}} \neq f_{x_{2}}$ that are sampled at the same sampling frequency $\hat{f}_{s} \gg f_{s_{N y q}}$, where $f_{s_{N y q}}=2 \max \left\{f_{x_{1}}, f_{x_{2}}\right\}$, so as to satisfy the Nyquist-Shannon sampling theorem. SM is able to decisively separate the two signals, as shown in Figure 5:17.

The basic principle of SM is to subsample the signal by modulating the sampling frequency $f_{S}$ in the $\left[f_{s_{N y q}}, \hat{f}_{S}\right]$ range and to compute the difference, in absolute value, of two consecutive samples. To discern between the two signals, it is essential that the analysis is performed in the zone referred to as "Meaningful zone" in Figure 5:17. In fact, for sampling frequencies close to $f_{s_{N y q}}$, consecutive samples are generally too different to show a coherent meaningful behavior, while for high sampling frequencies, they are too close to show significant differences. Therefore, there will always be a sampling frequency $f_{x}^{*}$ such that for higher sampling frequencies the difference between two consecutive samples assumes, in absolute value, a decreasing monotonic behavior.

Mathematically, the SM could be studied with the finite differences forward formula Equation 5:12, where $x(t)$ is the signal and $f_{s}$ the sampling frequency.

$$
\left|\Delta_{1 / f_{s}}\right|[x](t)=\left|x\left(t+1 / f_{s}\right)-x(t)\right|
$$

Equation 5:12 - Finite differences forward formula.

$$
\lim _{f_{s} \rightarrow \infty}\left|\Delta_{1 / f_{s}}\right|[x](t)=\lim _{1 / f_{s} \rightarrow 0}\left|x\left(t+1 / f_{s}\right)-x(t)\right|=0
$$

Equation 5:13 - Proof of asymptotic convergence to zero.
The asymptotic convergence to zero is trivially proved by the limit in Equation 5:13, while the extrema for $x(t)$ are computed with Equation 5:14, where $f$ is the signal frequency; $\phi$ the signal phase and $n \in \mathbb{N}$ allows for choosing the last extremum such that a monotonic convergence to zero is ensured.

$$
f_{x}^{*}=\frac{2 \pi f}{[(2 n+1) \pi] / 2-2 \pi f t-\phi}
$$

Equation 5:14 - Extrema for $x(t)$.

By relaxing the time-invariance assumption, time-variant changes in the analyzed signal amplitude and frequency be-come independent and easily recognizable, as they results respectively in a vertical and a horizontal translation, as shown for the signal $x_{2}(t)$ in Figure 5:17.


Figure 5:18 Time-variant signals analysis.
(MatLab simulation for the SM applied on two time-variant signals $x_{1}(t)$ and $x_{2}(t)$. Only phase variations are allowed in time, but they can be confused with both small amplitude and frequency variations because they involve signal translation in both vertical and horizontal directions. In fact, a family of curves is generated around the time-invariant curves plotted in Fig. 2. Anyhow the two signals are still easily separable, especially in the "Meaningful zone".)

Time-variant phase changes however affect both directions and can be confused with both amplitude and frequency variation, as it is shown in Figure 5:18. Horizontal variations are explained with Equation 5:14 through the relations between phase and frequency, while vertical variations follow from Equation 5:12. Nevertheless, if we take into account the time-variant phase error according to $\phi(t)=\phi+\delta_{\phi}\left(f_{s}\right)$ then Equation 5:14 becomes Equation 5:15, where the error $\delta_{\phi}\left(f_{s}\right)$ is shown to be practically absorbed when computing the approximation error for the frequencies of interest, i.e. in the "Meaningful zone".

$$
f_{x}^{*}=\frac{2 \pi f}{[(2 n+1) \pi] / 2-2 \pi f t-\phi-\delta_{\phi}\left(f_{x}^{*}\right)}
$$

## Equation 5:15 - Extrema for $x(t)$ with rime-variant phase.

The two signals are however separated in the "Meaningful zone", therefore a binary classifier is able to easily learn to discern between them. Therefore, SM acts as a feature extraction engine, not just as a preprocessing. In fact, it does not require further elaborations to extract energy from detailed coefficients like in the case of the DWT.

### 5.3.2 Algorithm

The implementation of SM results in a simple and intuitive algorithm. It derives directly from the application of Equation 5:12 on consecutive windows of the analyzed signal, as shown in Algorithm 3. Therefore, time-variance is preserved like for a time-frequency transform, e.g. the DWT.

```
ALGORITHM 3. Sampling Modulation (SM)
load buffer b
compute positions in posList
for all w in windows do
    for all }\mp@subsup{p}{\mp@subsup{f}{s}{}}{}\mathrm{ in posList do
        |\mp@subsup{\Delta}{w,\mp@subsup{f}{s}{}}{}|=|b(1)-b(\mp@subsup{p}{\mp@subsup{f}{s}{}}{})|
    end for
end for
```

Figure 5:19 shows the computing principle for the EEG signal example where the window width is of 256 samples, i.e. equivalent to a typical 1 second of recording.


Figure 5:19 Schematic illustration of the basic principle behind Algorithm 1 implementing SM.
(For the EEG recording analysis, a buffer of 256 samples is loaded per each 1-second-width window of the EEG signal. SM is finally computed by performing successive subtractions between the reference sample in position 1 and consecutive samples at positions $p_{f_{s}}$ )

For each window, a buffer of samples is loaded and successive subtractions are performed between the reference sample and those identified by a position $p_{f_{s}}$ relative to the modulated sampling frequencies. However, for a real-world application, signals are sampled to a fixed sampling frequency $\hat{f}_{s}$ and therefore we dispose of a finite number of samples in discrete positions that cannot be referred by the continuous modulation of the sampling frequency, because of the quantization error due to the approximation to integer positions in Equation 5:16.

$$
p_{f_{s}}=\left\lfloor\hat{f}_{s} / f_{s}\right\rfloor
$$

Equation 5:16 - Position relative to the modulated sampling frequency.
Indeed, for $f_{s}$ in the range [103-170]Hz the sample $x(t+1 / 128)$ will be chosen because $p_{[103 ; 170]}=p_{128}$.
SM has the advantage of simplicity, compactness and a maximally parallel implementation. Thus, for each window the computing overhead is drastically reduced with respect to other transforms such as the DWT, as only a limited number of samples is taken into account.

### 5.3.3 Experimental results and FPGA implementation

SM is a powerful and very versatile tool for real-time feature extraction on time-variant signals such as the biomedical ones. We have tested its performance with respect to the DWT on EEG signals for seizure detection on the CHB-MIT database [Shoeb and Guttag 2010]. The Children's Hospital Boston - Massachusetts Institute of Technology (CHB-MIT) database consists of EEG recordings from 22 pediatric subjects with intractable seizures. All signals are sampled at 256 Hz with 16 -bit resolution according to the international 10-20 system of EEG electrode positions. Data are labeled in order to train a supervised Machine Learning (ML) classifier and to evaluate its outcomes during the testing phase.


Figure 5:20 Software testing setup for comparing SM vs. DWT.
(A biopotential (ExG) is divided into consecutive windows and it is presented to both the feature extraction engines, which results feed the binary SVM classifier. Classification results are collected and statistics such as classification accuracy, sensitivity and specificity are computed.)

The testing setup for the seizure detection application is described in Figure 5:20. We have employed SM and DWT as feature extraction engines for the EEG biomedical recordings. Their outcome has served as input for the binary SVM classifier with Gaussian kernel. Statistics on classification performance have been finally collected and are presented in Table 5:6 in terms of average classification accuracy, sensitivity and specificity among the overall database. These results are in line with the state-of-the-art of seizure detection application [Nunes et al. 2014]. In this test the objective of the classification has been simplified to discern between two classes, i.e. either seizure or normal activity. Therefore, the final testing accuracy for both SM and DWT features is artificially high. However, sensitivity values are not as good as the specificity ones, meaning that the onset of seizure is sometimes missed, causing False Negatives to occur. The same behavior has been confirmed through ROC analysis.

|  | Accuracy | Sensitivity | Specificity |
| :---: | :---: | :---: | :---: |
| DWT | $99.50 \%$ | 0.7883 | 0.9971 |
| SM | $99.68 \%$ | 0.8405 | 0.9978 |

Table 5:6 Final classification results for the testing setup in Figure 5:20.
The general result is that features extracted with SM are in average slightly better in overall classification performance than those extracted with DWT. Moreover, as shown in Figure 5:20, DWT requires a computational overhead to provide the energy of its Detailed Coefficients as a feature. In order to quantify this complexity overhead in terms of execution time, power and area consumption, we have synthesized and implemented both SM and DWT on a Xilinx Z-7020 FPGA platform.

Each EEG record is consequently stored in an external memory modeled as a single-port RAM. A Finite State Machine (FSM) controller is in charge of computing the reading/writing addresses from/to the memory and to orchestrate the whole data-flow in order to perform a correct signal windowing and processing. The Device Under Test (DUT) is either the SM or the DWT with the block for computing Detailed Coefficient energy, as shown in Figure 5:20. Outcomes are collected and presented to a MatLab script for the classification and the computation of final statistics.

|  | Area |  | Power | Execution Time | Energy/record |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | LUT | FF | $[\mathrm{mW}] @ 25 \mathrm{MHz}$ | $[\mathrm{msec}]$ | $[\mu \mathrm{J}]$ |
| DWT | 446 | 342 | 5 | 6.349 | 31.745 |
| SM | 136 | 107 | 1 | 0.154 | 0.154 |
| Improvement SM wrt DWT | 3 x | 5 x | 41 x | 206 x |  |

Table 5:7 FPGA implementation characteristics for both DWT and SM.
The implementation results are summarized in Table 5:7. As expected, SM requires less area than the DWT because of the further computational step for extracting DWT Detailed Coefficients energy. Therefore, the gain in area consumption is of 3 x . The execution time per complete EEG record, i.e. 1 hour in average, is reduced as well, with a favorable factor of 41x. There are two main reasons behind this result. Firstly, as just stated, SM doesn't need further elaboration for feature extraction, while DWT does. Secondly, SM does not require all the samples to be elaborated, rather the few at the significant positions defined by Equation 5:16. Power consumption reduction is on the order of $5 x$ and the estimated energy per record classification of SM is 154 nJ , i.e. 206x lower than DWT requires, thus making SM particularly suitable for applications with strict requirements on size, computational cost and power consumption such as implantable and wearable electronics.

### 5.4 Internships proposition and tutoring experience

During the present PhD thesis work, the author has been required to formulate and tutor three internships in the context of Machine Learning. In particular, the author was challenged in identifying three or more subjects related to the present PhD thesis work to be preparatory for the formation of three bachelor students and their introduction into the world of scientific research.

The proposed topics are detailed in the Subsections below.

### 5.4.1 Exact inference on arbitrary cyclic graphs

Message passing algorithms like Belief Propagation (BP) allow to perform a global task by elaborating local data in a distributed concurrent manner. They have been copiously employed for probabilistic inference over graphical models. However, they are guaranteed to result with exact inference only for singly connected graphs. For arbitrary cyclic graphs only approximate inference can be performed and the brute application of BP is referred as Loopy BP. Surprisingly, Loopy BP gives excellent results in practical applications, such as error correcting codes (Turbo Code), speech recognition, image understanding, stereo matching, photomontage, background segmentation, and de-noising in computer vision. However, Loopy BP is not guarantee to converge and a theoretical understanding of the algorithms behavior has yet to be achieved. Recently, the increasing interest in designing and building unconventional hardware has pushed the Electronics community to approach Artificial Intelligence and Statistics in order to exploit these techniques and tools. Therefore, a better understanding and control of the BP dynamics in an arbitrary network is of paramount interest for future innovative hardware implementations.

Following the preliminary studies in Section 5.1, the candidate was required to gain an overall and specific understanding of the subject; to report on existing solutions for exact inference and their limitations; to define a mathematical framework where to explain Loopy BP dynamics; to provide a network simulator tool (MatLab, C, Java, ...) and to estimate qualitatively its complexity.

### 5.4.2 Learning from Deep Learning: extracting invariant features.

Deep Learning (DL) has allowed Artificial Neural Networks (ANNs) to succeed in many image recognition and classification competitions where predictions should be unchanged, or invariant, under one or more transformations of the input variables. ANNs can learn the invariance, at least approximately if sufficiently large numbers of training patterns are available. However, thanks to DL the invariance property has been built into the structure of the ANNs allowing for even better performance. The problem is that DL requires huge computational resources and a huge memory to store the system parameters. Furthermore, its hardware acceleration is limited by the communication bottleneck with the memory.

Invariance can also be built into a separate preprocessing engine by extracting features that are invariant under the required transformations, so that DL could be replaced by a lighter and simpler Machine Learning algorithm. Therefore invariance principles inspired to DL could lead external Feature Extraction Engines (FEE) to fit into portable and wearable electronics with limited resources constraints

The candidate was required to gain an overall and specific understanding of the subject; report on existing solutions for feature extraction in cognitive applications; define invariance principles inspired to Deep Learning; provide a software-base prove-of-concept (MatLab, C, Java, ...) and estimate qualitatively its complexity.

A summary of the internship work and its outcomes is in Appendix 7.1.

### 5.4.3 The speaker diarization problem

Speaker diarization is the problem of segmenting an audio recording of a meeting into temporal segments corresponding to individual speakers. So, it is a combination of speaker segmentation and speaker clustering. The problem is rendered particularly difficult because the number of people participating in the meeting is not known a priori. One of the most popular methods is to use a Gaussian Mixture Model (GMM) to model each of the speakers, and assign the corresponding frames for each speaker with the help of a Hidden Markov Model (HMM). Other approaches rely on Bayesian nonparametric solutions, like Hierarchical Dirichlet Process Hidden Markov Model (HDP-HMM). Although these are very powerful statistical tools they tend to over-segment the audio data by creating redundant states and rapidly switching among them. Therefore they result with poor classification accuracy.

The candidate was required to gain an overall and specific understanding of the subject; report on existing solutions for the speaker diarization problem; define the input stream partitioning criteria (Window size, sampling rate, preprocessing) to increase final classification accuracy; provide a software-base prove-of-concept (MatLab, C, Java, ...) and estimate qualitatively its complexity.

A summary of the internship work and its outcomes is in Appendix 7.2
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## Chapter 6

## Conclusions and Future Works

In the present PhD thesis work we target two ambitious objectives: (i) approaching Neuro-Inspired computing with an Ultra-LowPower (ULP) prospective and (ii) simplifying and enhancing Machine Learning algorithms, so that to bring intelligent processing as close as possible to data sources and to popularize Machine Learning over strictly constrained electronics such as portable, wearable and implantable devices.

In other words, we aim at building a Neuro-Inspired ULP HW that closely meets the Hierarchical Temporal Memory (HTM) principles and theory introduced in Section 1.3.4. It has to be general purpose, capable of on-line learning, continuous inferring and predicting. It has to start without any knowledge on its inputs and the elaboration it has to perform, rather it learns everything from data and continuously adapts its internal representation of the external non-stationary world. Complexity and hierarchy have to be automatically and naturally incorporated by a top-down application-driven conscious and contentious design.

To attain these ambitious objectives, we formulate and develop the basic idea of exploiting the exceptional abilities of Bayesian Machine Learning (BML). In fact, the BML covers and manipulates inference, prediction, on-line learning and includes tools for sequential data analysis as required in the HTM theory. Yet the intimate working principles of the human brain are not completely known, but advanced BML algorithms like the Variational Bayesian Expectation-Maximization (VBEM) are able to learn the model structure on-the-fly, resembling the brain's ability to plastically shaping its structure. Figure 6:1 follows from Figure 1:5 and illustrates this concept.


Figure 6:1 Main idea behind this PhD thesis revised.
The principal takeaway of Figure 6:1, is that the Bayesian framework acts as an interface that projects the human brain working mechanisms into the probabilistic space and represents them as a continuously-evolving plastic probabilistic model of the external world. Through BML, we can access to this same probabilistic space and learn and manipulate a similar model to that the human brain employs. Therefore, the present work focuses on the arrow connecting the BML to the Hidden Markov Model Gaussian Mixture Model (HMM GMM) implicit in the probabilistic space. We have chosen a HMM GMM as generic structure, because we mainly target loT and medical applications generally related to stream analytics.

BML algorithms and their execution demand for optimizations in order to tackle Big Data challenges. In fact, the state-of-the-art VBEM algorithm in [Ji et al. 2006] has been introduced as an interesting learning solution for HMM GMM parameters and structure. However, its naïve HW implementation results neither effective nor feasible because of the required memory, computing power and overall complexity. In particular, data structures encode redundant information and some parameters depend linearly on the number of input data $H$, which goes to infinity in streaming applications

In this work, we developed a less complex on-line, distributed and nonparametric version of the state-of-the-art VBEM HMM GMM. We eliminated the dependence on $H$ by introducing the Greedy Forward Pass, and gain two orders of magnitude in complexity reduction through only algorithm level considerations and optimizations. As a result, a VBEM HMM GMM implementation in hardware becomes both feasible and attractive for wearable, portable and implantable electronics.

Moreover, we studied the spatial distribution for the proposed Algorithm 2 and drew important considerations regarding its noise reduction properties. We derive the paramount relation in Equation 3:11 to trade-off distribution and complexity by achieving a valid final classification accuracy. We then tested our approach on both synthetic and real-world applications, namely the MNIST handwritten digits recognition and EMG-based gesture recognition. We generally show better results with respect to the state-of-the-art solutions.

Target applications, however, result independent on their actual implementation because the probabilistic model, BML creates, is implicit and populates the probabilistic space. In fact, the proposed algorithm can be mapped on conventional CMOS HW, where further optimization techniques can be applied. We demonstrated this point by designing a proof-of-concept HW implementation on FPGA platform for real-time streams analytics. In particular, this led to the following outcomes:

- We validate our choice for the BML by demonstrating it leads to convenient and attractive optimizations even without the need to migrate towards a different technology than the CMOS. In fact, it results more suitable than other Neuro-Inspired approaches to Learning-On-a-Chip solutions such as Forward Neural Networks and kernel methods. Furthermore, BML is a better choice for IoT and medical applications, because it performs generally better than dedicated accelerators for Deep Learning and supervised Supporting Vector Machines.
- We define a dedicated solution for the digamma function $\psi(\cdot)$ that is hard to compute analytically and it is generally approximated even in software-based implementations. We conveniently exploit the on-line elaboration to obtain an incremental/decremental digamma calculator. With this same principle, we build on an incremental/decremental reciprocal calculator. Both contributions represent an innovation with respect to the state-of-the-art.
- We further optimize the Greedy Forward Pass by operating in Log-domain. This results in an optimized matrix multiplication technique.
- We finally build on an advanced setup to flexibly test our HW implementation on a FPGA platform and produce three realtime demos on the same applications of interest as in Section 3.7.


Figure 6:2 Main idea behind the present PhD thesis unabridged.

These are important results in two ways. Firstly, we build on a proof-of-concept that validates our thesis and meets its main objectives. Secondly, we demonstrated that we are able to realize in low-power hardware an advanced learning algorithm, having the ability to learn and build any model of the reality in a plastic way, similarly to as the human brain. Certainly, we do not employ the sophisticated techniques of the brain to shape its structure, because we do not know them yet. In fact, we exploit the Bayesian model selection among infinite significant models rather than constructively building the true one from data. Nevertheless, we demonstrate no matter the underlined model of the reality, we are able to summarize the ultimate findings in Machine Learning into
a generally valid algorithm that can be implemented in hardware and optimized for strictly constrained applications. In other words, a further major contribution of the present PhD thesis work consists in making bidirectional the arrow that connects the BML to the probabilistic model into the probabilistic space, as shown in Figure 6:2.


Figure 6:3 Schematic diagram for each of the tribes.
(The Master Algorithm, Pedro Domingos, got from Book Summary)
The arguments made here resonate very similar to the central hypothesis expressed by Pedro Domingos in his recent book The Master Algorithm: How the Quest for the Ultimate Learning Machine Will Remake Our World. He states "All knowledge - past, present, and future - can be derived from data by a single, universal learning algorithm". Indeed, he speculates the presence of a master algorithm and says that there are arguments from many fields, namely Neuroscience, Evolution, Physics, Statistics and Computer Science that speculate about it. This idea is nothing new. In fact, the HTM theory, which we refer to, assumes that homogeneity in the neo-cortex structure suggests the human brain performs the same algorithm everywhere, so that the model it employs may be generic to cope with a number of different applications.

| Tribe | Origins | Master Algorithm |
| :--- | :--- | :--- |
| Symbolists | Logic, philosophy | Inverse deduction |
| Connectionists | Neuroscience | Backpropagation |
| Evolutionaries | Evolutionary biology | Genetic programming |
| Bayesians | Statistics | Probabilistic inference |
| Analogizers | Psychology | Kernel machines |

Figure 6:4 Tribes, origins and relative master algorithm.
(The Master Algorithm, Pedro Domingos, got from Book Summary)
Nevertheless in his book, Domingos gives a complete and comprehensive picture of the ML field illustrated in Figure 6:3. He divides ML algorithms into five categories he refers to as tribes. Then, he explains the rationale of a possible Master Algorithm by taking the reader through a tour of each of the tribes' philosophy and their own master algorithms and comes up a unifier, called Alchemy, which he refers to as the Master Algorithm. In fact, each tribe has its own master algorithm for prediction that it is not generic, but specific to some type of problems, as shown in Figure 6:4.

The symbolists' tribe believes all intelligence can be reduced to manipulating symbols and learning to the inverse of deduction according to predefined rules. Evolutionaries focus on learning the structure. In contrast, connectionists assume a simple, hand-coded structure with lots of connections and let back-propagation learning the weights. They reverse engineer the brain and are inspired
by neuroscience and physics. For Bayesians, knowledge goes in the prior distribution over the structure and parameters of the model. They believe that learning is a form of probabilistic inference and have their roots in statistics. Bayesians and symbolists agree that prior assumptions are inevitable, but they differ in the kinds of prior knowledge they allow. Finally, the Analogizers tribe learns by extrapolating from similarity judgments and is influenced by psychology and mathematical optimization. This tribe uses similarities among various data points to categorize them in to distinct classes.

The Master Algorithm is a single algorithm combining the key features of all of the tribes' master algorithms and identifies the intelligent learning core. In fact, Domingos criticizes the representatives of each tribe because they firmly believe that theirs is the only way to model and predict. Unfortunately, this thinking hinders their ability to model a broad set of problems ${ }^{16}$.

Similarly, the present PhD thesis work is cross-sectorial in ML. Indeed, the proposed on-line VBEM HMM GMM is capable to combine most of the key features of all tribes. Nevertheless, the ultimate aim of this thesis is not to present the VBEM as the Master Algorithm. We are convinced the Bayesian approach gathers in their entirety the brain's mechanisms described in the HTM theory, but it does not necessary encode the real behavior of the brain. Therefore, the BML can be employed to study and better approximate the Master Algorithm as future work.


Figure 6:5 Main idea behind this PhD thesis extended to future developments.
Anyhow, very recent and encouraging developments consistently link Deep Learning (DL) [Gal and Ghahramani 2015b; Gal and Ghahramani 2015a; Ghahramani 2015] and learning and inferring mechanisms in Spiking Neural Networks (SNNs) [Nessler et al. 2013; Deneve 2015; Pecevski and Maass 2016] to BML. As depicted in Figure 6:5, Neuromorphic Engineering and in particular SNNs can be explained through the Bayesian framework, as projecting the observed world into a probabilistic model that evolves during the continuous learning. So is for the DL. Therefore, for both DL and Neuromorphic Engineering the arrow toward the probabilistic model has been recently established. However, as explained in Section 1.3.1, DL and Neuromorphic Engineering exhibit the same basic problem: profound principles of brain functioning are not yet known, therefore conscious or conscientious network design is not yet possible. In particular, the DL design follows the "bigger is better" rule of thumb, with no room for optimizations with respect to the low-power objective. Conversely, the Neuromorphic Engineering approach intrinsically proceeds bottom-up, without an overall application-driven view.

Our idea for future developments is to reproduce the work done in this PhD thesis, by developing bidirectional arrows connecting the Neuromorphic Engineering and DL to the probabilistic model. In this way, we would be able to derive the design rules for a conscious or conscientious design by starting from a given probabilistic model suitable for the most various applications. In particular, we can employ BML to accurately define the resources and the system to build. In this way, we will have a punctual control of the neuro-inspired HW and a-priori understanding of each element function. Indeed, our approach to Neuro-Inspired will be top-down and will make any kind of conscious and conscientious optimizations feasible.

These ultimate goals represent disruptive advances in the fundamental Al and ML research with substantial repercussions in the technological progress. We combined a visionary research with the real market needs of a product-oriented company. Following such

[^12]route, short-term objectives may be to robustly validate our findings and achievements through a number of real-world practical applications, such as real-time health monitoring for the Human Intranet [Rabaey 2015].
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## Chapter 7

## Appendix

### 7.1 Extracting invariant features using auto-encoder by Etienne MARECAL

In the industrial problematics as much as in a research context, Deep Learning (DL) has allowed Artificial Neural Networks (ANN) to succeed in many image recognition and classification problems where predictions should be unchanged, or invariant, under one or more transformations of the input variables. For instance, a dangerous pedestrian should be detected as such by the on-board computer of an automotive car whether he is tall or small, dressed in red or blue, in front, side or back view, etc. All these example are transformations of the input data that should leave the conclusion unchanged. DL algorithms has proven that they can learn and generalize this invariance property and have allowed ANNs to reach high classification performances. The problem is that DL requires huge computational resources; a problematic that follows is thus to think of alternatives, as efficient but less resources-consuming.

Invariance can indeed also be built into a separate preprocessing engine by extracting features that are invariant under the required transformations, so that DL could be replaced by a lighter and simpler Machine Learning (ML) algorithm in order to perform the classification. Therefore, invariance principles inspired by DL could lead an efficient external Feature Extraction Engines (FEE) to fit into portable and wearable electronics with limited resources constraints.

### 7.1.1 Research work on feature extraction engines

The work presented in the following is the result of the research on FEE able to extract invariant features. It should be read as an exploration of diverse assumptions in order to understand the behavior of certain types of machine learning algorithms used to proceed feature extraction. With the restricted amount of time dedicated to the project, the goal was not to prove mathematically these hypotheses but rather to get familiar with the capabilities of an ANN, its limits and its particularities, in order to be able to apply this understanding to the design of a new algorithm, that could outperform basic algorithms on which it is based.

In order to determine the performances of the FEEs designed, we selected a 'toy-example'. The algorithms were tested on the classification task of the handwritten digits of the MNIST dataset (classical dataset to evaluate ML algorithms efficiency). The data were pre-processed by our algorithms to extract features from them. The features, stacked in what we name a feature vector (FV), were then used to proceed to classification thanks to standard classification algorithms. Our main purpose by designing the FEE was then to maximize the accuracy rate of the classification performed using the features.

### 7.1.2 Why extract invariant features?

An assumption that initiated this work on feature extraction can be stated as "good feature extraction is obtained when highly invariant features are extracted from the data". Let's defined more precisely concepts such as "good feature extraction" and "highly invariant features".
"Good feature extraction" means in this work that the data processed will be relevant to process the classification task. However, the accuracy rate depends on the classifier used. There exist different types of classifier: roughly, linear ones and more complex ones. The second type leads in most cases to better accuracy but is more resource-consuming than the first. Keeping our goal in mind, expressed in the introduction, the point of this work is precisely to use the first type of classifier, and using the pre-processing of data, to reach the performances of the second type. That is why classifier of both types will be used and compared in the following.

Different types of feature extraction could be defined. Some are known from the literature, others were experimental. We used in this work:

- Unsupervised algorithms: auto-encoders (AE) and stacked auto-encoders (up to 2 levels). The feature vector in that case is the central layer of the (last) auto-encoder. We will use respectively the names 'AEnb' and 'stacked AEnb1-nb2' when presenting our results. nb, nb1 and nb2 represent the number of neurons in the central layer.
- Supervised algorithms: we used a Convolutional Neural Network (CNN) (known for its high performances in the case of image classification). In this case we chose to use the last layer before the output layer as a feature vector: its values are the result of the different operations of convolution and pooling on the image. This use of the CNN was one of the experimental design of a feature extraction engine.
- We also used an algorithm that derivate from an auto-encoder, that we name a 'representative auto-encoder'. It has the same structure of an AE, but instead of making the algorithm learn to reconstruct the input data in the output layer as it is traditionally done, we tried in this design to reconstruct what we name a 'representative element' of the class to which the current input data belongs to (we have elected such an element for each 10 classes of data of the MNIST dataset).

Using the FEE to process data, we get a new dataset composed of all the feature vectors extracted. Let's focus on one of the component of the FVs. If, for instance, it as a value very similar for all the handwritten ' 2 ' that present a certain characteristic, we could consider that this component represents this particular characteristic, that we name a feature. Then, independently of how big the ' 2 ' is drawn, how rotated it is, how thick the line is, the component should have an approximately equal value for all the ' 2 ' that present this particular feature. If this value is equal for most ' 2 ', the feature would be considered 'invariant', otherwise it would be a 'variant' component.

To be clearer on what we consider as 'approximatively equal': we have chosen that if for more than half of the data from one class, the feature presents a value that is included in a 0.05 interval centered on the average value ( 0.05 represent $5 \%$ of the range of value that the feature can take: they are ranging between 0 and 1 ), then this feature is considered as invariant. Then, as this definition of invariance enables us to decide whether or not a feature is invariant for a particular class, we can count for this class the number of features that are invariant. We divide this result by the total number of features to get what we name the 'invariance rate' for the class we are considering.

Let's now average the invariance rate over all the class of the dataset: we get a global average invariance rate that reflects the invariance the FEE have extracted from the data. We name this indicator the 'invariance rate of the FEE'. We could discuss these choices: why half of the values, why $5 \%$, why simple arithmetic mean, but this is not the point: we assume that such a definition is sufficient to observe, even roughly, the quantity of invariance we can extract from the data, and to use this information to highlight the correlation expected between invariance and classification accuracy.

The first step of this research work was to verify to which extent our assumption that invariant features lead to efficient classification is true. Thus, we designed and used different FEEs that can extract different rate of invariance from the raw data. Once we have these FEEs, we get transformed datasets with which we can proceed classification. The results we got are presented in the following table. Confirming our assumption would then resume in showing that the accuracy of classification is a growing function of the invariance rate.

Classification rate (\%) obtained using matlab's classification library tools:

| Input | Linear <br> SVM | Quadratic <br> SVM | Cubic <br> SVM | Medium <br> Gaussian <br> SVM |
| :---: | :---: | :---: | :---: | :---: |
| CNN | 85.8 | 86.5 | 86.5 | 86.2 |
| Stacked AE400-100 | 95.1 | 97.5 | 97.7 | 97.3 |
| AE100 | 93.9 | $\mathbf{9 7 . 5}$ | $\mathbf{9 7 . 8}$ | $\mathbf{9 7 . 4}$ |

Invariance rate (\%) obtained
with each FFE


Figure A:1 - Correlation between invariance rate and classification accuracy obtained for different FEEs

We can observe that indeed classification accuracy seems roughly to grow with invariance rate and that it depends heavily on the classifier used.

Our first assumption seems to be confirmed, yet we designed the following experimentation in order to confirm this trend while focusing on a particular FEE.

In this experiment we used a 3-layers auto-encoder: input and output layer have the same number on neurons which depends on the data; the middle layer is the feature vector: we make its size vary which makes the invariance rate vary. Figure A: 2 presents in the middle a graph showing the evolution of the invariance rate when the size of the FV varies; on the right it shows the accuracy of classification obtained using the previews feature vectors (using a Linear SVM classifier whose parameters are set to default values by MatLab toolbox). The shapes of each of these curves could be commented but the point here is more to compare these curves together.


Figure A:2 - (left) Structure of AE used, (middle) invariance rate extracted from the data using the AE, (right) accuracy of classification reached using the features previously extracted

What appears first is that the trend between the invariance rate extracted and the classification accuracy is contrary to what we expected. We interpret this as follows: the influence of the FV's size on the classification accuracy is greater than the influence of the invariance rate. And indeed, here we could not isolate the influence of the invariance rate on the classification accuracy, we are rather showing the influence of the size of the feature vector which varies from 10 to 1000 . This experiment helps understanding FEEs and is worth mentioning, but the following is more interesting regarding our problematic.

In this experiment we designed a FEE that we could tune in order to make the invariance rate vary, without making the size of the feature vector vary. We use a stacked auto-encoder composed of 2 auto-encoder: the middle layer of the first one is considered as input of the second auto-encoder. We fixed the size of the middle layer of the second AE, which is the feature vector, while we made the size of the middle layer of the first AE vary. Using this design, we simulated diverse FEEs with different invariance rate, without making the size of the feature vector vary. We then used the transformed data we obtained to proceed to classification. Figure A:3 shows the evolution of classification rate when invariance rate varies (using a Gaussian Naïve Bayesian classifier).


Figure A:3 - (left) Structure of stacked AE used, (right) accuracy of classification reached versus invariance rate of the features
We could reproduce this growing curve with different size of the FV. Thus, we can conclude that, once we are able to isolate the effect of the invariance rate, the get the expected result: classification accuracy is a growing function of the invariance rate.

The final point of this works is to use a simple classifier (we chose a naïve Gaussian Bayesian classifier) paired to our FEE in order to reach classification accuracy at least as good as those reached with complex classifier (such as SVM for instance). We should then design and tune the FEE to maximize the invariance rate so that the classification accuracy is maximized.

We designed the 'representative auto-encoder' described below. This particular algorithm turned out to be the algorithm with which we could extract the higher rate of invariance (almost up to $50 \%$ of invariance according to our criteria). Figure A:4 shows a comparison of different algorithms and present the invariance rate that could be extracted from the raw data and the classification accuracy obtained in each case.

|  | Invariance rate (\%) obtained <br> with each FFE: | Classification rate (\%) obtained using matlab's classification library <br> tools and computation time associated: |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Input | Invariance rate | Gaussian SVM | Linear SVM | Naïve Gaussian <br> Bayesian |
| Raw input | 2.5 | 11.1 | 93.8 | 75.4 |
| Stacked AE400-100 | 9.6 | 16.9 | 95.7 | 84.3 |
| AE100 | 11.8 | 15.9 | 94.2 | 84.2 |
| Representative AE100 | 28.7 | 56.9 | 97.4 | 94.5 |
| Representative AE400-100 | 48 | 97.6 | 97.7 | 97.6 |

Figure A:4 - invariance rate reached with diverse FEEs and classification accuracy obtained with these features
The greater result on which we want to focus is the fact that with this process, using this simple classifier we could progress from a quite low classification accuracy ( $75.4 \%$ using raw data) to a classification accuracy significantly better and at the level of what could be done with a more complex classifier as a Linear SVM ( $97.6 \%$ using the 'representative auto-encoder', compared to $97.6 \%$ for the linear SVM).

### 7.1.3 Future works

Few issues are worth being considered, yet. First, based on our current algorithms, we could design a new one that would maximize invariance of the FV during the training phase (for instance, by introducing a term in the cost function of the auto-encoder that penalizes small invariance). It would also be worth precising the definition of invariance while doing this optimization.

Then, a natural step that follows this work is to stress the performances of the last algorithm presented (representative auto-encoder associated with naïve Gaussian Bayesian classifier) with other classification tasks and other datasets. We truly believe that it would export satisfyingly too many tasks.

Finally, to step further in the direction of low consummation it would be interesting to continue this work in a direction that would not use learning, which is resources consuming, in the process of feature extraction.
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### 7.2 Wavelet Scattering applied to Speaker Diarization and EEG Analysis by Artiom TCHOUPRINA

The initial task of the internship was to address the Speaker Diarization problem: segmenting an audio recording of a meeting into different segments corresponding to different speakers. In a nutshell, answering the question: "Who spoke when?" State of the art provides many ways of solving this problem, Gaussian Mixture Models (GMM) can be used to model each speaker, powerful statistical tools such as Hierarchical Dirichlet Process (HDP) and Hidden Markov Models (HMM) are also used. Artificial Neural Networks (ANN) can also be trained to realize clusters corresponding to different speakers.

In all these methods, one important point is the fact that the data to be analyzed is time series, which means that a window is applied to the signal and successive data segments are treated sequentially, with a possible overlapping of a segment with the next one. Since all the previous mathematical tools can be studied very deeply, we chose to focus on this window instead. The goal of the internship was to study the influence of the size of the window and try to find objective criteria to help choosing the size that maximizes classification accuracy.

Once the windowing problem addressed and solved, the goal was to use the same methods and to apply them to another problem: epileptic seizures detection with Electroencephalogram (EEG) analysis. Indeed, a first assumption was that both speech and EEG signals were alike and that detecting a speaker change was similar to detecting a seizure.

We then started to try to adapt part of Stephane Mallat's team work to the project. He has widely contributed to the wavelet theory development. This mathematical framework is very well suited for the project. Indeed, the signals analyzed are non-stationary, which requires a time-frequency analysis. Furthermore, we do not have prior information on the size of the patterns we try to identify in the signals, thus a multi-scale analysis is mandatory, to manage to extract invariant features from the data. Finally, we demand that the operation remains stable to certain time related transforms, such as shifting and warping, this condition seems obvious, the instant when a speaker speaks must not interfere with his identification.

The process used to extract features from the data while satisfying these conditions is called Wavelet Scattering. It consists in Cascading "wavelet modulus" operators and averaging. At each stage, the signal is convoluted against a bank of wavelets shifted and warped in frequency. For mathematical reasons, working with wavelet coefficients requires introducing a nonlinear operator in order to extract invariance, thus a modulus is applied at each stage.


Figure A:5. Wavelet Scattering.
Wavelet Scattering is a rather complex process compared to other feature extraction engines. In its construction, cascading averaging, nonlinear operators and convolutions, it features the same transformations that are included in a Convolutional Neural Network (CNN). The difference with CNNs is that there is no learning here, the filter banks are fixed from an early stage, whereas a neural network learns and adapts its coefficients during the learning stage.

Mallat's team has developed a MATLAB Toolbox that features all the tools needed for wavelet transforms. This toolbox, ScatNet, allows managing databases, creating filter banks, doing and visualizing transforms. It realizes all the steps of the scattering and allows a good representation of the results.

Once the coefficients are extracted, the classification can be done with various methods From K Nearest Neighbors (K-NN), to Support Vector Machines (SVM), the only constraints is how much resources is available for the calculation. Yet, K-NN is excluded since it requires knowing the number of clusters required.

The size of the time averaging window can have an influence on the information extracted. Other transforms cannot handle too large windows, for example a Sliding Discrete Fourier Transform (SDFT) does not allow a window larger than 20 ms for sounds, and thus larger patterns are not detected. The advantage of Wavelet Scattering is that these large patterns are extracted; in addition, transients, attacks, and other shorter information are detected as well. With a larger window the energy is located deeper in the layers of scattering. One wavelet scattering is equivalent to several other transformations with different time windows, the level of details to which we have access corresponds to the layer which is observed. This is illustrated in the Table A:1 and Table A:2, on two different datasets, speech and music, depending on the type of data, the energy is not located evenly in the layers, a different choice of windowing size is relevant for these two sets, and we believe that the distribution of energy in the layers gives a criterion for the choice of the window size.

Table A:1: Energy location vs scattering order for different averaging window size for the TIMIT Database (Andén, J (2014) Deep Scattering Spectrum)

| Window size / number of scatterings | $\mathbf{M}=0$ | M=1 | $\mathrm{M}=2$ | $\mathrm{M}=3$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{T}=23 \mathrm{~ms}$ | 0,0\% | 94,5\% | 4,8\% | 0,2\% |
| $\mathrm{T}=93 \mathrm{~ms}$ | 0,0\% | 68,0\% | 29,0\% | 1,9\% |
| T=370ms | 0,0\% | 34,9\% | 53,3\% | 11,6\% |
| T=1,5s | 0,0\% | 27,7\% | 56,1\% | 24,7\% |

Table A:2: Energy location vs scattering order for different averaging window size for GTZAN Database

| Window size scattering order | $\mathrm{M}=0$ | $\mathrm{M}=1$ | $\mathrm{M}=2$ | $\mathbf{M}=3$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{T}=23 \mathrm{~ms}$ | 1.32\% | 90.12\% | 4.70\% | 0.16\% |
| $\mathrm{T}=93 \mathrm{~ms}$ | 0.01\% | 87.47\% | 10.83\% | 0.68\% |
| T=370 ms | 0.00\% | 69.82\% | 25.24\% | 2.99\% |
| $\mathrm{T}=1,5 \mathrm{~s}$ | 0.00\% | 54.68\% | 34.58\% | 7.74\% |

The Database that is classically used for the Speaker Diarization task (TIMIT) is not open source, another database was used to test performance of the speaker diarization. The task was to classify each sound into one of the 10 musical genres available. This Database (GTZAN) was classified with an $84.3 \%$ accuracy with a Gaussian Support Vector Machine classifier.

Another Database that Wavelet Scattering was applied on is an Electroencephalogram (EEG) database. The task is to detect moments when the patient has an epileptic seizure. This database contains hours of monitoring of 23 patients, some of whom have around forty sessions of several hours each time. Processing all of this data and apply wavelet scattering represents a lot of computation, make the dataset adaptable to the toolbox is among future goals.

As future work, can be mentioned proving that the energy repartition gives the right criterion for the choice of the averaging window size. Making the ScatNet wavelet scattering toolbox work along with the EEG Database and managing to make the entire process work on-line.
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[^0]:    ${ }^{1}$ This represents my personal takeaway summarizing the "Thursday discussion session" of the 2016 Neuro-Inspired Computational Elements (NICE) Workshop hold at Hellen Wills Neuroscience Institute - UC Berkeley on March 7-9, 2016. The most acknowledged experts from different fields argued that further fundamental studies must be carried on and reference benchmarks must be identified for a dominant design to appear, because we do not yet know how the human brain works.

[^1]:    ${ }^{2}$ Andrew Ng, Deep Learning - CS 229: Machine Learning, Lecture Notes, Stanford University
    ${ }^{3}$ Voltage spikes model characteristic electrical pulses called Action Potentials (AP), which are generated by neurons and rapidly propagated over large distances by nerve fibers. A sequence of spikes, referred as spike train, encodes information based on different coding schemes studied in neuroscience as Neural Coding [Brown et al. 2004].
    ${ }^{4}$ University of Zurich and ETH Zurich Neuromorphic Engineering courses in the frame of the MSc program on Neural Systems and Computation.

[^2]:    ${ }^{5}$ From Mark Eichenlaub's answer to What did Richard Feynman mean when he said, "What I cannot create, I do not understand"?
    ${ }^{6}$ On December 4-5, 2015 the NYU Center for Mind, Brain, and Consciousness hosted a conference on "Is the Brain Bayesian?".
    4

[^3]:    ${ }^{7}$ Bruno Olshausen at Neuro-Inspired Computational Elements (NICE) Workshop on March 7, 2016.

[^4]:    ${ }^{8}$ What Is Brain Plasticity?, By Kendra Cherry, June 14, 2016
    ${ }^{9}$ Synapses, Neurons and Brains, Idan Segev, Hebrew University of Jerusalem, Coursera 2016

[^5]:    10 The d-separation criterion associates independence between two sets of variables with the existence of blocking paths between them, i.e. paths where arrows meet head-to-head at a node called collider. However, if the collider is a member of the conditioning set, or has a descendant in it, then it no longer blocks any path and variables become conditionally dependent.

[^6]:    ${ }^{11}$ The correspondence between ML and statistics jargon [Wu et al. 2009; Bishop and Lasserre 2007] defines a discriminative model as supervised learning a probabilistic model, while a generative model as unsupervised learning a probabilistic model and the process that generates the data.

[^7]:    (Complexity analysis for the synthetic application; the Noisy images; the EMG gesture recognition and the ten MNIST handwritten digits applications in various nodes configurations. On the right-side the fitting parameters for the three curves, which show the common behavior of Equation $3: 11$.)

[^8]:    ${ }^{12}$ Boost C++ Libraries.

[^9]:    13 The Q-format fixed-point representation we employ in the present PhD thesis work is: "U/SQu.f-w" where "U/S" refers to Un/Signed; "u." is the number of bit for the unitary part; ". $\mathbf{f}$ " is the number of bit for the fractional part and " $w$ " is the overall wordlength.

[^10]:    ${ }^{14}$ Log-Sum-Exp (LSE) Function and Properties.

[^11]:    ${ }^{15}$ An adjacency matrix is an $N \times N$ matrix that tracks the entirety of connections in a graph with N nodes. In particular if a node X is bidirectionally connected to a node Y , a " 1 " is present in both X Y and Y X matrix position.

[^12]:    ${ }^{16}$ The Master Algorithm: Book Summary.

