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Abstract 

The present PhD work covers the study, design and demonstration of all-digital 

transmitters targeting advanced communication standards for mobile applications in the 

frame of the Internet of Things (IoT). Key innovations are time-interleaved Delta-Sigma 

modulators (DSM) and a power and area-efficient switched-capacitor (SC) finite impulse 

response power amplifier (FIR-PA). 

The proposed transmitter architecture comprises a single-bit 8-channel time-

interleaved (TI) DSM, which enables a simplified operation of the output stage with a 

double function of power amplifier and FIR filter. The common FIR-PA block uses 

exclusively inverters and capacitors in a switched-capacitor configuration, thus being fully 

compatible with advanced CMOS technology nodes. A particular attention is paid to the 

complexity and power consumption of the output stage by reducing switching redundancy 

and co-designing the band filter together with an output RLC filter.  

The prototype is integrated in 28nm FD-SOI CMOS technology with 10 metal layers 

and body biasing fine-tuning features. The integrated circuit (IC) is packaged in a custom 

Ball-Grid Array (BGA) package, including additional passive components. The proposed 

digital RF transmitter based on 1-bit delta-sigma modulators and switched-capacitor 

power amplifier with embedded 109-tap FIR band filter achieves 13.5 in-band effective 

number of bits (ENOB) and is 900 MHz LTE-compliant.  

The overall power consumption is 35 mW at 2.9 dBm peak output power and 1V 

supply. LO and image rejection are >55 dBc thanks to FD-SOI body-bias Vt fine-tuning. With 

respect to relevant state-of-the art, at similar output power levels, the FIR-PA (at 1 V) 

consumes 7 times less than a 10-bit DSM-based DAC (at 1.5 V) and 25% less than a 12-bit 
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resistive DAC (at 0.9 V). The total active area is 0.047 mm2, at least 4 times lower than the 

smallest previously published work.  

Consequently, this work stands out for low power consumption thanks to the single-

bit core solution combined with band filtering and low area achieved with a multi-layer 

FIR-PA cell structure. It demonstrates the transition from traditional analog to highly 

integrated digital-intensive transmitters targeting the future of mobile applications. 

 

Keywords: Delta-sigma modulation (DSM), Time-interleaving (TI), Finite impulse 

response filter (FIR), Switched-capacitor (SC) power amplifier (PA), FIR-PA, 28nm FD-SOI, 

Body-bias, Vt fine-tuning, All-digital transmitter. 
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Résumé 

Le présent travail de thèse porte sur l’étude, la conception et la démonstration 

d'émetteurs entièrement numériques, ciblant des standards de communication avancés 

pour les applications mobiles dans le cadre de l’Internet des Objets (IoT). Les innovations 

clés sont le modulateur Delta-Sigma (DSM) entrelacé et un amplificateur de puissance à 

réponse impulsionnelle finie (FIR-PA) basé sur une structure efficace à capacités 

commutées (SC). 

L'architecture d’émetteur proposée comprend un DSM entrelacé (TI) à 8 canaux qui 

permet un fonctionnement simplifié de l'étage de sortie avec une double fonction 

d'amplificateur de puissance et de filtre FIR. Le block FIR-PA utilise uniquement des 

inverseurs CMOS et des condensateurs dans une configuration SC, ce qui est entièrement 

compatible avec les nœuds technologiques CMOS avancés. Une attention particulière est 

accordée à la complexité et à la consommation d'énergie de l’étage de sortie, en réduisant la 

redondance de commutation et en réalisant un co-design du filtre de bande avec un filtre 

RLC en sortie. 

Le prototype est implémenté dans une technologie 28nm FD-SOI CMOS avec 10 

couches métalliques et un contrôle amélioré de la tension du substrat. Le circuit intégré 

(IC) est monté dans un substrat de type BGA, avec des composants passifs supplémentaires. 

L'émetteur RF numérique basé sur les modulateurs delta-sigma 1-bit et l'amplificateur de 

puissance à capacités commutées, intégrant un filtre de bande avec 109 coefficients, atteint 

un nombre de bits effectif (ENOB) de 13.5 dans la bande de signal utile et est compatible 

avec le standard LTE 900 MHz. 
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Le circuit consomme 35 mW à une puissance de sortie maximale de 2.9 dBm et une 

alimentation de 1 V. La rejection des composants de l’oscillateur local (LO) et d'image est 

> 55 dBc, grâce au réglage fin du Vt par polarisation du substrat. Par rapport à l'état de l'art, 

à des niveaux de puissance de sortie similaires, le FIR-PA (à 1 V) consomme 7 fois moins 

qu'un DAC 10-bit intégrant des modulateurs delta-sigma (à 1.5 V) et 25% moins qu’un DAC 

résistif 12-bit (à 0.9 V). La surface active totale est de 0.047 mm2, soit 4 fois moins que le 

plus petit circuit publié précédemment. 

Par conséquent, ce travail se distingue par une faible consommation d'énergie grâce à 

la l’architecture 1-bit combinée au filtrage de bande et par la surface réduite obtenue par 

l’intégration efficace des cellules du FIR-PA. Il démontre la transition de l’émetteur 

analogique traditionnel à l’émetteur numérique intégré ciblant l'avenir des applications 

mobiles. 

  

Mots-clés : Modulation delta-sigma (DSM), Entrelacement temporel (TI), Filtre à 

réponse impulsionnelle finie (FIR), Amplificateur de puissance (PA) à capacités commutées 

(SC), FIR-PA, 28nm FD-SOI, Polarisation du substrat (Body-Bias), Réglage fin du Vt, 

Émetteur numérique. 
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 1. Introduction 

The increasing demand of more and more performant mobile communications offers 

interesting research perspectives towards highly integrated communication systems. 

However, in order to support this evolution, we need to overcome associated challenges, 

such as high data rates, low power consumption, reduced area, and configurability.  

 

 1.1. Motivation 

First of all, we need higher data rates because we would like to access (send or 

receive) more information, faster. Technology advancements try to answer this demand 

and follow the trend of increased signal bandwidths and data rates. This is also the case of 

the IEEE 802.11 communication standard, which has seen an exponential evolution during 

the past 20 years. 

Secondly, if we were able to offer performance while 

reducing the power consumption, we could propose a 

mobile device with either increased battery autonomy or 

with a reduced battery size, thus offering flexible solutions 

to market demand. The real case of a personal mobile 

phone (smartphone) available on the market after a 9–

month daily use is considered in Fig. 1.1. Regarding the 

battery statistics, it is easily seen that the consumption due 

to Internet connections (check e-Mail, web browsing) and 

communications (social networks) represents almost one  
Fig. 1.1. Battery - smartphone 
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third of the total power consumption of the mobile device. 

Furthermore, a size reduction would allow the integration of more functions on the 

same device at lower fabrication costs. This drives the research towards advanced 

technology nodes, which benefit from reduced transistor sizes, and/or improved control 

(gate and back-gate), such as CMOS 28nm FD-SOI from STMicroelectronics [FDSOI16]. Still, 

the design of radios becomes more challenging when scaling with technology, thus 

requiring innovative solutions to optimize on-chip integration. 

Finally, we target configurable solutions, in order to comply and keep-up with the 

evolution of multi-standard communications and be able to connect to existing networks 

without constraints, e.g. accessing mobile Internet in the mountains. In addition, most 

traditional analog solutions include circuit blocks specific to a given communication 

standard, whereas a configurable architecture could enable the reuse of functions within 

the same circuit and further reduce device area. 

Therefore, recent development in mobile communications has seen a transition from 

analog to digital processing in transmitter architectures in order to provide configurable 

high-speed solutions, (still) taking advantage of a continuous technology scaling, down to 

5nm process, which is expected to be fully implemented by the end of 2020 [Zafar16].  

Hence, this thesis proposes the system design and integrated circuit (IC) 

implementation of an all-digital transmitter, which is optimized for low power 

consumption and reduced area in CMOS 28nm FD-SOI, in order to target cellular 

communications and support emerging Internet of Things (IoT) applications.  

 

 1.2. Research considerations 

The present PhD work covers the complete design of an all-digital transmitter from 

initial design specifications to fabrication and validation, considering the state-of-the-art 

study, system level, integrated circuit (IC), and printed circuit board (PCB) design. 

The design methodology proposed throughout this work is based on the 

simplification of both general system and circuit architectures through innovative, 

engineering design techniques. The general system is concentrated on single-bit signal 
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processing thanks to Delta-Sigma Modulation, which can be reduced to a basic 2-levels 

switching function [Frappe09]. Hence, the operation of the output stage can be also 

reduced to a simple basic function, which is implemented at circuit level in the form of a 

switching-mode power amplifier (SMPA) built with a CMOS inverter switching on and off 

capacitors.  

Consequently, I proposed to use existing simple functions, and move the complexity 

towards the way these functions are implemented to work together in a highly-efficient 

architecture. For example, the switched-capacitor network in the output stage is also used 

to obtain a finite impulse response (FIR) filtering function thanks to the constant-level 

driving signals provided by the Delta-Sigma Modulators.     

The initial research was focused on Delta-Sigma Modulators (DSM) and the way to 

operate multiple DSMs in a time-interleaved (TI) scheme, which demonstrated the 

feasibility of the solution. Furthermore, it was seen that TI DSM design is compatible with 

automatic synthesis and layout tools (reduced time of design) to achieve low complexity 

(single-bit) at lower operating frequency per TI channel (reduced design constraints).  

Therefore, the study on the possibilities and feasibility of the digital design, notably 

single-bit DSM, played a major role in the research directions following the state-of-the-art, 

towards the research of all-digital transmitters combining low-complexity digital 

processing with an efficient power amplifier (PA) stage and FIR filtering.  

An extensive analysis was performed for each system block (theoretical concepts, 

circuit implementation) considering both the block itself and the complete transmitter 

chain (co-design), which enabled numerous simplifications and improvements (at system, 

circuit schematic/layout levels) to avoid redundancy and over-design.  

Finally, it is noted that this research work was greatly facilitated by the use of 

programming, whether it was MATLAB for system level design, VHDL and Verilog for 

digital synthesis, Tcl for digital synthesis and automatic place and route, or SKILL for 

iterative layouts in Cadence. 
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 1.3. Main contributions 

The following resumes the main contributions of this work: 

 Extensive theoretical analysis of a complete all-digital transmitter chain 

designed for WLAN applications. The proposed design methodology relies on 

the co-design of the constitutive blocks to fit design specifications, by using 

the advantages of one block to compensate the disadvantages of other blocks. 

Hence, single-bit Delta-Sigma modulation is used to enable a simplified 

switching scheme in the output stage. The time-interleaving concept is 

applied to single-bit Delta-Sigma modulators in order to increase the 

maximum frequency operation and support WLAN applications [Marin15]. 

Taking advantage of DSM constant-level switching, the output stage is 

implemented as a switching-mode class-D PA. Each power cell (switching 

element and capacitor) is used to create the coefficients of a digital FIR filter, 

thus obtaining a digital FIR-PA which meets out-of-band noise requirements 

and supports multi-standard coexistence. Finally, the FIR-PA architecture is 

optimized using extended digital configurability to avoid operation 

redundancy and reduce switching-dependent power consumption 

[Marin17b].  

  The integration on chip of the proposed transmitter. The complete 

differential FIR-PA stage is integrated under two signal pads, resulting in 

zero effective additional area. This was made possible by the low complexity 

of the unitary cell (inverter and capacitor), and the 10 metal layers with Flip-

Chip pads flavor of the technology. Furthermore, I used the body-bias feature 

of the 28nm FD-SOI technology to reduce switching non-idealities due to the 

CMOS inverter (equalize simultaneously the rise and fall times, and the low-

to-high and high-to-low delays) and improve output performance. 

 The functionality of the differential FIR-PA is validated when transmitting 

Delta-Sigma modulated sinewave and LTE 10 MHz/20 MHz (LTE10/LTE20) 

signals (6 dB PAPR) at a center frequency (fc) of 900 MHz. The peak output 

power obtained on a 50 Ω load at 1 V supply voltage in the sinewave case is 
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2.9 dBm for a total power consumption of 35 mW, out of which the FIR-PA 

consumes only 10.8 mW (useful output power and dissipated power). The 

maximum output power and ACLR for LTE10 are -2.8 dBm and -33/-41 dBc, 

whereas for LTE20 we obtained -3.2 dBm and -33.5/-40 dBc, respectively. 

 

 1.4. Manuscript organization 

This manuscript is organized as follows:  

Chapter 2 details the evolution of modern communication standards, such as the 

IEEE 802.11 and sets the system specifications in terms of signal bandwidth, operating 

frequency, and multi-standard compatibility. An extensive state-of-the-art in WLAN 

transmitter architectures is presented next, focusing on the advantages and disadvantages 

of analog and digital (polar or Cartesian) implementations. The conclusion of this study 

implies a trade-off between two main digital architectures, one based on multi-bit digital to 

analog converters (DAC), and the other based on low complexity structures (reduced 

number of bits) combined with additional filtering. 

Chapter 3 analyzes the research directions derived from the state-of-the-art and 

introduces the proposed transmitter architecture. Furthermore, each constitutive block is 

described to ensure the feasibility of the proposed implementation and identify possible 

design limitations. Moreover, I introduce innovative solutions at block and full-architecture 

levels to improve efficiency and avoid operation redundancy and over-design, i.e. introduce 

configurable time-interleaved DSM [Marin15], co-design of FIR and RLC bandpass filters, 

and switched capacitor FIR-PA. The extensive study of non-idealities, due to switching, 

coefficient implementation, and voltage supply variation completes the system-level 

analyses and sets the main design specifications for the circuit (schematic and layout) 

design. 

Chapter 4 describes the circuit design of the proposed all-digital transmitter and 

highlights the innovative implementation of the FIR-PA under the RF signal pads, with zero 

effective additional area cost. Each circuit block is rigorously analyzed and optimized 

considering area, power consumption, or additional non-idealities effects. The architecture 
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takes advantage of the advanced design technology, 28nm CMOS FD-SOI from 

STMicroelectronics, to implement fast switching inverters with reduced non-idealities 

(using FD-SOI body-bias feature) in the PA, and highly-performant digital circuits using 

standard library cells to generate the digital FIR driving signals based on quadrature time-

interleaved DSMs. Finally, I identified possible solutions and directions to enhance the 

overall performance of the all-digital transmitter in a second IC version. 

Chapter 5 presents the measurements setup and results to validate the theoretical 

analysis of the proposed all-digital transmitter. The IC is placed on a Ball Grid Array (BGA) 

substrate (custom designed at STMicroelectronics), which connects to a dedicated Printed 

Circuit Board (PCB). Both BGA and PCB designs are thoroughly described. Finally, the 

measurements results are presented and compared with relevant state-of-the-art 

publications [Marin17b]. 

Chapter 6 concludes this work, and offers future directions for Transmitters in 

wireless communication systems.  

In the last chapter on Multi-standard coexistence, I describe two innovative schemes 

based on Complex Delta Sigma Modulators (CDSM) [Marin17a] and digital to RF mixing 

with embedded-FIR filtering [Marin16], which are seen as possible solutions to support 

and improve multi-standard coexistence. Such architectures could be integrated (using 

automatic tools for synthesis and layout) in a second version of the proposed all-digital 

transmitter to further reduce complexity (due to stringent filtering constraints) and 

improve system efficiency.  
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 2. WLAN Transmitters 

The first part of this chapter presents the evolution of the IEEE 802.11 standard and 

an overview of the standard amendments and channel specifications. This is followed by a 

review of the state-of-the-art in wireless transmitter (TX) architectures, traditional analog 

and digital, focusing on advantages, disadvantages and main performances of each 

implementation studied. Finally, based on this study, we identify two possible directions 

for the implementation of a complete transmitter system and we set the main design 

specifications.  

 

 2.1. IEEE 802.11 Standard Specifications 

This work is motivated by the perspective of highly integrated communication 

systems to support fast and easy access to information. Since its introduction 1997, the 

IEEE 802.11 communication standard has had an exponential evolution, in order to 

address associated challenges in terms of larger signal bandwidths (BW) and higher data 

rates, through the use of complex modulation schemes and multiple antennas [Wiki802].  

The original version of the standard specified a signal with a bandwidth of 22 MHz 

transmitted over the Industrial Scientific Medical frequency band at 2.4 GHz. However, the 

data rate was limited to 2 Mbit/s, due to the use of spread spectrum techniques, such as 

frequency-hopping spread spectrum (FHSS) and direct-sequence spread spectrum (DSSS).  

FHSS is based on a signal spread over rapidly changing frequencies in a pre-

determined sequence known by both transmitter and receiver (RX). In contrast, the DSSS 
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adds pseudorandom noise to the data, by multiplying the signal with a sequence of “1” and 

“-1” values at a frequency much higher than that of the original signal.  

Later, DSSS was used in 802.11b for an increased data rate up to 11 Mbit/s, thanks to 

the introduction of complementary code keying (CCK) based on multiple sequences with 

shorter length. However, the 802.11b devices present interference issues with other 

products operating in the 2.4 GHz band, such as microwave ovens, cordless phones or 

Bluetooth devices. 

Furthermore, the introduction of 802.11a has seen a transition from spread-spectrum 

transmission to orthogonal frequency-division multiplexing (OFDM), with increased data 

rates up to 54 Mbit/s. In OFDM, the digital data is encoded on multiple carrier frequencies 

which are chosen to be orthogonal to each other, thus allowing high spectral efficiency and 

in the same time eliminating cross-talk between sub-channels. However, the orthogonality 

is affected by any frequency deviation between the transmitter and receiver, which can 

cause inter-carrier interference. In addition, the 802.11a has been targeted to operate in 

the 5 GHz band and takes advantage of the increased number of usable channels and less 

interference with other devices.  

Early 2003 the 802.11g standard has been adopted, combining the operation in the 

2.4 GHz band (802.11b) with OFDM based transmission schemes (802.11a) for a maximum 

data rate of 54 Mbit/s exclusive of forward error correction codes (FEC). The 802.11g 

devices are fully compatible with 802.11b, though the presence of both devices in the 

network will significantly reduce the overall speed [Tektronix13].  

Finally, the latest amendments 802.11n and ac combine OFDM with multiple input, 

multiple output (MIMO) technology, which enables the transmission of multiple signals 

over multiple antennas in order to increase the capacity of the radio link. Therefore, 

802.11ac can support signal bandwidths of 20 to 160 MHz, using up to 8 spatial streams 

with a data rate per stream as high as 866 Mbit/s in the 160 MHz case, being the first Wi-Fi 

standard to reach gigabit per second range [Std11ac]. 

Table 2.1 summarizes the performance and targeted applications of IEEE 802.11.  
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Table 2.1. Overview of IEEE 802.11 [Wiki802] 

802.11 
Protocol 

Release 
year 

Frequency 
[GHz] 

Bandwidth 
[MHz] 

Data rate per 
stream [Mbit/s] 

MIMO 
streams Modulation 

802.11 1997 2.4 22 1, 2 - DSSS, FSSS 

a 1999 5 20 6, 9, 12, 18, 24, 
36, 48, 54  - OFDM 

b 1999 2.4 22 1, 2, 5.5, 11 - DSSS 

g 2003 2.4 20 6, 9, 12, 18, 24, 
36, 48, 54 - OFDM 

n 2009 2.4/5 
20 up to 288.8 

4 MIMO 
OFDM 40 up to 600 

ac 2013 5 

20 up to 346.8 

8 MIMO 
OFDM 

40 up to 800 

80 up to 1733.2 

160 up to 3466.8 
 

 2.1.1. Channelization 

In the 2.4 - 2.5 GHz band there are 14 overlapping channels with center frequencies 

spaced 5 MHz one from another, except for a spacing of 12 MHz between channels 13 and 

14 (Fig. 2.1).  

 
Fig. 2.1. Overview of overlapping channels in 2.4 GHz band [Tektronix13] 

In order to avoid interferences due to adjacent channels overlapping, it is 

recommended to leave 3 or 4 channels clear between used channels. This is highlighted in 

Fig. 2.2 for different modulation schemes (DSSS and OFDM) and different signal 

bandwidths (20/22/40 MHz). 
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In the US, there are only three non-overlapping usable channels with a 25 MHz 

separation (channels 1, 6, 11), whereas in Europe, the separation is 20 MHz [Tektronix13], 

thus allowing the use of four channels (1, 5, 9, and 13).   

 
Fig. 2.2. Overview of non-overlapping channels in 2.4 GHz band [Tektronix13]  

On the other hand, the number of non-overlapping channels in the 5 GHz spectrum is 

larger thanks to the increased bandwidth availability. All channels are spaced 20 MHz apart 

and grouped into three bands, called Unlicensed National Information Infrastructure 

(UNII), whereas UNII-1 is allowed for indoor use only, and UNII-2 and UNII-3 can be used 

indoor and outdoor (Fig. 2.3).  

 
Fig. 2.3. Available non-overlapping channels in 5 GHz band [Cisco13] 
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Finally, all the 802.11 devices working either at 2.4 GHz or 5 GHz bands are required 

to share the available bandwidth, which limits the use of wider bandwidths according to 

the current channel utilization.    

 

 2.1.2. Transmit Spectral Mask 

The transmit spectral mask defines the allowed power distribution across the 

channel and the required signal attenuation outside the channel in order to reduce 

interferences with transmitters on other channels. 

The required spectral mask for OFDM encoding schemes used for 802.11 a/g/n/ac 

standards is shown in Fig. 2.4, whereas the values of the frequency offsets with respect to 

the center frequency for signal bandwidths of 20 MHz up to 160 MHz are given in Table 2.2. 

 
Fig. 2.4. OFDM spectral mask for 802.11a/g/n/ac [Tektronix13] 

Table 2.2. Frequency offset with respect to the center frequency for spectral mask definition 

Signal Bandwidth A B C D 

20 MHz 9 MHz 11 MHz 20 MHz 30 MHz 

40 MHz 19 MHz 21 MHz 40 MHz 60 MHz 

80 MHz 39 MHz 41 MHz 80 MHz 120 MHz 

160 MHz 79 MHz 81 MHz 160 MHz 240 MHz 
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 2.1.3. Transmitter Measurements 

First of all, transmitter measurements should be performed using 100 kHz resolution 

bandwidth and a 30 kHz video bandwidth, whereas the transmit power limit is stated in 

the amendment with typical values between 100 mW (20 dBm) and 1000 mW (30 dBm) 

depending on regulatory classes and geographical region [Std11n].  

Furthermore, the requirements in terms of spectral flatness correspond to the 

maximum deviation in dB of the average energy of the constellations in each of the 

subcarriers, typically ±4 dB.  

Finally, the transmitter center frequency tolerance is limited to ±25 ppm for the 

2.4 GHz band and ±20 ppm for the 5 GHz band, respectively. The same limits apply to the 

symbol clock frequency tolerance. 

 

 2.2. State-of-the-art in wireless transmitter architectures 

In the following section, state-of-the-art transmitter architectures will be presented 

with a focus on advantages, disadvantages and main performances of each implementation 

studied. In literature, we may find two main categories of transmitters: analog and digital. 

The first implementation studied is the standard analog transmitter. Next, the digital 

transmitter with the Cartesian and polar topologies will be presented. Finally, this study is 

resumed in the form of a table comprising the most important parameters of transmitters, 

which will be further used to set the main design specifications. 

 

 2.2.1. Analog transmitters 

The role of a transmitter is to perform modulation, frequency translation and power 

amplification of a signal, before it is transmitted by the antenna. Figure Fig. 2.5 presents the 

architecture of a traditional direct conversion analog transmitter where we may identify 

three main blocks: the digital baseband which deals with the signal modulation, an analog 
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baseband comprising the signal conversion (DAC) and anti-aliasing low-pass filter (LPF), 

and the RF front-end which performs signal up-conversion and amplification.  

 
Fig. 2.5. Traditional analog transmitter architecture 

Most recent works are based on a direct-conversion structure, where the signal up-

conversion is performed in one step directly to RF, meaning the transmitted carrier 

frequency is equal to the local oscillator (LO) frequency [He14] [Chen14]. The main 

drawback of such architectures is the fact that the output of the power amplifier (PA) will 

corrupt the local oscillator spectrum, since they both work at the same center frequency. 

This phenomenon is called “injection pulling” and may be alleviated by using offset LO 

generators [Chung12], or by employing calibration algorithms which correct the VCO 

control voltage in order to counterbalance the pulling effect [Mirzaei14]. 

The RF core of an 802.11n MIMO WLAN SoC occupying 3.8 mm2 in 45nm CMOS was 

presented in [Kumar13]. The transmitter consists of high-speed DACs, Op-Amp/RC-based 

filters and mixers with a transformer as load, making it possible to achieve the required PA 

input voltage swing using only passive components (Fig. 2.6).  

A standard fractional-N PLL generates the LO, in which a ΔΣ modulator is embedded 

in order to limit the phase noise. Psat is shown to be 29 dBm when combining two PA 

outputs, while the PA drain efficiency is approximately 31%.  

Furthermore, this implementation reports one of the highest output power in the 

case of an OFDM signal at a data rate of 54 Mbit/s (OFDM54), namely Pout,b/g = 22.3 dBm for 

the b/g band and Pout,a = 18.7 dBm for the a band, respectively. The reported power 

consumption is 110-122 mW at 1.35 V supply voltage. However, this value does not 

consider the 4 PAs and drivers and we estimate the power consumption of the full chip to 

be at least ~1W. 
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Fig. 2.6. Transmitter block diagram with mixer-PA interface [Kumar13] 

A more complete solution integrating all of the functions of an 802.11a/b/g/n/ac 

WLAN in a 3-stream MIMO SoC was introduced in [He14]. A 5th-order Chebyshev LPF with 

programmable gain and bandwidth is used to support up to 80MHz signal bandwidth 

(Fig. 2.7). The LO signals for 2.4 GHz and 5 GHz transceivers are generated by an all-digital 

PLL, having the best reported Figure of Merit with a consumption as low as 12.9 mW.  

 
Fig. 2.7. Block diagram of the dual-band 3-stream MIMO WLAN radio [He14] 
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The error vector magnitude (EVM) is shown to be lower than -37 dB at Pout = -5 dBm 

(w/o PA) for signal bandwidths of 40 MHz @ 2.4 GHz and 80 MHz @ 5GHz, respectively. 

The 40nm chip consumes 1-1.5 W in Transmitter (TX) mode (w/o PA), while the analog 

and RF circuits occupy ~21.5mm2 out of the total 46 mm2 die area. The circuit achieves an 

over-the air TCP/IP throughput rate of 1.1 Gb/s, however the full chip consumes a lot of 

power and occupies a very large area.  

Furthermore, [Chen14] proposes a way to increase the signal BW to 160 MHz for 

802.11ac by identifying the Frequency Dependent IQ imbalance (FD-IQ) as a design 

constraint and trying to cancel it. A pair of 10-bit DACs operating at 960 MS/s followed by a 

first-order RC filter is used to meet stringent VHT80 256QAM EVM requirement of -32 dB 

(Fig. 2.8). This structure achieves the highest output power of 17.5 dBm for 80 MHz 

channel bandwidth, while having similar results in terms of output power for OFDM54 as 

presented in [Kumar13]. The overall power consumption (~1.6-1.7 W) is larger than in 

[He14], but comparable since [He14] does not include a PA. The analog and RF circuits 

occupy 7.7 mm2 out of a total of 27.8 mm2 in 55nm CMOS, i.e. one third of the effective area 

reported in [He14]. 

 
Fig. 2.8. Transmitter block diagram [Chen14] 

These references offer important information about the main design parameters of 

transmitters, such as 17 to 20 dBm output power, EVM of -32 dB and targeted signal 

bandwidths up to 80 MHz in 802.11ac.  
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However, we can remark that the analog transmitter consumes more than 1-1.5 W, 

while occupying large area between 4 and 46 mm2. This is partially due to the fact that the 

analog solution is not flexible at all, having separate paths for each standard with specific 

passive components. 

   

 2.2.2. Digital Transmitters 

The high demand of more and more performant mobile communications systems 

determines the research and advancement in this field, in order to overcome the associated 

challenges, such as higher data rates, configurability for multi-standard, area and power 

consumption reduction. By taking advantage of the new, advanced CMOS technologies, 

transmitter architectures primarily including digital functions have been proposed and 

proven feasible for high data-rates [Wang14].  

Mainly, the transmitted signal can be represented in two different forms, Cartesian 

and polar, which determine the nature of the digital transmitter architecture. On the one 

hand, the Cartesian coordinates of a data point A (Fig. 2.9) are obtained by orthogonal 

projection on the axis Ox and Oy and expressed in a complex form  

AAA jQIIQ +=                                                             (2.1) 

where AI  is the in-phase and AQ  the quadrature component, respectively.  

On the other hand, the polar representation defines the same point A by the angle 

A

A
A I

Qarctan=θ                                                           (2.2) 

and the radius  

22
AAA QIr +=                                                                                (2.3) 

Finally 

Aj
AA erIQ θ⋅=                                                                                         (2.4) 

Furthermore, [Ravi12] uses the outphasing signal representation derived from the 

polar form, where the signal IQ(t) is obtained as a sum of two signals with the same 
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amplitude, variable angle ϕ(t) to encode the amplitude information a(t), and common-

mode phase θ(t) to control the desired output phase. 

( ) ( )[ ] ( )[ ] ( )[ ]ttwttatIQ ϕθ coscosmax ⋅+⋅=                                                    (2.5) 

( ) ( )[ ]ta
tat

max
)(arctan=ϕ                                                                     (2.6)

 
Fig. 2.9. General representation of a data point 

 

 2.2.2.1. Polar architecture 

Recent digital polar architectures have presented good performances in terms of 

output power comparable to traditional analog architectures, around 20 dBm, while 

consuming 4-5 times less than its analog counterparts, namely around 250-300 mW. 

However, it is mainly used in applications targeting small bandwidth signals, 20 to 40 MHz, 

due to inherent bandwidth expansion caused by nonlinear Cartesian to polar conversion, as 

depicted in Fig. 2.10. Here, both the magnitude and phase spectra extend beyond the 

sharply limited Cartesian signal spectrum, whereas a strong DC component is visible in the 

envelope spectrum, resulting from its positive characteristic. For example, in [Walling13] it 

is shown that in order to meet the IEEE 802.11a standard, the bandwidths of the amplitude 

and phase must be two, respectively three times larger than the bandwidth of the original 

Cartesian signal. 
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Fig. 2.10. Polar representation bandwidth expansion 

A digital polar transmitter with on-chip power amplifier in 65nm CMOS (Fig. 2.11) is 

presented in [Zheng13], providing an output power of 20 dBm and a power added 

efficiency, PAE = 32.3% for WCDMA and 20 MHz WLAN applications. A PLL is used to 

modulate the output phase of the carrier and a switched-capacitor digital polar modulator 

is used to switch on/off PA cells according to a 9-bit digital amplitude-control word (ACW).  

The circuit occupies an active area of 0.77 mm2 and consumes 55 mW and 302 mW 

for an output power of 0 dBm and 20 dBm, respectively. Distortions in polar architectures 

due to amplitude variations have been reduced in [Zheng13] using an AM-adaptive bias 

technique for an AM-AM INL error of 3.2% at peak Pout = 13.7 dBm. This involved adding a 

PA replica which senses the RF envelope and regulates the PA bias accordingly. 

 
Fig. 2.11. Digital Polar transmitter block diagram [Zheng13] 
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However, if the processing signals had a constant envelope, the PA replica would no 

longer be necessary. This idea is implemented in the outphasing technique, where the 

transmitted signal is obtained through the summation of two signals with constant 

amplitude and time-varying phases. 

A well-known drawback of modern communications standards (Wi-Fi, WiMAX) is the 

large peak-to-average power ratio (PAPR), ~13 dB, meaning an increased probability for 

signals with low output power. In order to reduce power consumption, the transmitter 

needs to be efficient not only at peak power but also at back-off. For example, a linear PA 

will have a low efficiency at low output power, since the output voltage varies in time, 

while the DC power remains relatively constant.  

Ravi (Intel/2012) demonstrated the use of a delay-based approach in a digital 

outphasing transmitter for 20-40 MHz channel WLAN [Ravi12]. Here, the information is 

encoded in the time location of the clock edges which are dynamically delayed using two 8-

bit phase modulators (Fig. 2.12).  

 
Fig. 2.12. Proposed outphasing TX architecture [Ravi12] 

This architecture can target bandwidths up to 40 MHz, i.e. larger than in other polar 

architectures [Zheng13]. However, the power consumption excluding the PAs is 2 times 

higher than in [Zheng13] at similar output power levels.  

A way to improve efficiency at back-off power in digital polar transmitters is 

identified in [Ye13] and relies on efficient impedance modulation. The architecture 

employs two 8-bit switching current-mode class-D PAs for high-peak efficiency and a dual-

section power combiner realized by two transformers with series connected secondaries 

(Fig. 2.13). At back-off power, the PA efficiency is improved by ~50% (Efficiency ratio in 

Fig. 2.13 right), when disabling the second PA and shorting the primary of the second 

transformer.  
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The 8-bit amplitude and 9-bit phase resolution are chosen for acceptable out-of-band 

noise of -125 dBm/Hz at 200 MHz offset, which is 15 dB/Hz better than in [Ravi12]. The 

reported output power and PAE for WLAN 802.11g 54 Mbps mode are lower than in 

[Zheng13], namely 16.8 dBm and 21.8%, respectively.  

 
(a) 

 
(b) 

Fig. 2.13. Digitally modulated polar TX: Architecture (a); Drain efficiency (b) [Ye13] 

Furthermore, it is shown in [Yoo13] that the average power added efficiency can be 

increased up to 33% for OFDM signals, at an average output power of 16.8 dBm, when 

introducing a polar class-G Switched-Capacitor PA topology. This is achieved by applying 

different voltages to different unit capacitors simultaneously, using enhanced digital coding 

to control bottom-plate switches (Fig. 2.14). The unitary cell relies on a cascode switch 

structure to support higher supply voltages (2*VDD) and additional output series pMOS-

nMOS transistors to reduce gate stress and leakage. 

 
Fig. 2.14. Class-G SC PA: Architecture (left); Ideal efficiency (right) [Yoo13] 
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 2.2.2.2. Cartesian architecture 

The main advantage of the Cartesian architecture is that the signal bandwidth 

remains constant (Fig. 2.15), thus being able to address larger bandwidth signals [Alavi14] 

[Wang14] than its polar counterpart. Ideally, the I and Q paths are identical, which makes 

the design simpler, as it can be done for one path and reproduced for the other. However, 

this redundancy directly impacts power consumption and area. Moreover, gain imbalance 

and offset of the two paths can stretch and rotate the signal constellation, which may 

degrade the EVM performances.   

 
Fig. 2.15. Spectrum Cartesian representation  

First, an all-digital wideband solution of a 2x13-bit RF-DAC (Fig. 2.16) is implemented 

in [Alavi14], to be able to increase the modulation bandwidth to 154 MHz.  

  
Fig. 2.16. TX block diagram (left); QAM spectrum including replicas (right) [Alavi14] 
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Simple digital pre-distortion is enough to obtain an EVM under -28 dB. A high output 

power of 22.8 dBm is reported, with the drain and system efficiency of 42% and 34%, 

respectively, resulting in a power consumption of ~600 mW including PA. In addition, 

there is no filtering for the out-of-band noise. Thus, the replicas of the ZOH operation can 

be seen at ±300 MHz from the center frequency fc = 2.4 GHz, which affects especially the 

larger bandwidth signals. 

Furthermore, a Multi-band Multi-mode all-digital quadrature transmitter is presented 

in [Wang14], to address 80 MHz signal bandwidth in 802.11ac with an output power of 

15.7 dBm [Wang14]. The proposed circuit comprises a digital front-end (DFE), 13-bit RF 

power DAC, LO chain and an interface between DFE and DAC working @ 800 MHz 

(Fig. 2.17). The PSD level measured in the GPS (Global Positioning System) band around 

1575 MHz is reported to be -130 dBm/Hz, when transmitting an 802.11g 54 Mbps signal on 

Channel 1 at an output power of 16.35 dBm. Therefore, both Cartesian architectures 

[Alavi14] [Wang14] can target large bandwidth applications, though different trade-offs 

were considered for power consumption and EVM. 

 
Fig. 2.17. All-digital quadrature transmitter architecture [Wang14] 

On the one hand, [Alavi14] is using 13-bit DACs working at 300 MHz to reduce 

consumption, but image replicas are seen very close to the signal. In addition, the duty-

cycle of the upsampling clocks is set to 25%, in order to avoid correlation between I and Q 

paths, when performing orthogonal summation. This allows the use of simple pre-

distortion to fulfill EVM requirements, while consuming an additional 5.5 mW for the clock 

generation [He10]. On the other hand, in [Wang14] the signal images are pushed further 

away using a sampling frequency of 800MHz, but the 13-bit DACs consumes more due to 

higher operating frequency. The clocks are easier to generate, having a duty-cycle of 50%, 



Marin Răzvan-Cristian, PhD Thesis 2017 Page 27 
 

but the interaction between I and Q paths can degrade the EVM. In order to compensate for 

IQ mismatch, DC offset, and DPA nonlinearity simultaneously, a sophisticated 2D adaptive 

algorithm is included in the DFE, which consumes 22 mW in total. 

In contrast, [Hezar14] proposes a highly efficient 45nm CMOS digital transmitter 

solution for high output power without using DACs [Hezar14]. The baseband I/Q signals 

are up-sampled and noise shaped by a LPDSM [Hezar10] with a 4-bit output, which is 

converted to a time-quantized window via PWM (Fig. 2.18). This allows an efficient 

switching of the PAs based on the signal amplitude, namely a peak efficiency of 47% and 

23% at back-off power. Normally, the PWM needs to work at 4*fc, but due to high 

complexity the data is read from a lookup table (LUT) at a much lower speed. Even so, the 

logic still needs to work at 2*fc for signal mixing. Furthermore, the lower resolution used 

here will increase the out-of-band noise floor, ~6dB/bit, but this problem is not addressed.  

 

Fig. 2.18. Digital PWM transmitter system level view [Hezar14] 

 

 2.3. Conclusion 

A performance summary of State-of-the-art analog and digital transmitters is 

presented in Table 2.3. It is seen that digital transmitters consume around 250-300 mW 

(including digital-to-analog conversion, filtering, signal mixing and power amplification) 

and occupy less than 1 mm2 depending on technology node, whereas its analog counterpart 

can consume 4-5 times more and occupy an area 4-10 times larger. 
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Digital transmitters are much easier to migrate with technology downscaling and 

represent a very good solution for systems with high constraints on power consumption 

and area. Furthermore, the digital Cartesian architecture can be preferred in applications 

targeting large bandwidth signals, as it can address bandwidths up to 154 MHz [Alavi14], 

and is not affected by bandwidth expansion inherent to polar architectures. 

Moreover, the PA efficiency is identified as an important parameter of digital 

transmitters, since it directly impacts the overall power consumption. The switched 

capacitor class-G PA presented in [Yoo13] proved to be a good solution to improve average 

PA efficiency up to 33%, namely 12% more than the next best solution based on switching 

current mode PAs [Ye13]. In addition, it is shown in [Hezar14], that the class-G SC PA is 

also compatible with Cartesian architectures achieving a peak PAE of 47%. 

Two important issues which concern digital transmitters are the image replicas and 

the out-of-band-noise, respectively. On the one hand, image replicas can be seen very close 

to the signal when the up-sampling frequency is not high enough. For instance, in [Alavi14], 

for a bandwidth of 154 MHz, image replicas will be very close at ±300 MHz from center 

frequency. These images are pushed further away by using a higher sampling frequency, 

800 to 1000 MHz in [Ye13] [Wang14], however the overall power consumption will 

increase. On the other hand, the out-of-band (OOB) noise (at 200 MHz and above) injected 

into a nearby receiver within another band should be ideally below thermal noise floor, i.e. 

-174 dBm/Hz at 300 K, in order to allow coexistence of multiple radios.  

The best result in terms of OOB noise can be found in [Wang14], ~-130 dBm/Hz at 

GPS band when transmitting 802.11g 54Mbps signal. However, [Hezar14] proposes an 

architecture which replaces the 13-bit DAC @800 MHz from [Wang14] with a 4-bit DSM 

and 1-bit PWM. This solution enables the use of efficient switching scheme of the PA with 

reduced complexity. Nevertheless, reducing the number of bits translates to higher 

quantization noise, approximately 6dB for each bit [Kozak03], hence additional filtering 

may be necessary in order to improve the out-of-band noise floor.  

As a result, a trade-off can be made between a solution implementing high-speed 

DACs with large number of bits, or one which finds a way to combine a reduced number of 

bits with additional filtering and efficient switching for the PA.  
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Table 2.3. State-of-the-art in analog and digital transmitters 

 [Kumar13]  [He14] [Zheng13]  [Ravi12]  [Ye13]  [Alavi14]  [Wang14]  

Architecture Direct Direct Polar Polar Polar I/Q I/Q 

Process 45nm 40nm 65nm 32nm 65nm 65nm 40nm 

Standard 
11a/b/g  

20M 
11ac 
80M 

11g 
20M 

11g/n  
20/40M 

11g 
20M 

- 

154M 
11 g/n/ac 80M 

No. bits - - 9 8 9 13 13 

PA yes no yes yes yes yes yes 

Peak Pout 
[dBm] 

22.3/20.8 
11b/g 

-5 
(No PA) 
11n/ac 

20.4 
Single tone 

20(20M) 
12(40M) 

16.8 
11g 

22.8 
Single tone 

18.8 (g) 
17.1(n 40M) 

15.7(ac 80M) 

Drain eff. 

[%] 

31.3 

at 33.9 dBm 
- - - 24.5 

42 

19@6dB 
back-off 

- 

System eff. 

[%] 
- - - 18.6 19.3 

34 
14@6dB 
back-off 

- 

PAE [%] - - 32.3 22 21.8 - 17 (g) 

EVM [dB] 
@Peak Pout 

-25/-28 

-41 

(2.4GHz) 
-37 

(5GHz) 

-31 
WCDMA 

-27.7 WLAN 

-25(20M) 
-28(40M) 

 
-28 -28 

-25 (g) 
-30.8(n 40M) 
-33(ac 80M) 

Core supply 1.35 V - 1.2 V 1.05V 1.2 V 1.3V - 

TX Power 

Cons. 
[mW] 

110.7a 

122.8 
 

1.08W 
(2.4GHz) 

1.52W 

(5GHz) 

55@0dBm 
302@20dBm 

82a 
27a 

248@16.8 
dBm 

- 
22 

DFE 

Noise floor 

[dBm/Hz] 
- - - 

-110 

@200MHz  

-125 

@200MHz  
- -130      

@GPS           

Area 3.8 mm2 ~11mm b 1.1 mm2 
0.9mm2 

PM+PA 
~1.5mm2  0.45mm2 

0.18mm2 

DFE 

a: excluding PA & driver 
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Consequently, we can derive the main architecture specifications which will be 

further used in our design, namely: 

 Cartesian architecture 

 Peak Pout  ≈ 15-20 dBm 

 PAE ≈ 30-32% 

 Power consumption: <250-300 mW  

 VDD = 1 V 

 Noise floor @GPS: ≤ -130 dBm/Hz 

 Area: < 1mm2 
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 3. Transmitter architecture description  

In the following chapter, the proposed transmitter architecture will be presented 

with a focus on advantages, disadvantages and main performances of each constitutive 

block. Based on the literature study, the digital transmitter architecture has proven to be a 

very good solution for systems with high constraints on power consumption and area, like 

mobile devices. Furthermore, if the targeted application assumes large bandwidth signals, 

the digital Cartesian architecture can be preferred to its polar counterpart, since it is not 

affected by bandwidth expansion inherent to polar architectures. Finally, a trade-off can be 

made between a solution implementing high-speed digital to analog converters (DAC) with 

large number of bits, or one which finds a way to combine a reduced number of bits with 

additional filtering and efficient switching for the power amplifier (PA). 

 

 3.1. Introduction 

The general architectures of a traditional analog transmitter and a digital 

implementation can be compared in Fig. 3.1. On the one hand, in the case of an analog 

implementation, the digital input signals are converted to the analog domain where they 

are low-pass filtered in order to remove image replicas and reduce the out-of-band noise.  

 
Fig. 3.1. Traditional Analog Transmitter (left); Digital Transmitter (right) 
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Next, the in-phase I and quadrature-phase Q signals are up-converted to RF and fed to 

the power amplifier (PA) stage. Finally, the RF output is band-pass filtered before reaching 

the antenna.  

On the other hand, the digital architecture is based on a direct up-conversion from 

digital to RF (D-RF), like in the case of I/Q RF-DAC [Alavi14], where the mixer and a 2*13-

bit digital PA (DPA) are combined in order to obtain the RF output (Fig. 3.2). The digital 

baseband signals are up-sampled and interpolated at 300 MHz and directly fed to the 

combined mixer and DPA, which also performs a zero-order hold (ZOH) operation to 

balance the speed of baseband up-sampled signals with the LO clock.  

 
Fig. 3.2. Digital I/Q modulation block diagram [Alavi14] 

An all-digital RF signal generator is introduced in [Frappe09], based on single-bit 

LPDSM and a simplified digital mixer, which can be used in a digital Cartesian transmitter 

(Fig. 3.3). Hence, reducing the number of bits in the DSM, down to 1-bit output, allows the 

use of a simple mixer stage and ensures linearity and improved efficiency of the succeeding 

switching PA stage, at the cost of an increased operating frequency, that is, nevertheless, 

compatible with implementations in advanced CMOS nodes. 

 
Fig. 3.3. D-RF architecture based on single-bit DSM [Frappe09] 
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However, two important issues which concern digital transmitters, namely the image 

replicas and the out-of-band noise, can affect the coexistence of multiple radios. First, the 

ZOH operation in [Alavi14] leads to replicas which can be seen at ±300 MHz from the 

center frequency, fc = 2.4 GHz (Fig. 3.4 left). Secondly, the performances of the DSM-based 

architecture in [Frappe09] are less affected by image replicas, thanks to the higher 

sampling frequency, 2*fc, though they are affected by the out-of-band noise, since the main 

function of the DSM is to push away noise from the band of interest (Fig. 3.4 right). 

  

Fig. 3.4. Digital TX: Image replicas [Alavi14] (left); Out-of-band noise [Frappe09] (right) 

Hence, additional filtering is needed in order to reduce the out-of-band noise and 

ensure coexistence of multiple radios within same devices. Recently, [Gebreyohannes16] 

has proposed a differential current-steering FIR DAC architecture with symmetric 

coefficients targeting −60 dBr at the FIR DAC stopband. The digital signal processor is 

based on a 1-bit DSM working at 3.52 GHz which is used to drive the FIR-DAC current cells 

based on the chosen FIR coefficients (Fig. 3.5). This architecture has the advantage of 

shifting the filtering function from analog to digital domain, thus obtaining a semi-digital 

transmitter architecture. 

Following the concepts in [Alavi14] [Frappe09] [Gebreyohannes16] considering 

digital filtering and mixing, we can envision an architecture which pushes the digital 

domain operation up to the PA stage, thus obtaining a complete all-digital transmitter (Fig. 

3.6) which performs exactly the same functions as a traditional analog transmitter. 
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(a) (b) 

Fig. 3.5. FIR-DAC [Gebreyohannes16]: TX block diagram (a); 1-bit N-length FIR DAC (b) 

Conceptually, this architecture is Cartesian for large bandwidth applications and is 

based on DSM for reduced number of bits, additional low frequency configurability (FIR-PA 

SIGGEN), and simple digital to RF mixer (DRFM) with time-interleaved operation (sampling 

I-path on odd periods and Q-path on even periods) which enables the use of a common PA 

for I and Q paths with additional FIR filtering (Fig. 3.6).  

With respect to [Alavi14], the proposed implementation uses 1-bit DSM instead of 13-

bit DAC, is not affected by image replicas, thanks to the high sampling frequency, and 

provides additional FIR filtering. Moreover, the architecture is all-digital and uses a 

common I/Q block working at 4*fc, instead of two blocks at 2*fc as in [Gebreyohannes16], 

thus trading-off complexity and area with higher frequency operation. Finally, the digital 

transmitter builds upon the all-digital RF signal generator based on DSM from [Frappe09] 

and integrates additionally the PA output stage with embedded filtering (highlighted in Fig. 

3.6 with the simple view of the spectrum at different points in the system), thus providing a 

complete all-digital solution. Still, the DSM in [Frappe09] is used to target UMTS standard 

at a carrier frequency fc = 1 GHz, so in order to be able to target more performant 

communication standards and to reduce quantization noise in the signal-band, the 

operating frequency of the modulator should be increased. Nevertheless, this would also 

mean increased timing constraints which are hard to meet in a traditional DSM.  

In the following sections of this chapter, each constitutive block of the proposed 

architecture will be presented in detail, including relevant literature study, associated 

design constraints, proposed improvements and performances overview.  
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Fig. 3.6. Proposed concept of all-digital transmitter with embedded-FIR PA 

 

 3.2. Digital Delta-Sigma Modulators 

This section introduces the concept of Delta-Sigma Modulation. Next, time 

interleaving [KP93] [Kozak03] is introduced as a solution in order to improve the 

maximum effective operating frequency. These methods are applied to different DSM 

configurations in order to choose the most efficient architecture for high-speed 

applications based on a critical path study.  
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The DSM is designed in MATLAB with the Delta-Sigma Toolbox [Schreier16] for large 

signal bandwidths (20 to 160 MHz) and high sampling frequency (~4.8 GHz) to enable 

WLAN 802.11. The resulting modulator is described in VHDL and the code is synthesizable, 

which eases its integration using automatic design tools (IC or FPGA). Part of this study was 

published 2015 [Marin15].  

Moreover, two possible improvement schemes, that can be employed to reduce the 

quantization noise produced by a DSM at specific frequencies, have been proposed 

[Marin16] [Marin17a]. A detailed description of these methods is provided in the chapter 

on Multi-standard coexistence. 

 

 3.2.1. Basic concepts 

The Delta-Sigma Modulation is based on three main concepts: quantization noise, 

oversampling and noise shaping (Fig. 3.7). First of all, in order to reduce complexity, the 

output signal can be quantized on a low number of bits which causes quantization noise.  

Next, oversampling (for example four times oversampling in Fig. 3.7) is performed in 

order to reduce the level of the quantization noise, by distributing it over a larger 

frequency domain.  

Finally, the noise shaping is added in order to further reduce the signal-band 

quantization noise and push it out of band. In Fig. 3.7, Se(f) denotes the power spectral 

density, fb the signal bandwidth and fs the sampling frequency, respectively. 

 
Fig. 3.7. Delta-Sigma Modulation concept 
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 3.2.1.1. Quantization Noise 

Quantization is a non-linear process used in analog-to-digital (A/D) and digital-to-

analog (D/A) conversions which maps any input amplitude to the closest output level. 

However, a lower number of output levels determines a larger loss of exact information of 

input amplitude, leading to quantization errors. 

In order to simplify the analysis, the quantizer can be linearized by using an additive 

white noise model, independent of the input sequence v[n] (Fig. 3.8). This leads to a 

number of assumptions on the error process and its statistics [Kozak03]: 

 the quantization error sequence e[n] is uncorrelated with the input sequence 

v[k], for all n, k; 

 e[n] is uniformly distributed over the range [-Δ/2, Δ/2], where Δ is called bin 

width and represents the difference between two consecutive output levels; 

 e[n] is a white noise with an average power σe2 = Δ2/12. 

Finally, it is concluded in [Kozak03], that the signal-to-noise ratio (SNR) increases by 

approximately 6 dB for each additional bit in the quantizer resolution. 

 
Fig. 3.8. Quantizer (left) and its linear model (right) [Kozak03] 

 

 3.2.1.2. Oversampling  

Oversampling is achieved by sampling the input signal at a faster rate than two times 

the signal bandwidth (Nyquist rate). Hence, the oversampling ratio (OSR) is given in (3.1) 

as the ratio between the sampling frequency and the Nyquist rate.  

b

s

f
f

OSR
2

=                                             (3.1) 
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The advantage of this technique is that the total quantization error power for an 

oversampled signal remains the same as in the case of a Nyquist rate converter, which 

means that the overall noise levels are reduced, thanks to its distribution over a larger 

frequency domain (Fig. 3.7 center).  

Finally, it is shown in [Kozak03], that for each doubling of OSR, the signal-to-noise 

ratio (SNR) increases by 3 dB, which is equivalent to an improvement of 0.5 bit of 

resolution. However, this is limited by the maximum operating frequency, which is mainly 

dependent on the technology node and the choice of architecture. 

 

 3.2.1.3. 1st order noise shaping  

The diagram of a 1st order DSM incorporating a single-bit quantizer along with a 

discrete-time integrator in negative feed-back is displayed in Fig. 3.9. The output in z-

domain is given by 

( ) ( ) ( ) ( )11 1 −− −⋅+⋅= zzEzzXzY                                               (3.2) 

where X(z), Y(z) and E(z) are the z-transforms of the input, output and the quantization 

error, respectively.  

It can be seen that the input signal is filtered by the signal transfer function

( ) 1−= zzSTF , while the quantization error is high-pass filtered by the noise transfer function

( ) ( )11 −−= zzNTF . Thus, the quantization noise is pushed away from the signal-band to the 

out-of-band in order to improve the SNR.  

 
Fig. 3.9. 1st order DSM architecture 
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 3.2.1.4. Higher-order noise shaping  

Higher-order DSM can be realized using either the single-stage approach [Schreier16] 

or multi-stage architectures [Matsuya87]. 

The single-stage architecture is based on a single quantizer in the feedback loop, 

which means that single-bit quantization can still be performed. However, increasing the 

loop order can cause instability problems. In [Schreier16] it is shown, that the stability 

issue can be overcome through a custom choice of the modulator’s coefficients and a 

restriction of the maximum amplitude of the input signal. Furthermore, the algorithm used 

in [Schreier16] is based on Lee’s criterion [Chao90], which suggests as a general rule of 

thumb, that the peak gain of the noise transfer function (NTF) should be less than 2, i.e. 

{ } 2)(max ≤fNTF , where ]2/,2/[ ss fff −∈ . In addition, this architecture is also called 

error-feedback and can be found in different configurations, such as Cascade-of-integrators 

feedback form (CIFB) [Frappe09], Cascade-of-integrators feedforward form (CIFF) 

[Hatami14], Cascade-of-resonators feedback form (CRFB) [Ebrahimi11], Cascade-of-

resonators feedforward form (CRFF) [Silva12].  

The discrete-time integrator and resonator are depicted in Fig. 3.10. The output in z-

domain of the integrator is 

( ) ( )
1

1
−

⋅=
z

zUzV                                                                            (3.3) 

whereas for the resonator we obtain 

( ) ( )
1−

⋅=
z

zzUzV                                                                                                  (3.4) 

 
Fig. 3.10. Discrete-time integrator (left) and resonator (right) 

For example, a 3rd order DSM in a CIFB configuration (Fig. 3.11) is built with three 

integrator stages (shown in Fig 2.10 left) with the z-domain output 
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( ) )()()()( zEzNTFzXzSTFzY ⋅+⋅=                                  (3.5) 

( ) ( )zden
zSTF 1
=                                                                                      (3.6) 

( ) ( ) ( )( ) ( )zden
gzzzNTF 111 1

2 ⋅+−⋅−=                       (3.7) 

( ) ( ) ( ) ( ) ( )( )1
22

321 1111 gzzzazaazden +−⋅−+−⋅+−⋅+=                   (3.8) 

where the g1 coefficient (feedback path) can be used to place optimized zeros (not at DC) 

for bandwidth configurability (depicted in Section 3.2.3.2), since the distance between the 

position of optimized zeros and DC increases with g1. 

 
Fig. 3.11. 3rd order CIFB architecture 

In the multi-stage approach, several low-order (1st and 2nd) DSMs are connected in 

cascade to ensure the stability of the complete system, thanks to the inherent stability of 1st 

and 2nd order modulators (Fig. 3.12). The input signal is fed to the first stage, while the 

negative of the quantization error from stage k is fed to the input of stage k+1 (k = {1... n-1} 

and n is the total number of stages).  

Finally, the outputs from each stage are combined together, which results in the 

cancellation of the quantizer error terms from all stages, except the last one. In addition, 

this architecture is also called multi-stage-noise-shaping (MASH) and was first presented in 

[Uchimura88]. 

Nevertheless, the MASH architecture has a multi-bit output which requires the use of 

an additional Digital-to-Analog Converter (DAC) and does not allow bandwidth 

configurability, since all the zeros of the noise shaping function are located at DC. Hence, 

error feedback DSMs have been preferred and will be studied further. 
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Fig. 3.12. MASH 1-1 architecture 

 

 3.2.2. Increased effective operating frequency 

It was stated previously that the SNR performance of a DSM is directly proportional 

to the oversampling ratio, which means that the main design goal is to increase the 

maximum effective operating frequency of the DSM. This can be achieved using various 

techniques, such as time-interleaving [Ebrahimi11] [Madoglio10], pipelining [Bhide13a] 

[Schmidt11], or look-ahead [Bhide15]. 

The concept of time-interleaving proposes a simple form of parallelism, where a high 

data rate input signal (Rin) is distributed over multiple stages (nTI), each working at a 

slower rate depending on the number of stages (RTI = Rin / nTI) [Kozak03]. For example, 

[Ebrahimi11] presents a TI poly-phase DSM in a 2nd order CRFB configuration on 8 

channels which can target WIMAX signals of bandwidth BW = 8 MHz with an OSR =100 and 

an effective sampling frequency of 800 MHz. The modulator is implemented on FPGA and 

achieves an SNDR ≈ 60 dB measured with a logic analyzer. This method can also be applied 

to MASH architecture, as in [Madoglio10], where a 2nd order MASH DSM with 8 TI channels, 

integrated in CMOS 45nm, is presented to work at an effective sampling frequency of 

2.5 GHz while consuming 6.9 mW.    

Furthermore, the process of pipelining represents a distribution of arithmetic 

operations into smaller operations, separated by additional registers, which leads to an 

increased overall clock rate at the expense of higher latency. This is visible in [Bhide13a] 
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where a MASH pipelined architecture with 2-TI channels achieves a maximum sampling 

frequency around 8 GHz, for a power consumption which is ten times larger than in 

[Madoglio10]. Regarding error-feedback architectures, pipelining is generally not 

applicable to the full architecture due to the coefficients present in the feedback paths. 

However, it is shown in [Schmidt11] that if the quantizer thresholds are large powers of 2, 

the least significant bits (LSB) can be pipelined as they are outside the feedback loop, which 

further leads to a shorter critical path. Thus, the 3-level architecture enables the use of 

smaller effective word widths in the feedback loop, down to 5 most significant bits (MSB) 

out of 16 bits in total (Fig. 3.13). 

 
Fig. 3.13. Pipelining using 5-bit and 6-bit ripple carry adders (RCA5/RCA6) [Schmidt11] 

Finally, [Bhide15] presents a look-ahead technique in order to decouple the 2 TI-

channels in a MASH DSM, so that part of the computation is moved out from the integrator 

feedback loop to before and after the integrator. Using this method, the DSM achieves an 

effective rate of 11.05 GS/s, which represents a 37 ps improvement in the delay with 

respect to a 2-bit TI DSM pipeline [Bhide13b]. 

In the following sub-sections, time-interleaving in Delta-Sigma modulators will be 

discussed in detail, focusing on a comparison between the methods in [KP93] [Kozak03] 

and a critical path study to determine the most suitable error-feedback architecture for 

high-speed applications. 
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 3.2.2.1.  Time-interleaving methods 

Most of the time-interleaved DSM proposed in literature, MASH or error-feedback 

[Ebrahimi11] [Madoglio10] [Bhide13a] [Bhide15] [Bhide13b] use the popular block digital 

filtering method for time-interleaving, introduced over 20 years ago in [KP93].  

This method is based on poly-phase components and results in an effective sampling 

frequency of M.fs, where M is the number of cross-coupled DSMs operating at the sampling 

frequency fs. The equivalent system with the input-output transfer function Y(z) = H(z).X(z) 

is presented in Fig. 3.14, where )(zH  is an M x M transfer function matrix and ijH is the 

contribution of the j-th input into the i-th output. 

 
Fig. 3.14. Equivalent block filtering structure for SISO transfer function H(z) [KP93] 

 The general structure of )(zH  is given in (3.9) 
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where the first row elements are type 1 poly-phase components of H(z) 

)()(
1

0

1 M
l

M

l
zEzzH ∑

−

=

−=                                                              (3.10) 

Let us assume the simple case of a resonator stage with the transfer function h(z) = 

z / (z - 1). The poly-phase decomposition of H(z) for 2 time-interleaved channels, M = 2 is  
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hence E0(z) is equal to E1(z) 
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Moreover, [Kozak03] has introduced a new method with reduced complexity in terms 

of hardware requirements which is derived directly from the time-domain behavior of the 

DSM. This approach includes the following steps [Kozak03]: (a) write the time-domain 

node equations for M consecutive time slots, (b) re-label the nodes within the modulator 

based on the number of channels M and re-write the time-domain equations, (c) combine 

the resulting equations into a single equation corresponding to one time slot, and (d) 

derive the architecture corresponding to the time-domain behavior. 

The comparison between these 2 methods in terms of hardware requirements for an 

L-th order M-channel DSM (Table 3.1), shows a highly reduced complexity for the method 

in [Kozak03], especially when increasing the number of TI channels.  

Table 3.1. Hardware comparison for L-th order M-channel TI DSM [Kozak03] 

 
Block digital filtering [KP93] TI reduced complexity [Kozak03] 

General 3rd order 8-channel General 3rd order 8-channel 

No. integrators LM 24 none 0 

No. cross-
connections L(M2-M) 168 (L+1)M 32 

No. delay 
elements M 8 L 3 

No. two-input 
adders L(M2-M) 168 LM 24 
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Nevertheless, this method has been used only recently in a 4-channel TI DSM 

implementation on FPGA, working at a maximum sampling frequency of 400 MHz with a 

narrow signal bandwidth of 1.25 MHz [Podsiadlik14].  

 

 3.2.2.2. Critical path study 

In literature, we may find four main error-feedback architectures, as detailed in 

[Schreier16], namely CIFB, CIFF, CRFB and CRFF, respectively. A critical path study for 

time-interleaved error-feedback DSM is proposed to determine the DSM design 

specifications for high-speed operation.  

The architectures of a 1st order 2-channel DSM using the poly-phase and node 

equations methods are displayed in Fig. 3.15. Assuming that the addition between 2 n-bit 

signals introduces a delay proportional to n and an addition between a n-bit signal and a da-

bit signal (da ≤ n) introduces a reduced delay, we can estimate the delay factor of the 

critical path for the poly-phase, Dpf = 4n + 2da, and node equations methods, Dneq = 2n + 2da.  

 
Fig. 3.15. 1st order 2-channel TI DSM: poly-phase (left); node equations (right) [Marin15] 

We note that the value da depends on the value of the coefficient a, namely if a = 20, 

the summation will involve only the most significant bit (MSB) and da = 1, whereas in the 

worst case (a = 2-n+1), the summation is performed on all n bits, hence da = n.  

This study is extended in [Marin15] to known architectures of error-feedback DSM 

and shows that the complexity of the critical path of the CIFB architecture is almost half of 

the next best one, CIFF, and almost a third of the poly-phase CRFB implementation used in 
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[Ebrahimi11]. Furthermore, increasing the modulator order in the case of the CIFB 

architecture does not affect the critical path length, while providing improved SNR.  

In conclusion, the CIFB architecture, time-interleaved using the node equations 

method in [Kozak03] is more suited for high-speed applications, since it employs less 

hardware with relaxed timing constraints. 

 

 3.2.3. CIFB architecture 

A 3rd order CIFB DSM (Fig. 3.11) was designed in MATLAB using the Delta-Sigma 

Toolbox [Schreier16], which enables the synthesis of the noise transfer functions for single-

path and quadrature Delta-Sigma modulators. The available options for single-path DSM 

are the following: the order of the NTF, the oversampling ratio (OSR), optimized zeros, out-

of-band gain of the NTF and the center frequency of the modulator. Thus, we only need to 

set the requirements of the DSM and perform a few iterations in order to obtain an 

optimum and stable architecture, which simplifies the design and computational effort. A 

detailed description of this tool and the associated functions can be found in [Schreier05]. 

 

 3.2.3.1. CIFB DSM design specifications 

The specifications of the CIFB DSM have been set with respect to the design 

parameters from [Schreier16] (order, OSR, zeros optimization, NTF gain, center frequency) 

and the targeted application. 

First of all, the order of the DSM should be i) low, reduced number of stages means 

reduced implementation complexity, ii) uneven to allow the placement of DC and optimized 

zeros, and iii) high enough to meet the SNR requirements for the targeted application. 

Thus, we set the order to 3, which is the smallest value that meets the aforementioned 

conditions. Secondly, in order to determine the OSR we need to set the sampling frequency 

and the signal bandwidth (3.1).  

The modulator is proposed as a part of a digital transmitter chain, targeting IEEE 

802.11 standard, with the signal bandwidth BW = {20, 40, 80, 160} MHz at a center 
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frequency fc = 2.4 GHz. Hence, we obtain the corresponding oversampling ratio, OSR = {240, 

120, 60, 30}. Furthermore, the optimized zeros (zeros not at DC) option refers to the 

possibility of adding bandwidth configurability, namely targeting multiple signal 

bandwidth while meeting SNR requirements. Next, the out-of-band gain of the NTF is 

determined according to Lee’s criterion [Chao90], namely { } 6.12)(max =≤fNTF , where

]2/,2/[ ss fff −∈ . Finally, the center frequency of the modulator is f0 = 0, since the 

proposed architecture is based on low-pass DSM. 

 

 3.2.3.2.  Architecture coefficients 

The coefficients {a1, a2, a3, b1, g1} of the DSM (as shown in Fig. 3.11) are obtained 

based on the design specifications using the Delta-Sigma Toolbox functions synthesizeNTF 

and realizeNTF.  

The implementation of the coefficients influences the delay factor of the critical path, 

which in the end determines the maximum sampling frequency of the modulator. In order 

to obtain simplified operations, all the coefficients have been quantized to sums of negative 

powers of 2/negative powers of 2, thus avoiding the use of dedicated multipliers.  

Furthermore, we observe that the bandwidth configurability is determined only by 

the g1 coefficient, whereas the other coefficients are almost equal for different OSR values. 

In addition, [Marin15] introduces simple configurability using only a 1-bit control signal 

(ctrl) to activate or deactivate the g1 coefficient, thus obtaining close to ideal SNR for the 

targeted signal bandwidths (Fig. 3.16).  

 
Fig. 3.16. 3rd order CIFB architecture with 1-bit bandwidth control [Marin15] 
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Hence, the optimized zero placement (g1 = 2-7) is suited for signal bandwidths larger 

than 80 MHz, as shown in the NTF plot from Fig. 3.17. 

 
Fig. 3.17. NTF of the 3rd order CIFB DSM: g1 = 0; g1 = 2-7 [Marin15] 

Finally, the values of the peak SNR for the targeted signal bandwidths can be obtained 

using the function simulateSNR from the Delta-Sigma Toolbox. The results are displayed in 

Table 3.2 for the ideal case (ideal coefficients) and optimized case (quantized coefficients 

with g1 de-/activation as shown in Fig. 3.16). In addition, the simulateSNR function can be 

used to determine the stability of a DSM, namely the maximum amplitude of the input 

signal in dBFS (decibel relative to a full-scale sinewave), which in this case was calculated 

to be approximately -2.8 dBFS. 

Table 3.2. Peak SNR 3rd order CIFB DSM [Marin15] 

BW [MHz] OSR 
Peak SNR [dB] 

ideal optimized 

20 240 134.1 127.4a 

40 120 112.3 104a 

80 60 91.4 82.4a 

160 30 69.2 67.2b 

a. g1 deactivated 
b. g1 activated 
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 3.2.4. DSM synthesis 

The final step of the design flow is the physical implementation of the proposed 

modulator targeting either integrated circuit (IC), or FPGA applications. Hence, the 

architecture has been described in VHDL based on the signal precision and the amplitude 

ratios between different stages (to avoid saturation), obtained through simulation. In order 

to ensure good SNR performance, the input signal x is coded on 12 bits (11 bits data, 1 sign 

bit), which corresponds to 16-bit accuracy considering the coefficient b1 ≈ 2-4. Furthermore, 

there is a direct relationship between the NTF order and signals precision, namely if the 

NTF order is increased, the ratio between the output of the last stage and the input signal 

also increases, which determines a larger number of bits needed for signals coding. 

The proposed DSM was synthesized in 28nm FD-SOI CMOS from STMicroelectronics 

using standard cells libraries for a set of three supply voltages, {0.8, 0.9, 1} V. The results in 

terms of critical path slack are used to estimate the maximum sampling frequency of the 

modulator with respect to the supply voltage, reaching up to 6 GHz for 5-TI channels 

operating at 1 V (Fig. 3.18).  

Hence, we note that time-interleaving can be used, either to increase the maximum 

sampling frequency for a given supply voltage, or to lower the supply voltage for a given 

sampling frequency, whereas the power consumption/GHz remains almost constant.  

 
Fig. 3.18. TI DSM estimated maximum operating frequency 
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In conclusion, an optimum number of time-interleaving channels (between five and 

ten) can be found based on a trade-off between operating frequency, supply voltage, power 

consumption and area, respectively. 

 

 3.3. FIR-PA 

This section describes the proposed FIR-PA implementation for high-speed all-digital 

transmitters targeting multi-standard coexistence. A FIR filter is designed in MATLAB in 

order to meet the out-of-band noise requirements when transmitting at the center 

frequency fc ≈ 2.4 GHz. Next, we perform a theoretical study of a switched-capacitor (SC) PA 

based on embedded-FIR in order to evaluate the performances in terms of power efficiency 

and area. These performances are further improved by introducing different optimization 

steps for reduced switching and complexity of the output stage.  

 

 3.3.1. FIR Filter 

The proposed FIR filter has been designed in MATLAB in order to attenuate the 

quantization noise produced by the 1-bit DSM (described in the previous Section) and meet 

the out-of-band noise specifications (OOB mask) depicted in Fig. 3.19. The values are given 

at the PA output, assuming a noise reduction of around 40 dB thanks to antenna coupling 

losses and a coexistence band-pass filter (BPF). This is a generally valid assumption for 

chipsets coexisting in a single device and is implemented here as a brick-wall filter. 

We remark that the most stringent noise specifications can be found near-band, 

between 2.3 – 2.7 GHz at 3GPP band, and out-of-band between 1.57 – 1.61 GHz at GPS and 

GLONASS (Global Navigation Satellite System) bands.   

Based on these requirements, we propose the design of a digital FIR filter, taking into 

consideration that the near-band noise will determine the number of filter coefficients, and 

the out-of-band the resolution of the coefficients, respectively. 
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Fig. 3.19. 1-bit DSM output spectrum (Amplitude scaled to Pout = 20 dBm, BW = 20 MHz) 

The Filter Design & Analysis Tool in MATLAB (fdatool) was used to design the FIR 

filter with different windows (under the same conditions in terms of filter length, 

coefficient quantization), to obtain a trade-off between near-band and out-of-band 

attenuation based on the design specifications shown in Fig. 3.19. It is found that the 

required performance trade-off can be achieved by a FIR filter using a Hann window  

















−
−=

1
2cos1

2
1)(

N
nnw π

                                                    (3.14) 

where N represents the width, in samples, of a discrete-time symmetrical window function 

w[n] and 0 ≤ n ≤ N – 1.  

Next, we derive the limit values of the FIR filter parameters, namely 115 symmetric 

coefficients quantized on 8 bits, which enable the implementation of a transfer function 

that meets the design specifications, when transmitting a 20 MHz bandwidth signal on 

Channel 1 centered at 2.412 GHz (Fig. 3.20). The 8-bit coefficient quantization corresponds 

to the ratio between the largest (coeffl) and the smallest (coeffs) filter coefficient. Hence, in 

this case, coeffs = 1 and coeffl = 256. Knowing coeffs = 1, we can obtain the number of unitary 

filter taps by summing all the quantized coefficients, resulting in a total number of 14540.  

Finally, the filter design requirements corresponding to the targeted signal 

bandwidths, {20, 40, 80, 160} MHz, are shown in Table 3.3, where we can notice that the 

number of coefficients decreases for larger bandwidths, 80 MHz and 160 MHz, thanks to 

the relaxed near-band noise requirements (the large bandwidth signals overlap the 3GPP 
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band). In conclusion, in order to facilitate the PA design in terms of power consumption 

and area, the maximum number of unitary filter taps (14540) needs to be highly reduced, 

meaning a smaller number of coefficients with lower quantization.  

 
Fig. 3.20. Simulated output spectrum: FIR filtered DSM output (BW = 20 MHz) 

Table 3.3. FIR filter initial design specifications 

BW [MHz] No. coefficients 
Quantization 

No. of bits 
No. unitary taps 

20 115 8 14540 

40 115 8 14540 

80 75 8 8390 

160 65 8 5380 

 

 3.3.2. Power amplifier 

The main idea of our proposed transmitter architecture is to shift processing from 

analog to digital domain for increased transmitter performances, thus adding increased 

digital functionality while taking advantage of the advanced CMOS technology node, 28nm 

FD-SOI CMOS from STMicroelectronics. In return, the design constraints of the PA output 

stage are highly reduced, so we can target a simple and efficient PA stage with low power 
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consumption. This is enabled here by the 1-bit output DSM which allows the use of a linear 

and highly efficient switching-mode power amplifier (SMPA), such as the class-D PA (Fig. 

3.21 left). The SMPA is based in principle on complementary active devices which can be 

represented as an ideal switch, where either the voltage or current waveforms across it are 

alternatively minimized to reduce overlap (Fig. 3.21 right). However, most of the PA stages 

found in literature are used in polar architectures as a combination of several power cells 

in order to target different amplitude levels [Zheng13] [Ye13]. 

 
Fig. 3.21. Switching-mode class-D PA: active devices (left); ideal switch (right) 

Since the architecture is based on 1-bit output, the amplitude is constant (ideally VDD), 

so it does not need the power cells combination. Therefore, we propose to use this feature 

in order to obtain a FIR filter (of length N) for multi-standard coexistence, where the filter 

coefficients are implemented as class-D power cells (Fig. 3.22).  

 
Fig. 3.22. Switching-mode class-D PA with embedded N-length FIR filter 
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 3.3.2.1. Design specifications 

The value of the load resistance RL depends on the targeted maximum ouput power, 

which is Pout,max = 20 dBm = 100 mW. Generally, the output power of a linear RF PA is: 

R
V

P out
out

2

5.0 ⋅=                                                                             (3.15) 

where Vout represents the peak value of the output voltage.  

Next, the capacitance seen from the output in the node Cx is equal to the sum of all 

capacitances C1…N. The total capacitance C and the inductance L are chosen in order to 

obtain resonance at the carrier frequency, fc = 2.4 GHz. We note that these values are non-

uniquely defined provided a high enough quality factor which can be achieved by using off-

chip inductors. 

CL
fc

⋅
=

12π                        (3.16) 

Furthermore, assuming a train of pulses at the carrier frequency, we can write:  
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where 2/π is the first coefficient of the Fourier series, and non/nt represents the ratio 

between the switched-on capacitance and the total capacitance. Finally, we obtain  
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The value of the resistance can be obtained by replacing Pout = 100 mW, non/nt = 1 and 

VDD = 1 V in (3.18), namely R ≈ 2 Ω. 

 

 3.3.2.2. Filter optimization using the matching network  

Let us recall Table 3.3, where it is shown that the FIR filter (8-bit quantization), 

designed for {20, 40} MHz signal bandwidths, requires a total number of 14540 unitary 

power cells which would determine a very large power consumption and area. In order to 
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target the physical implementation, this number needs to be reduced by lowering the 

number of coefficients and quantization bits. 

Next, we remark that at the output of the PA (Fig. 3.22) we obtain a series RLC 

network formed by the matching network LC and the load resistance R. Hence, when L and 

C are resonant at the carrier frequency, a band-pass filter (BPF) is obtained around fc, 

which will relax the design constraints of the proposed FIR filter, with respect to the 

chosen values of R, L, and C. Consequently, the capacitor used for switching is inherently 

part of the matching network, and serves two purposes, i.e. D/A conversion and 

continuous-time filtering. 

The general transfer function of a RLC-BPF in s-domain is: 

LC
s

L
Rs

s
L
R

stf BPF 1
)(

2 ++
=                      (3.19) 

Let us set R = 2 Ω, L = 1 nH, and C = 4.39 pF, whereas the resistance is chosen based 

on the maximum output power (Section 3.3.2.1), the inductance based on the available 

surface-mounted devices (SMD) with a quality factor larger than 50, and the capacitance is 

obtained with respect to L and fc, so that L and C are resonant at fc = 2.4 GHz.  

Next, we can plot the resulting transfer function in order to estimate the signal-band 

and out-of-band attenuation (Fig. 3.23).  

 
Fig. 3.23. Transfer function 2nd order BPF filter : {R, L, C}, {2*R, L, C}, and {R, 2*L, C/2} 
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The filter is simulated for three sets of values, namely {R, L, C}, {2*R, L, C}, and {R, 2*L, 

C/2}. The results show that the attenuation is lower either when increasing R, or when 

increasing C and decreasing L, which is directly linked to the quality (Q) factor of the 2nd 

order band-pass filter. Furthermore, the maximum signal-band attenuation is around -3 dB 

in the worst case when BW = 160 MHz, as shown in Table 3.4, while still meeting the 

maximum deviation requirement of ±4 dB for the 802.11ac (detailed in Section 2.1.3).  

However, the out-of-band attenuation relaxes the filtering constraints and allows a 

simplification of the FIR filter. Hence, if we take into consideration the BPF attenuation 

when designing the FIR filter, we estimate that the number of bits necessary for the 

coefficient quantization can be reduced down to 5.  

Table 3.4. BPF signal-band attenuation 

BW [MHz] 

Signal-Band Attenuation at ± BW/2 [dB] 

BPF1 
{R, L, C} 

BPF2 
{2*R, L, C} 

BPF3 
{R, 2*L, C/2} 

20 -0.04 -0.01 -0.1 

40 -0.1 -0.015 -0.3 

80 -0.26 -0.06 -1 

160 -0.9 -0.3 -3 

Finally, the optimized FIR filter design specifications using 5-bit coefficient 

quantization are summarized in Table 3.5. We observe that the number of unitary taps is 

almost eight times lower as in the case with 8-bit quantization. Furthermore, the number of 

coefficients also decreased thanks to the lower resolution which determines a cancelation 

of the smallest coefficients (up to 24 cancelled coefficients for the 160 MHz case). For 

instance, a coefficient with the value cv ≤ 3 (smaller than 0.5*23) in the 8-bit quantization 

case is rounded to zero in the case of 5-bit quantization and is no longer taken into 

consideration.  
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Table 3.5. Optimized FIR filter design specifications 

BW [MHz] No. coefficients 
Quantization 

No. of bits 
No. unitary taps  

(Power cells) 

20 109 5 1820 

40 109 5 1820 

80 67 5 1050 

160 41 5 670 

Consequently, the proposed band filter (FIR + BPF) provides highly performant noise 

attenuation with relaxed design constraints, thus facilitating the FIR-PA integration in 

advanced CMOS technology nodes. The proposed optimized FIR filter with 5-bit 

quantization and RLC (R = 2 Ω, L = 1 nH, C = 4.39 pF) is simulated and compared with the 8-

bit quantization case without matching network (Fig. 3.24).  

 
Fig. 3.24. Simulated output spectrum: FIR 5-bit and RLC vs. FIR 8-bit (BW = 20 MHz)  

Furthermore, a configurability feature is introduced in order to provide a simple 

mechanism to adapt the filter to the signal bandwidth of the targeted application (simple 

change between filter functions for 20/40/80/160 MHz). Consequently, each filter 

coefficient can be changed by ±1, ±2 units, thus ensuring a correct filter definition for all 

targeted applications. For example, a coefficient value cv,80M = 39 in the 80 MHz case can be 

obtained from the combination of two coefficients from the 20 MHz case (Section 4.2.1.2), 
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cv1,20M = 15 and cv2,20M = 23, where we activate a +1 unit coefficient change on either 

cv1,20M or cv2,20M (15+23+1=39). Moreover, the coefficient change may also compensate 

possible physical non-idealities for an improved tolerance to the physical variation of 

unitary capacitances, thus being able to successfully meet the OOB mask (Section 3.4.2.3). 

To summarize, the proposed filter design approach is based on a co-design of the FIR 

and RLC band-pass filters, which allows the simplification of the FIR filter specifications in 

terms of number of coefficients and number of unit cells, thus improving efficiency.  

This approach can be divided in the following steps: i) choose the appropriate filter 

window which provides a good trade-off between near-band and out-of-band attenuation, 

ii) find the limit value of the number of bits for coefficient quantization (meet OOB mask), 

iii) reduce the number of quantization bits of the FIR filter, by taking into account the 

inherent RLC band-pass filter attenuation.  

 

 3.3.3. Efficiency  

In an RF PA, the power efficiency is one of the most important performance figures 

and is usually defined by the drain efficiency (η), or the total power-added efficiency (PAE): 

DCout PP /=η                                                                             (3.20) 

( )DCinout PPPPAE += /                                                                 (3.21) 

where Pin, Pout, and PDC are the input power, output power, and DC power dissipation, 

respectively.  

In the case of a switched-capacitor PA (SC PA) with ideal switches, we can rewrite Eq. 

(3.20) to obtain 

( )SCoutout PPP += /η                                                                            (3.22) 

where PSC represents the dynamic power required to charge the SC array.  

We note that in the case of real switches (described in Chapter 4), the efficiency 

relation includes also the leakage power, static and dynamic due to parasitic capacitances 

and direct-path/static currents, and the resistive losses due to the switch on-resistance Ron.  
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Next, PSC can be expressed as the ratio between the total energy spent during NP 

periods and the number of periods NP times the sampling period Ts = 1/(4*fc) = 1/fs 
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                                                                           (3.23) 

where Ex is the energy spent during one period Ts. 

The proposed FIR-PA is designed as a part of a digital Cartesian transmitter (Fig. 3.25) 

and will be shared alternatively by the I and Q paths. The interconnection network uses the 

single-bit output of the DSM (for I and Q paths) in order to obtain the N-path input signals 

for the FIR-PA. Additionally, the digital to RF mixing is included in the interconnection 

network, where selP is used for path sharing (I and Q) and selS for the sign change, 

corresponding to a general RF output stream {I, Q, -I, -Q}. Hence, at one time period Ts, Vout 

will correspond to the I-path, and at the next one, to the Q-path, respectively.   

 
Fig. 3.25. Digital Cartesian transmitter based on single-ended FIR-PA 

Let us consider the simplified SC PA in Fig. 3.26, which will be used to determine the 

maximum energy spent during a transition, similar to the approach in [Yoo11]. In this case, 

the inductor can be seen as an open circuit during fast switching transitions, and the output 

voltage can be obtained as the ratio between the switched-on capacitances and the total 

capacitance. Furthermore, we note that in [Yoo11] the switched-capacitor network is used 

in a polar configuration to activate unitary cells based on the signal amplitude during the 

first half-period, whereas in the second half, all the cells are switched-off. Hence, the energy 

spent during one time period depends only on the number of activated and deactivated 

cells (without considering transitions). 
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However, in the proposed architecture (Fig. 3.25), the unitary cells are activated or 

deactivated during a complete time period based on the control signals corresponding to 

the FIR filter implementation, meaning that the switching scheme model has to take into 

consideration the previous state (de-/activated) of the cells (transitions). 

Initially, at time instant t0, there are two capacitors with the bottom plates connected 

to VDD and two capacitors with the bottom plates connected to GND. The first index of the 

capacitance corresponds to the connection of the bottom plate at time t0, whereas the 

second index corresponds to time t1 (1 for VDD and 0 for GND).  

Hence, C11 is connected to VDD at t0 and t1, C00 is connected to GND at t0 and t1, C10 is 

connected to VDD at t0 and is switched-off at t1, and C01 is connected to GND at t0 and is 

switched-on at t1, respectively.  

 
Fig. 3.26. 2-bit SC PA: at t0 (left) and t1 (right) 

The corresponding output voltages at t0 (V0) and t1 (V1) are obtained as a ratio 

between the switched-on capacitances and the total capacitance CT = C11 + C00 + C10 + C01. 
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We note that the two output voltages are not equal when C10 ≠ C01, meaning that 

energy will also be spent due to the voltage drop difference on C11, from VDD - V0 to VDD - V1, 

or the voltage drop difference on C00, from -V0 to -V1, respectively. Hence, we write 
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10000111 EEEEEx +=+=                                                              (3.26) 

where E11, E01, E00, and E10 correspond to the energy spent during one transition, due to the 

voltage drop difference on C11, C01, C00, and C10. 
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Next, we replace (3.24) and (3.25) in (3.27)  
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Analog, we can obtain E01, E00, and E10 
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The resulting maximum energy spent during one transition is 
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=                               (3.32) 

This formula is validated through Spectre RF simulations based on the ideal unitary 

power cell displayed in Fig. 3.27 (cells used: switch for sw1 and sw2 and cap for C1, from the 

analogLib library) and will be further used for the FIR-PA efficiency study.  

The efficiency study will be extended in Chapter 4 to include also the performance of 

the designed circuit elements (real switch and capacitors). 
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Fig. 3.27. Schematic of an ideal unitary power cell in Cadence 

 

 3.3.3.1. Single-ended FIR-PA efficiency  

The drain efficiency characteristic is expressed using (3.22) for an input sine wave of 

frequency fsin = 1 MHz which is sampled at fs/2 = 4.8 GHz. First, the modulator output is 

obtained in ModelSim (VHDL description) for different values of the input signal peak 

amplitude Ain, whereas the maximum peak amplitude is chosen equal to 640 mV to ensure 

DSM stability according to Section 3.2.3.2. Next, the rms value of the output voltage Vout 

(Fig. 3.25) is calculated in order to obtain the output power Pout, when R = 2 Ω.  
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P rmsout
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2
,=                                             (3.33) 

Finally, we can combine (3.23) and (3.32) to determine the switching power PSC.  

sDDTSCSC fVCP ⋅⋅⋅= 2α                                 (3.34) 

where the factor αSC is obtained from Eq. (3.32) as an average value of the total energy 

spent during NP periods, independent of CT and VDD  
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and all the capacitances are normalized to the total capacitance CT 
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Let us consider the optimized FIR filter designed for the 20 MHz bandwidth with 109 

coefficients corresponding to 1820 unitary power cells. The values of the capacitances C11, 

C01, C00, and C10 in (3.36) are determined as follows: C11 is the sum of all the capacitances 

connected to VDD at t0 and t1, C00 connected to GND at t0 and t1, C10 connected to VDD at t0 and 

switched-off at t1, and C01 connected to GND at t0 and switched-on at t1, respectively. Hence, 

we can determine the normalized capacitances α00, α01, α10, α11 which are further used to 

calculate the factor αSC during Np periods. 

The proposed switching model, based on Eq. (3.22) and (3.33-3.36), is used to 

perform a system level simulation in order to estimate the efficiency of the single-ended 

architecture (ηSE) for the targeted signal bandwidths (Table 3.6), considering ideal switches 

and capacitors, where CT = 4.39 pF. We recall that the input signal is a sinewave of 

frequency fsin = 1 MHz with the peak amplitude Ain, sampled at fs/2 = 4.8 GHz.   

We can note that the drain efficiency increases up to 76.1% (considering ideal 

switches), proportional to the increase of the input signal amplitude (the output power Pout 

increases), whereas PSC remains almost constant. Furthermore, it is seen that the power 

consumption is almost the same, for all the targeted bandwidths (factor αSC almost 

constant), thus being independent on the value and the number of coefficients of the 

corresponding FIR filters.   

Finally, in order to increase the maximum output power, we propose the 

implementation of a differential FIR-PA architecture, which will be detailed next. 

Additionally, with respect to a single-ended architecture, the differential structure has also 

the advantage of removing inter-symbol interference (ISI) due to the rise and fall times of 

output signal transitions with asymmetric edges (Fig. 3.28), as stated in [Frappe07]. 
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Table 3.6. Single-ended FIR-PA drain efficiency 

Ain 
[mV] 

Vout,rms  

[mV] 
Pout 

[mW] 
αSC  

20/40 MHz 
αSC 

80 MHz 
αSC 

160 MHz 
PSC 

[mW] 
ηSE 

(%) 

64 18.4 0.17 0.164 0.165 0.166 6.93 2.4 

128 36.7 0.67 0.164 0.165 0.165 6.93 8.9 

192 55 1.51 0.169 0.169 0.17 7.14 17.5 

256 73.4 2.69 0.156 0.157 0.158 6.59 28.9 

320 91.7 4.2 0.163 0.164 0.164 6.88 37.9 

384 110 6.05 0.159 0.16 0.16 6.72 47.4 

448 128.4 8.24 0.163 0.164 0.165 6.88 54.5 

512 146.7 10.76 0.156 0.157 0.157 6.59 62 

576 165 13.61 0.158 0.158 0.159 6.67 67.2 

640 203.6 20.72 0.154 0.155 0.156 6.5 76.1 

 

 

Fig. 3.28. ISI with asymmetric fronts (a); resulting output spectra (b) [Frappe07] 
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 3.3.3.2. Differential FIR-PA efficiency  

The differential FIR-PA architecture is illustrated in Fig. 3.29 and is expected to obtain 

an increased output power (+ 3 dB) for the same overall efficiency (output power is 

doubled, power consumption is doubled) with respect to the single-ended FIR-PA.  

 
Fig. 3.29. FIR-PA differential architecture 

 

 3.3.3.2.1. Optimization of the switching activity 

Let us recall that the FIR filter is designed with symmetric coefficients, meaning that 

for example C1 = CN, hence in1 and inN have the same influence (C1/CT) on the differential 

output voltage value Vout,diff. Table 3.7 comprises the possible values of Vout,diff depending on 

the switching activity on in1 and inN (the influence of in2,…,N-1 is not taken into account).  

Table 3.7. Possible values of Vout,diff depending on in1 and inN 

Case in1 inN Vout,pos Vout,neg Vout,diff 

00 0 0 0 2*C1/CT -2*C1/CT 

01 0 1 C1/CT C1/CT 0 

10 1 0 C1/CT C1/CT 0 

11 1 1 2*C1/CT 0 2*C1/CT 
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where 

negoutposoutdiffout VVV ,,, −=                                 (3.37) 
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The cases “01” (in1 = 0 and inN =1) and “10” (in1 = 1 and inN = 0) are redundant and 

determine a zero output value, while producing unnecessary switching activity. In order to 

improve the efficiency of the differential FIR-PA, this redundancy can be eliminated from 

Eq. (3.38) and (3.39) with AND (positive side)/NOR (negative sides) gates between in1 and 

inN in Eq. (3.40) and (3.41), leading to new driving signals RFP1 and RFN1.  

( ) ( )
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N
N

T
Nposout C

C
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C
C

inANDin
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11
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Consequently, based on the optimization in Eq. (3.40) and (3.41) the possible values 

of Vout,diff depending on the switching activity on ini and inN-i+1 are {-2*Ci/CT, 0, 2*Ci/CT }. 

Simulation results show that avoiding unnecessary switching activity with this method 

reduces the power consumption due to capacitor switching by 15-18%, thus increasing the 

FIR-PA efficiency by up to 3% at maximum input amplitude.  

 

 3.3.3.2.2. Half-SC FIR-PA 

Considering the fact, that the possible values of Vout,diff depend only on Ci and that the 

factor 2 is relative to the ratio between the smallest coefficient and the sum of all the FIR 

filter coefficients, we therefore propose an original solution to improve the efficiency of the 

output stage by eliminating half of the filter coefficients (with respect to Table 3.5) without 

affecting the filter transfer function (Fig. 3.30).  
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Fig. 3.30. Half-SC FIR-PA differential architecture 

We note that using the proposed switching scheme with reduced redundancy, the 

outputs on the positive or the negative sides do not correspond anymore to the output of a 

single-ended architecture. However, the switching optimization was performed 

considering a differential structure, leading to identical transfer functions for the 

differential Half-SC FIR-PA and the initial differential FIR-PA. 

Furthermore, the power consumption and area of the proposed Half-SC FIR-PA is 

reduced by half with respect to the initial differential FIR-PA in Fig. 3.29, and the interface 

between the outputs of the DSM and the Half-SC FIR-PA inputs needs to drive only half the 

number of signal lines (N/2+1), thus reducing the overall system power consumption even 

further.  Based on the proposed improvements of the Half-SC FIR-PA (reduced unnecessary 

switching and half of the FIR coefficients), we can recalculate the factor αHSC using (3.35) 

and the associated power consumption.  
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Consequently, we can compare the efficiency of the Half-SC FIR-PA (ηHSC) to the 

single-ended (ηSE) architecture in Table 3.8. Moreover, the factor αDSC describes the 

performances of the differential SC PA before the optimization of the switching activity 

(Fig. 3.29) and is obtained by doubling the factor αSC (obtained for the 20/40 MHz filter) 

from Table 3.6. 

Table 3.8. Differential FIR-PA drain efficiency 

Ain  
[mV] 

Vout,rms  

[mV] 
Pout 

[mW] 
αDSC αHSC 

PHSC 

 [mW] 
ηHSC 

(%) 
ηSE 
(%) 

64 36.8 0.34 0.328 0.133 5.62 5.7 2.4 

128 73.4 1.35 0.328 0.135 5.70 19.1 8.9 

192 110 3.02 0.338 0.139 5.87 34 17.5 

256 146.8 5.39 0.313 0.132 5.57 49.1 28.9 

320 183.4 8.41 0.326 0.136 5.74 59.4 37.9 

384 220 12.1 0.318 0.134 5.66 68.1 47.4 

448 256.8 16.49 0.326 0.136 5.74 74.1 54.5 

512 293.4 21.52 0.312 0.132 5.57 79.4 62 

576 330 27.22 0.315 0.134 5.66 82.8 67.2 

640 407.2 41.45 0.309 0.131 5.53 88.2 76.1 

The efficiency characteristics of the single-ended (SE), differential optimized with 

reduced switching activity (Diff_opt) and differential Half-SC architectures are plotted in 

Fig. 3.31. The major advantage of the proposed Half-SC scheme is the increased power 

efficiency at back-off output power levels, which is very important when targeting 

advanced communication standards with large PAPR, such as WLAN (PAPR ≈ 13 dB).  

Additionally, the Half-SC scheme has been simulated in Cadence, using ideal switches 

and capacitors (as shown in Fig. 3.27), in order to validate the theoretical analysis and 

MATLAB simulations. 
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Fig. 3.31. Power efficiency characteristics 

The simulations have been performed for 4 input signal peak amplitudes, Ain2 = 128 

mV, Ain5 = 320 mV, Ain8 = 512 mV and Ain10 = 640 mV, and the resulting efficiency 

characteristic (Fig. 3.31 Half-SC Cadence Sim, diamond markers) is similar to the one 

obtained through MATLAB simulations (Fig. 3.31 Half-SC, square markers).  

Furthermore, it is seen that when we consider the switched-capacitor (SC) network 

together with the RLC band-pass filter, the drain efficiency is slightly higher than expected 

(output power slightly larger, capacitive dissipated power slightly smaller), which may be 

accounted for by a small current leakage from the SC network towards the RLC filter, 

during capacitor discharge. However, this effect was not modeled in MATLAB since the two 

networks (SC and RLC) are simulated independently. 

Thus, the number of coefficients in the Half-SC scheme is reduced by half, and we can 

approximate the new maximum number of unitary power cells (filter taps), namely ~910 

(from Table 3.5, 1820 unitary taps for the 20 MHz case), which are driven by a maximum of 

55 (109/2 + 1) control signals. 

Finally, Table 3.9 presents a performance summary for the single-ended, differential 

and Half-SC architectures, namely the output power, power consumption, area, number of 

power cells and number of input drivers.  
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Table 3.9. FIR-PA architectures performance summary 

 Single-ended Differential Half-SC 

Output Power Pout 2*Pout 2*Pout 

Switching consumption PSC 2*PSC PSC 

Area A 2*A A 

No. of power cells  Npc 2*Npc Npc 

No. Input drivers Nid 2* Nid Nid 

In conclusion, the proposed Half-SC method combines the advantages of a differential 

architecture (twice the output power) with the ones of a single-ended architecture 

(complexity - power consumption and area) to obtain a highly efficient SC FIR-PA. The 

expected performance based on system-level simulations is derived in Table 3.10. 

Table 3.10. Simulated FIR-PA performance 

Parameters System simulation results 

Bandwith [MHz] 20 - 160 

Carrier frequency [GHz] 2.4 

FIR-PA switching consumption [mW] 5.6 

Peak output power [dBm] 16.2 

Drain efficiency [%] 88 
 

 3.3.3.2.3. Comparison with ideal high-resolution DAC 

A comparison in terms of noise performances is made between the proposed ideal 

Half-SC architecture and ideal high-resolution DACs (10-bit, 11-bit, 12-bit, 13-bit). The 

operating frequency of the Half-SC scheme is 4*fc (RF output signal centered at fc), whereas 

for the ideal DACs we have considered an ideal quadrature operation at 4*fc per signal path 

(in-phase, quadrature phase) based on a 300 MHz signal processing, as described in 
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[Alavi14]. We note that in [Alavi14] the 4*fc operation is implemented through up-

converting quadrature clocks working at fc with a duty-cycle of 25 % to avoid correlation 

between the I and Q paths.  

The corresponding output spectrum simulations are presented in Fig. 3.32. Therefore, 

with respect to an ideal 10-bit DAC, the proposed Half-SC FIR-PA i) presents similar 

complexity in terms of number of cells, ii) with lower number of control signals depending 

on DAC encoding (18 times lower compared to pure thermometer DAC), iii) eliminates 

image replicas due to the ZOH operation, and iv) provides highly adapted noise 

suppression in the most critical bands (for example the GPS band around 1.575 GHz) 

targeting multi-standard coexistence with nearby receivers. 

 
Fig. 3.32. Output spectrum: comparison Half-SC FIR-PA with ideal DAC architectures 

 

 3.4. FIR-PA non-idealities  

The proposed FIR-PA is built upon a basic power cell which comprises a simple 

switched-capacitor scheme. Until now, both the switch and the capacitance have been 

assumed to be ideal. However, in circuit design, non-idealities can arise either in the switch 

circuit or in the capacitance value.  

In this section, we will first propose a model for the switch non-idealities, such as 

rise/fall time (tr, tf), low-to-high/high-to-low delay (tPLH, tPHL) and jitter (tj) and we will 

investigate the effect of these non-idealities over the output power spectrum. Next, we will 
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study the effect of non-ideal capacitance values (non-ideal FIR coefficients) in order to 

determine the tolerance of the proposed scheme to coefficients variation.  

Furthermore, we also investigate the cycle-to-cycle effect of the voltage supply 

variation over the output spectrum. Finally, we will derive the specifications for the IC 

design, taking into consideration the non-ideal effects introduced by the switched-

capacitor scheme. 

 

 3.4.1. Non-ideal switch model 

First of all, let us consider an ideal switch (from Fig. 3.30) and its implementation as a 

CMOS inverter with the input signal in1 and the output signal out1 (Fig. 3.33).  

 
Fig. 3.33. Ideal switch (left); CMOS inverter switch (right) 

The resulting output waveform of the ideal switch is shown in Fig. 3.34 (left), 

whereas in1 is an ideal square wave. However, as described in Fig. 3.25, the input signal in1 

is obtained in the digital interconnection network, thus being subject to system clock non-

idealities. Hence, the output of the CMOS inverter can no longer be represented as an ideal 

waveform and is determined by parameters such as rise/fall time (tr, tf), low-to-high/high-

to-low delay (tPLH, tPHL) and jitter (tj).  

The rise time tr is defined as the time required for the output to swing from 10% of 

VDD to 90% of VDD. Similarly, tf is defined as the time required for the output to swing from 

90% of VDD to 10% of VDD. The low-to-high delay tPLH is defined as the difference between 

the time instants when both the input and the output cross VDD/2 for an output transition 

low-to-high (LH), whereas the high-to-low delay tPHL is defined similarly for an output 

transition high-to-low (HL) [Razavi06].  
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Fig. 3.34. Input / Output waveforms: Ideal switch (left); CMOS inverter switch (right) 

These four parameters can be visualized in Fig. 3.34 (right) when using a CMOS 

inverter switch. Note that the amplitude is normalized to VDD and time is normalized for 

one sampling period Ts = 1/(4*fc). 

Moreover, jitter tj represents the random arrival time variation of a signal with 

respect to the actual ideal arrival time. Hence, clock signals which are subject to jitter will 

determine the expected signals to arrive early at one time instant and late at another. As it 

is shown in [Smilkstein07], jitter can be expressed as a peak-to-peak value tj,pk-pk, or rms 

value tj,rms (Fig. 3.35), whereas its distribution is assumed to be normal.  

 
Fig. 3.35. Jitter with Gaussian distribution [Smilkstein07] 
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We can visualize in Fig. 3.36 the jitter effect over the output signal out1 in the case of a 

CMOS inverter switch. Thus, jitter can be modelled like in the case of a low-to-high/high-to-

low delay, with the exception that jitter also varies from cycle to cycle. 

 
Fig. 3.36. Input / Output waveforms of CMOS inverter switch: Jitter effect 

 

 3.4.1.1. Power spectral density estimation  

The power spectral density (PSD) estimation is based on the Fast Fourier Transform 

(FFT) algorithm for computing the Fourier Transform of a length-N discrete-time sequence 

x(n) at N frequency points (called FFT bins), where f = {0, 1, …, (N-1)}/N [Schreier05] 

( ) ( ) fnj
N

n
enxfX π2

1

0

−
−

=

⋅= ∑                                             (3.42) 

Moreover, [Schreier05] suggests using an additional window function, such as the 

Hann window which provides very large high-frequency attenuation and sufficient 

protection against noise leakage. The PSD estimate is 
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where w(n) is the Hann window function given in Eq. (3.14) and  
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is the energy of the window and represents the scaling factor of the FFT for calibrated 

noise density. A detailed description of the PSD estimation can be found in [Schreier05]. 

In our proposed FIR-PA, x(n) represents a discrete value of the output of the ideal 

switch or CMOS inverter, out1(n) sampled at fs = 1/(4*fc). If we consider the output 

waveform of the ideal switch (Fig. 3.34 left), then the discrete value x(n) = out1(n) will take 

an ideal value of either 0 or 1, depending on the switching activity of the DSM.  

However, the CMOS inverter (Fig. 3.34 right) presents physical non-idealities, and the 

output value during a complete sampling period Ts is no longer ideally equal to 0 or 1. 

Hence, this signal should be sampled at a much higher frequency than fs (Ks*fs), in order to 

acquire enough samples, needed to obtain the discrete value of the output signal between 

[0; 1]. Once the values have been acquired, the signal needs to be decimated in order to 

return to the initial sampling frequency, fs.  

In order to decimate the signal, we may first down-sample the signal by the factor Ks, 

namely keep only every Ksth sample. Still, this would bring us back to the initial non-

representative case. Hence, we propose to decimate the signal through successive capture 

averaging, a technique which is employed by most digital sampling oscilloscopes (DSO) 

[Bishop10]. This way, Ks input samples at Ks*fs are averaged together in order to obtain one 

output sample at fs (Fig. 3.37 for Ks = 3). 

At this point, we mention that the proposed sampling at Ks*fs and decimation through 

successive capture averaging at fs are only performed in simulation in order to be able to 

estimate the PSD using the FFT. In conclusion, in the case of the CMOS inverter with non-

idealities, the discrete value of x(n) = out1(n) at fs can be approximated by the mean value of 

the continuous signal x(t) = out1(t). 
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Fig. 3.37. Successive capture averaging [Bishop10] 

This is further equivalent to the signed area in the xy-plane bounded by the graph of out1(t) 

(Fig. 3.34).   
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 3.4.1.2. Model of the rise/fall time  

Let us consider the transient outputs of an ideal switch and a CMOS inverter with 

variable non-zero rise and fall times (Fig. 3.38). When x(n)ideal = 1, we obtain in the non-

ideal case x(n)NI  

( ) ( ) 42
0

1 1 AAdttoutnx
sT

NI −−== ∫                                                     (3.46) 

and when x(n)ideal = 0, we obtain in the non-ideal case x(n)NI 

( ) ( ) 31
0

1 0 AAdttoutnx
sT

NI ++== ∫                                                     (3.47) 

Taking into consideration that the rise and fall times may vary from one path to 

another we may write the general formulas for A1, A2, A3, and A4  
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Fig. 3.38. Ideal switch (blue) and CMOS inverter (green and red) with variable tr and tf 
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where trx = tr / 0.8, tfx = tf / 0.8, Δtr represents the variation (red curve Fig. 3.38) of the rise 

time specific to each path with respect to an initial value tr (green curve Fig. 3.38), and Δtf  

the variation of the fall time with respect to an initial value tf, respectively. 

  

 3.4.1.3. Model of the low-to-high/high-to-low delay  

Let us consider the outputs of an ideal switch and a CMOS inverter switch with fixed 

non-zero rise and fall times and variable LH/HL delays (Fig. 3.39). The discrete non-ideal 

output is calculated using (3.46) and (3.47), and the areas A1-4 using (3.49), respectively. 
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where trx = tr / 0.8, tfx = tf / 0.8, ΔtPLH represents the variation (red curve Fig. 3.39) of the LH 

delay specific to each path with respect to a zero initial value (green curve Fig. 3.39), and 

ΔtPHL the variation of the HL delay with respect to a zero initial value, respectively. 

 
Fig. 3.39. Ideal switch (blue) and CMOS inverter (green and red) with variable tPLH and tPHL 

 

 3.4.1.4. Combined model of rise/fall time, LH/HL delay and jitter  

Let us consider the case of a CMOS inverter with variable non-zero rise and fall times 

and variable LH/HL delays (Fig. 3.40). In this case, we wish to combine both effects in order 

to provide a complete model of non-idealities. Therefore, we still use (3.46) and (3.47) to 

find the discrete non-ideal value of x(n), where each area can be calculated using (3.50). 



Marin Răzvan-Cristian, PhD Thesis 2017 Page 81 
 

( )

( )

( )

( )


















∆+

∆⋅+∆⋅+
⋅=

∆+

∆⋅−
⋅=

∆+
∆⋅+∆⋅+

⋅=

∆+
∆⋅−

⋅=

ffx

fPHLfx

ffx

PHLfx

rrx

rPLHrx

rrx

PLHrx

tt
ttt

A

tt
tt

A

tt
ttt

A

tt
tt

A

2

4

2

3

2

2

2

1

22
8
1

2
8
1

22
8
1

2
8
1

                                                       (3.50) 

 

Fig. 3.40. Output waveform: ideal switch and CMOS inverter (combined non-ideal effects) 

Finally, as mentioned before, jitter can be also considered as a variable delay, so we 

can now describe the complete model for the switching non-idealities. This model is 

derived in Eq. (3.51) and was used in simulations in order to visualize the effect of the non-

idealities over the output spectrum.  
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 3.4.1.5. Results  

In the following sub-section we study the influence of the aforementioned parameters 

over the resulting spectrum, in order to derive the limit values for which the performance 

of the system starts to degrade (fail to meet OOB mask). We note that the study is based on 

a hypothetical random variation of parameters, whereas in reality, this variation depends 

on the supply voltage and signal generation equipment.  

As a methodology, all parameters are specific to each path and normally distributed, 

and Δtr, Δtf, ΔtPLH and ΔtPHL are constant throughout the simulation, whereas tj,var changes 

from cycle to cycle. The first simulation shows the resulting output spectrum when varying 

only the rise and fall times (Δtr and Δtf) against the ideal output spectrum (Fig. 3.41).  

 
Fig. 3.41. Output spectrum: ideal (black); variable tr and tf  (blue) 
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This confirms the statement in [Frappe07] that a differential architecture is not 

affected by ISI in the case of non-equal rise and fall times. However, slight differences may 

still be observed, due to variable rise and fall times from one signal path to another. 

Furthermore, Fig. 3.42 highlights the effect of variable delays (ΔtPLH and ΔtPHL) over 

the filtering function. As we may notice, the noise level is higher than the one in the ideal 

case especially near the signal-band.  

 
Fig. 3.42. Output spectrum: ideal (black); variable tPLH and tPHL (blue) 

In this case, it is the degradation of the signal-band noise performances which 

determines the limit value of the standard deviation of the propagation delay tPLH (or tPHL), 

corresponding to σPLH/PHL ≈ 0.1 . tPLH.  

Next, we depict in Fig. 3.43 the effect of jitter over the filtering function. We remark 

that, with respect to the other parameters, jitter determines an increased noise floor, 

especially near the signal-band, where the FIR filter zeros are less visible. This is due to the 

fact that the deviation mostly affects the largest coefficients of the FIR filter and that near 

the signal-band, the zeros of the FIR function are highly dependent on the paths comprising 

the largest coefficients.  

Still, far out-of-band, the output spectrum meets the OOB mask with a safe margin. 

Here, the limit value of the standard deviation of variable jitter is found to be σj,var ≈ 1 % of 

the main clock period, which corresponds to σj,var ≈ 1 ps, for an operating frequency of 

around 10 GHz. 
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Fig. 3.43. Output spectrum: ideal (black); variable jitter tj,var (blue) 

Finally, we have simulated all the non-ideal effects together with the corresponding 

limit values (Fig. 3.44) and we remark that the resulting output spectrum is very similar to 

the one in Fig. 3.43. Thus, we can conclude that out of the three switch non-idealities under 

study, jitter has the largest influence over the FIR-PA output performance.  

However, we find it interesting that when all the non-idealities are simulated 

together, the noise level near the signal-band is lower than in the case when only the effect 

of jitter was studied. Since the variable delay and jitter have basically the same effect on the 

output value, we may assume that there is a slight cancellation effect when studying these 

effects together, which in return determines a slightly lower deviation from the ideal 

output value. 

 
Fig. 3.44. Output spectrum: ideal (black); non-ideal effects (blue) 

 



Marin Răzvan-Cristian, PhD Thesis 2017 Page 85 
 

 3.4.2. Non-ideal FIR filter coefficients  

In our proposed FIR-PA architecture, each filter coefficient is obtained through the 

ratio between the capacitance on each path and the total capacitance of the paths. Until 

now, the filter coefficients have been assumed to be ideal, namely each coefficient i 

quantized to 5 bits can be set to an integer value ci between [1; 32].  

Furthermore, instead of designing one cell per each coefficient with the 

corresponding ci, we choose to design a unitary power cell which is then multiplied by ci. 

Even so, depending on the technology and capacitor choice, the value of the capacitance of 

each unitary cell may still vary from one to another.  

Hence, it is important to study the influence of non-ideal coefficients on the filtering 

function, in order to determine the tolerance of the proposed architecture to the physical 

variation of unitary capacitances (ΔCi). 

 

 3.4.2.1.  Estimation 

The proposed test has the following characteristics: 

 for each unitary coefficient, we compute two vectors (one for the positive 

and one for the negative side of the FIR-PA) of variable coefficients cvar,a and 

cvar,b (length is equal to the total number of unitary coefficients) following a 

normal distribution law of mean mc = 0 and standard deviation σc between 

[0.01; 0.2]; 

 there are 35 random realizations of the FIR filter for each σc; 

 for each realization of the FIR filter, each coefficient is computed as the 

number of ideal unitary coefficients plus the corresponding variable 

coefficient values taken randomly from cvar,a or cvar,b. 

It is seen that for a σc = 0.05, which translates to a peak deviation of around ±15% of 

one unitary capacitance, the output spectrum of the designed FIR function meets the out-

of-band mask (Fig. 3.45).  
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This tolerance is achieved thanks to i) the large number of coefficients which provide 

excellent noise rejection (in the ideal case, 109 coefficients FIR filter implemented with half 

the complexity - 55 coefficients), and ii) low coefficient quantization to 5 bits which is 

already subject to coefficient rounding errors. 

   
Fig. 3.45. Output spectrum: non-ideal coefficients σc = 0.05 (35 random realizations) 

However, increasing σc up to 0.1 (peak deviation of around ±30%) we notice that the 

noise level performances near the signal-band as well as out-of-band are slightly degraded 

(Fig. 3.46), namely 30 realizations out of 35 do not meet the transmit mask near the signal-

band, and 6 realizations out of 35 do not meet the OOB mask.  

  
Fig. 3.46. Output spectrum: non-ideal coefficients σc = 0.1 (35 random realizations) 
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 3.4.2.2. Comparison with non-ideal high-resolution DAC 

In this section, we will compare the Half-SC structure with a DAC architecture, 

assuming in both cases non-ideal coefficients with a standard deviation σc = 0.1 (peak 

deviation of around ±30%). Previously, we considered high-resolution DAC architectures 

with pure thermometer encoding (Section 3.3.3.2.3), even though it is not used in practice, 

due to the increased complexity, area, interconnect parasitics and power consumption. 

This justifies the introduction of segmented approaches in order to trade-off 

complexity with output performances (avoid non-monotonic behavior and mid-code 

transition glitches). Such an architecture is proposed in [Alavi14] and uses 8 bits 

thermometer encoding for the most significant bits (MSB) and 4 bits binary encoding for 

the least significant bits (LSB) in a 13-bit DAC (1 sign bit), resulting in 256 MSB and 16 LSB 

units. We further recall that the architecture in [Alavi14] is based on a 300 MHz signal 

processing which creates image replicas due to the ZOH operation. 

In the present comparison, the DAC has the same ratio of number of bits with 

thermometer and binary encoding as in [Alavi14], namely 2/3 of total number of bits for 

thermometer, and 1/3 for binary, respectively. The simulations are performed for {11, 12}-

bit segmented DACs with {7, 8} bits thermometer encoding and 4 bits binary encoding, 

considering 35 random realizations for the coefficient mismatch (Fig. 3.47). Furthermore, 

the Half-SC FIR-PA considers one of the 35 filter realizations in Fig. 3.46. 

 
Fig. 3.47. Half-SC FIR-PA vs. segmented DACs - non-ideal coefficients σc = 0.1  
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Consequently, compared to high-resolution segmented DAC architectures, the 

proposed structure with non-ideal coefficients presents i) a complexity comparable to a 10-

bit DAC, with less control signals (55 for Half-SC, and 68 for segmented 10-bit DAC), and 

noise performances better overall than 11-bit and close to 12-bit DACs near the signal-

band and in critical bands (i.e. GPS band), thus enabling multi-standard coexistence.   

 

 3.4.2.3. Compensation 

Previously, we presented the effect of non-ideal coefficients over the output spectrum 

and derived the limit variance of each unitary power cell σc ≤ 0.1. However, it results in 

simulations that the absolute maximum deviation of a coefficient with respect to its ideal 

value is less than 2 units when σc ≤ 0.1 (corresponds to a peak deviation of ±30%). Still, 

considering the case of the maximum coefficient 32, ±30% out of 32 would mean a 

deviation close to ±10 units. The explanation is found in the way the physical coefficient is 

implemented. Hence, the maximum coefficient is divided in to 32 unitary cells which are 

subject to a specific deviation, some more than others. So, in the end, the total deviation of 

the coefficient is compensated among cells (in reality it is not equal to 30% out of 32), 

because each unitary cell had its own deviation.  

Consequently, if the maximum deviation of a coefficient is less than 2, it could be 

further reduced using the ±1, ±2 cells feature (introduced in Section 3.3.2.2), which ensures 

filtering configurability. In order to test this assumption, each new coefficient is computed 

as the difference between the non-ideal coefficient and the rounded value of the deviation 

from the ideal coefficient. For example, if the ideal coefficient is cid = 32, and the non-ideal 

coefficient is cnid = 30.8, the new coefficient becomes cnew = 30.8 + 1 = 31.8, meaning that the 

proposed mechanism does not completely compensate the coefficient deviation, but it will 

reduce it enough to limit the performance degradation. We note that this mechanism can 

be applied only to coefficients larger than 2, whereas for the unitary coefficients (single 

unitary cells) a peak deviation of 30% is rounded to zero (no action taken). 

Finally, we plot the output spectrum of the compensated FIR filter, when σc = 0.1 (Fig. 

3.48). The noise performance is highly improved with respect to the non-compensated 
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filter. We recall that before there were 30 filter realizations out of 35 that did not meet the 

transmit mask near the signal-band and 6 out of 35 that did not meet the OOB mask around 

GPS. Now, there are only 4 out of 35 that do not meet the mask near the signal-band and 1 

out of 35 for GPS, respectively. This proves an additional advantage of the ±1, ±2 cells 

feature, to allow the compensation of coefficient non-idealities. 

 
Fig. 3.48. Output spectrum: Compensated coefficients σc = 0.1 (35 random realizations) 

 

 3.5. Voltage supply variation 

We showed previously that the output power depends on the supply voltage VDD, 

which is considered ideal (fixed value). However, in reality the supply voltage is subject to 

variations that are either external due to its generation (equipment or IC voltage 

regulators), or internal due to power supply noise (IR drop and Ldi/dt effects [Meng06]) 

specific to the integration on chip. Furthermore, these variations are mainly dependent on 

the load current and become more important in applications involving high-frequency 

switching, such as the proposed switched-capacitor architecture.  

Therefore, we propose to study the effect of the VDD variation from cycle-to-cycle 

(ΔVDD) in two conditions, namely at each time period we compute ΔVDD based either on a 

normal distribution or as a function of the switching current. In the first case, we define a 

normal distribution with a zero mean and a standard deviation σvdd, whereas for each value 

of σvdd we perform 35 simulations.  
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When σvdd = 3% . VDD (± 3 mV when VDD = 1 V), we observe that the noise 

specifications are successfully met overall, while still observing an attenuation of the FIR 

function zeros near-band (Fig. 3.49). 

 
Fig. 3.49. Output spectrum: Non-ideal supply voltage σvdd = 3% (35 random realizations) 

However, for larger deviation, up to σvdd = 10% . VDD, the near-band performances are 

slightly degraded, but in the same time, the out-of-band noise specifications are still met, 

thanks to the noise rejection margin, taken for the design of the FIR filter (Fig. 3.50). 

 
Fig. 3.50. Output spectrum: Non-ideal supply voltage σvdd = 10% (35 random realizations) 

In the second case, we compute the switching current Isc at each time period, and we 

define ΔVDD = kr . Isc (kr has the physical significance of a resistance). Simulation results for 

different values of kr (kr = 0,…,10) are presented in Fig. 3.51 and show that the OOB mask is 

met overall even for a critical value of ΔVDD = 10 . Isc, thus proving the robustness of the 

proposed architecture.  



Marin Răzvan-Cristian, PhD Thesis 2017 Page 91 
 

Finally, we note that an increase of kr (kr > 3) determines a gradual degradation of the 

near-band noise performances, which is in agreement with the previous non-idealities 

studies, which show that the near-band is the most vulnerable to physical non-idealities 

(switching, coefficients, supply variation).    

 
Fig. 3.51. Output spectrum: Effect of switching current over the non-ideal supply voltage 

 

 3.6. Conclusion 

The system design of the proposed all-digital transmitter based on DSM and FIR-PA 

has been covered in this chapter. The methodology was concentrated on a co-design of 

constitutive blocks, which enabled the optimization of the design in order to fit the 

specifications of the 802.11 standard, by using the advantages of one block to compensate 

the disadvantages of other blocks, namely: 

 The low resolution of the DSM (single-bit) is extremely important for the 

operation of the proposed Half-SC FIR-PA, because the output levels are 

constant, and the available cells can be used to implement a FIR function; 

furthermore, it simplifies the FIR-PA architecture, which can be implemented 

with simple switches and capacitors; moreover, the use of time-interleaving 

enables a lower operating frequency in the digital circuits, thus allowing the 

integration of extended configurability with reduced timing constraints; 

 It is seen, that in order to compensate the out-of-band noise generated by the 

DSM, the FIR filter requires 109 coefficients quantized to 8 bits; however, if 



Chapter 3. Transmitter architecture description Page 92 
 

the attenuation of the output RLC band-pass filter was taken into 

consideration, then the coefficient resolution can be reduced down to 5 bits; 

in addition, by introducing extended digital configurability, half of the 

coefficients can be eliminated to obtain the Half-SC operation, which allows a 

16 times complexity reduction for the same performance (55 coefficients on 

5 bits vs. 109 coefficients on 8 bits);  

To summarize, the advantages of low resolution and low-speed operation of the time-

interleaved DSM compensate the complexity of the FIR-PA, whereas the FIR-PA excellent 

noise rejection compensates the out-of-band noise generated by the DSM.  

Each constitutive block was presented with advantages and disadvantages and I 

proposed several techniques in order to achieve the design specifications derived at the 

end of Chapter 2. These contributions include: 

 The design of a 8-channels TI DSM based on CIFB structure for high-speed 

operation in order to target WLAN signals with bandwidths up to 160 MHz; 

 Configurable FIR filter with 5-bit quantization using RLC matching network 

to meet the out-of-band noise specifications when transmitting WLAN signals 

at a center frequency fc ≈ 2.4 GHz; 

 Improved Half-SC differential FIR-PA to achieve a peak output power of 

~16 dBm at reduced power consumption and area.  

Consequently, it is shown, that the proposed structure has a maximum complexity of 

907 unitary cells and 55 driving signals, and provides highly adapted noise suppression in 

the most critical bands (for example the GPS band around 1.575 GHz) for excellent multi-

standard coexistence with nearby receivers.  

Finally, the effects of real circuit non-idealities over the output spectrum were 

analyzed, in order to set the design specifications for the unitary switch cell (with respect 

to the sampling period Ts = 1/4*fc ≈ 100 ps), capacitance, and supply voltage variation 

tolerance: 

 Switch cell: 

• trx = 5 ps, tfx = 5 ps;  
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• Δtr, Δtf, ΔtPLH, ΔtPHL normally distributed 

o mean mPLH/PHL = 0 and σPLH/PHL = 0.5 ps; 

• tj,var normally distributed  

o mean mj,var = 0 and σj,var = 1 ps; 

 Capacitance: 

• Total capacitance value CT ≈ 2 pF; 

• ΔCi normally distributed 

o mean mc = 0 and σc ≤ 0.05; 

• We note that for σc ≤ 0.1, we can compensate the non-ideal 

coefficients values through a configurable ±1, ±2 cells feature. 

 Supply voltage: 

• Nominal VDD = 1V; 

• ΔVDD normally distributed  

o mean mc = 0 and σvdd ≤ 0.03 . VDD; 

• ΔVDD as a function of the switching current ΔVDD = kr . Isc 

o OOB mask met overall; 

o degradation of the near-band noise performances for kr ≥ 3   
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 4. All-digital transmitter circuit design 

The circuit design of the proposed all-digital transmitter will be detailed in the 

present chapter, highlighting the implementation of the functionalities described 

previously for reduced area and power consumption.  

First, we focus on the design of the switched capacitor power amplifier in three 

directions: i) the design of the switch as a basic CMOS inverter for reduced power 

consumption, ii) the use of the body-bias functionality offered by the 28 nm FD-SOI CMOS 

technology from STMicroelectronics to cancel the effects of switching non-idealities such as 

rise/fall time and low-to-high/high-to-low delay, and iii) the use of custom metal-oxide-

metal (MOM) capacitors for minimal area.  

Next, we present the digital circuit design of the signal generator block which 

includes the Delta-Sigma modulators, additional logic operations for configurability, the up-

conversion digital mixer and signal drivers.  

Finally, we state the main design contributions and identify possible improvements, 

which could be implemented in a second IC to improve the overall performances of the all-

digital transmitter.  

 

 4.1. Transmitter IC description 

This section presents an overview of the transmitter IC, including the block diagram, 

the IC structure and final layout view and introduces the main processing blocks which will 

be described in the following sections.  
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 4.1.1. IC block diagram 

The proposed all-digital transmitter chain (Fig. 4.1) comprises three main parts: the 

digital signal processing (DSP) unit which is used to generate the digital inputs of the 

system, the transmitter IC and the matching network which is implemented together in the 

IC package and on the printed circuit board (PCB). This section focuses on the IC 

description, whereas the DSP and the matching network are described in Chapter 5. 

 
Fig. 4.1. Proposed all-digital transmitter implementation 

The IC includes a single-bit 8-channel TI DSM used to provide the input signals to the 

Half-SC differential FIR-PA. We note that the TI DSM was designed according to the 

estimation in Section 3.2.4 for the optimum number of time-interleaving channels.  

The 8 single-bit outputs of the TI DSM at fc/4 (carrier frequency, fc ≈ 2.4 GHz) are first 

passed through four 2:1 serializers in parallel (Serializer 8:4) in order to obtain 4 streams 

at fc/2. Next, the FIR-PA SIGGEN block generates the additional logic needed to enable the 

Half-SC operation (as shown in Section 3.3.3.2).  At the output of this block, we obtain all 

the signals for the digital up-conversion mixer, which works as an interconnection matrix.  

Consequently, the resulting streams at 4*fc are RFP = {IP1, QP1, IP2, QP2, IP3, QP3, 

IP4, QP4} and RFN = {IN1, QN1, IN2, QN2, IN3, QN3, IN4, QN4}. Finally, we note that the 55 

streams of RFP and RFN correspond to the maximum number of coefficients of the FIR filter 

(Table 3.5 in Section 3.3.2.2) divided by 2 for Half-SC operation.  
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 4.1.2. IC configuration and physical implementation 

The proposed transmitter has been designed in two versions to enable the possibility 

of performing multiple tests using only one IC (Side A MUX and Side B FF in Fig. 4.2).  

 
Fig. 4.2. IC block diagram 

On the one hand, the first version (Side A MUX) uses externally generated Delta-

Sigma modulated signals and does not include a DSM block. The mixing of I and Q signals is 

performed using multiplexers controlled by a clock signal (CLK_2fc) at a frequency f1 = 2*fc, 

which is around 4.8 GHz when transmitting WLAN signals around fc = 2.4 GHz.  

Hence, in this version, the digital circuits work at a maximum clock frequency of 

around 4.8 GHz, to relax timing constraints in the clock tree generation and reduce power 

consumption (compared to an operation at 4*fc ≈ 9.6 GHz, as described in Chapter 3). 
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On the other hand, the second version (Side B FF) can work with both on-chip DSM 

(DSM_I/Q block) and externally generated DSM outputs (DSM_IN block), whereas the on-

chip DSM can also be measured separately through the OUT_DSM pad. Moreover, this 

version builds upon the Side A MUX version, and introduces additional D Flip-flops after 

the multiplexer stages in order to resynchronize the output signals. In addition, the clock 

signal used for the D Flip-flops (CLK_4fc) is generated at a frequency f2 = 4*fc, which is 

around 9.6 GHz for WLAN signals around fc = 2.4 GHz. 

The IC is designed in STMicroelectronics 28 nm FD-SOI CMOS LVT process and 

occupies an area of 1.63 x 1.4 mm2 (Fig. 4.3), which is mainly determined by the number of 

Flip-chip pads (36) and the spacing between these pads dcc = 0.2 mm (distance center to 

center; chosen to relax the physical constraints for the IC package design). Furthermore, 

the area occupied by the differential power amplifier and the digital blocks (FIR-PA SIGGEN 

and DRFM) including signal routing is 0.32 x 0.15 mm2 (~2.1 % of the total area). 

 
Fig. 4.3. IC layout view 
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Besides, the DSM_I/Q, DSM_IN and DSM_OUT blocks occupy 0.24 x 0.1 mm2 (~1 % of 

total area). Thus, the Side A MUX circuit occupies ~2.1 % out of the total area, the Side B FF 

circuit ~3.1 %, whereas the rest of the area excluding the ESD ring (around 84 %) is 

occupied by decoupling capacitors.  

This reveals one of the major contributions of this work, namely the full integration of 

the FIR-PA under a Flip-chip pad, resulting in zero additional area space needed for the PA, 

since the signal pads are mandatory on chip.  

In order to identify the 36 Flip-chip pads, we can visualize in Fig. 4.4 the pad matrix 

with the corresponding signal names (left) and the associated color code (right). We can 

first remark that each circuit has separated 1 V supply voltages for the digital circuits (D1 

and D6) and PA stage (A1 and A6), which determines the separation of the ESD ring into 

four power supply domains. In addition, the RF output pads (B1, C1 and B6, C6) are 

surrounded by either GND or VDD pads to provide isolation from the rest of the signals.   

  

Fig. 4.4. Pad matrix (left); Color code (right) 

Moreover, we take advantage of the back-gate feature of the FD-SOI technology in 

order to introduce an additional control mechanism for performance optimization 

[Sourikopoulos15] [Cathelin17]. This feature enables a large forward body-bias range (0 V 

to 3 V for LVT nMOS and -3 V to 0 V for LVT pMOS) thanks to the ultra-thin buried oxide 

beneath the transistor channel which allows the use of the local substrate as a back-gate of 

the transistor channel. Thus, the threshold voltage can be tuned to allow faster transistor 

switching and adjust the effective transconductance of the active transistors for improved 

static and dynamic switch performance. Three body-bias voltages are used in the design, 

two in the digital circuit block VBBP_DIG and VBBN_DIG, and one in the PA output stage 

VBBN_A, which is found to be sufficient to ensure the equalization of the inverter switching 

parameters (as shown in Section 4.2.2.1). 
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Fig. 4.5. FD-SOI UTBB transistor cross-section [Cathelin17] 

Finally, a Serial Peripheral Interface (SPI) is used to program the digital block for the 

different modes of operation of the proposed transmitter. The corresponding I/O signals 

are shown in Fig. 4.4 (B3, C3, D3, B4, C4, F6).  

 

 4.2. Switched-capacitor FIR-PA design 

This section presents the circuit design of the proposed switched-capacitor FIR-PA. 

The first step is to determine the number of unitary cells which will be implemented in 

order to provide a highly configurable solution in terms of signal bandwidth, FIR filtering 

function and matching network resonance frequency. This will determine the area 

constraints of the unitary power cells in order to integrate the complete PA stage under a 

Flip-chip pad. Next, we will describe the unitary power cell, composed of a CMOS inverter 

and MOM capacitor, which fit the area and power constraints. Finally, we analyze the 

performances of the ideal versus layout parasitic extracted designs and complete the 

power efficiency study presented in Table 3.8 (Section 3.3.3.2).  

 

 4.2.1. Configurable FIR-PA 

The configurability of the proposed FIR-PA is implemented on three levels, namely 

WLAN signal bandwidth (20 to 160 MHz), improved standard coexistence (configurable 

FIR coefficients), and WLAN channel selectivity (variable resonance frequency of the 

matching network). This leads to a distribution of three types of power cells, whereas the 
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first category is fixed and handles the basic PA function, and the two other sets of cells can 

be enabled / disabled and add to the increased configurability of the proposed solution. 

 

 4.2.1.1. Initial estimation of power cell distribution 

First, we can obtain the number of signal streams (Nst) and minimum number of 

associated power cells (Npc) considering the values given in Table 3.5, which are divided by 

2 for Half-SC operation, namely Nst = 55, and Npc = 910. Moreover, the ±1, ±2 mechanism 

(Section 3.3.2.2), consisting of adding/removing 1 or 2 cells, is used in order to change the 

value of a targeted coefficient for improved standard coexistence.  

Hence, the total number of configurable cells associated to the filter coefficients is 

approximately equal to NFIRconf ≈ 2*2*55 = 220, where the first factor “2” represents the 

maximum number of cells to be added/removed per coefficient, the second “2” takes into 

consideration the “±” sign, and “55” is the number of streams (Nst), respectively. 

Consequently, we obtain Npc,FIRconf = Npc + NFIRconf/2 = 910+110 = 1020 power cells which 

build the total capacitance CT, seen in either nodes Cx,pos or Cx,neg (Fig. 3.30).  

Finally, as described in the previous chapter, the resonance frequency of the output 

matching network is determined by the total capacitance CT and the inductance L (Fig. 4.1). 

Furthermore, the inductors are integrated in the IC package and cannot be changed, which 

means that the inductance value L is fixed. Thus, in order to configure the matching 

network, we propose to introduce additional capacitor cells (NMN = 0.15 * Npc,FIRconf) which 

can be dis-/connected from-/to the output nodes Cx,pos and Cx,neg. We note that this 

configuration will mainly address the WLAN channel selectivity (for example, the three 

non-overlapping 20 MHz channels centered at 2.412 GHz, 2.437 GHz, and 2.462 GHz), but it 

can also compensate for possible implementation non-idealities, such as the tolerance of 

the inductance value L, or additional parasitic inductance due to routing or packaging.  

In conclusion, we can make an initial estimation of the total number of power cells, 

Npc,total ≈ 1.15 * Npc,FIRconf ≈ 1170, whereas 800 (68 % of total) power cells are fixed, 220 (19 

% of total) cells are used to adjust the filter coefficients and 150 (13 % of total) cells are 

used to configure the matching network. 
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 4.2.1.2. Actual power cell distribution 

First, we determine the filter coefficients corresponding to the four targeted signal 

bandwidths {20, 40, 80, 160} MHz in the Half-SC scheme. The 20 MHz filter has 55 

coefficients with a total number of 907 cells and is further taken as a reference to obtain 

bandwidth configurability. Using this reference, we can easily obtain the 40 MHz filter, as it 

also has 55 coefficients with a maximum coefficients difference of ±2.  

However, this cannot be directly applied to the 80 MHz and 160 MHz filters, because 

the number of coefficients is not the same, namely 34 coefficients for 80 MHz and 21 

coefficients for 160 MHz. We recall that the number of FIR filter coefficients for larger 

bandwidths (80 MHz and 160 MHz) is reduced with respect to the reference filter, thanks 

to the relaxed near-band noise requirements (Section 3.3.1).  

Hence, the coefficients values can be adjusted by multiplying them with a factor of 

55/34 ≈ 1.6 (80 MHz) and 55/21 ≈ 2.6 (160 MHz) and to combine the 55 coefficients (of 

the reference filter) in order to obtain either 34 or 21 coefficients (see Table 4.1). For 

example, in the initial 80 MHz case, the maximum value of a coefficient is 32. After the 

multiplication with the factor 1.6 we obtain a rounded value of 54, which can be obtained 

by combining two coefficients from the reference filter (32 + 22 = 54). This feature is 

implemented in the digital FIR-PA SIGGEN block and will be presented in Section 4.3.2. 

The coefficient adjustment (for 80 MHz and 160 MHz) is implemented here in order 

to keep switching the most of the power cells in all bandwidth cases, thus maintaining the 

maximum possible amplitude of the output signal relative to the supply voltage VDD. 

Consequently, the resulting sets of coefficients associated to the signal bandwidths 

{20, 40, 80, 160} MHz for the Half-SC scheme are plotted in Fig. 4.6. The total number of 

cells is 907 in the 20 MHz case, 866 for 40 MHz, and 885 for 80 MHz and 160 MHz, 

respectively. 
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Table 4.1. Coefficient adjustment for 80 MHz and 160 MHz 

FIR 80 FIR 160 

Coefficients FIR 80 Coefficients FIR 20/40 Coefficients FIR 160 Coefficients FIR 20/40 

c1 c1 c1 c9 
c2 c2 c2 c12 
c3 c5 c3 c3 + c9 + c13 
c4 c8 c4 c6 + c7 + c15 
c5 c9 c5 c11 + c20 
c6 c12 c6 c16 + c21 
c7 c14 c7 c19 + c23 
c8 c15 c8 c4 + c22 + c25 
c9 c17 c9 c8 + c26 + c27 
c10 c6 + c18 c10 c30 + c33 
c11 c3 + c21 c11 c5 + c34 + c35 
c12 c25 c12 c1 + c2 + c36 + c38 
c13 c26 c13 c14 + c37 + c41 
c14 c4 + c28 c14 c17 + c39 + c42 
c15 c10 + c29 c15 c18 + c43 + c46 
c16 c37 c16 c24 + c44 + c45 
c17 c38 c17 c28 + c47 + c48 
c18 c7 + c39 c18 c29 + c49 + c51 
c19 c11 + c40 c19 c32 + c50 + c52 
c20 c13 + c41 c20 c31 + c53 + c54 
c21 c16 + c42 c21 c40 + c55 
c22 c19 + c43 X X 
c23 c20 + c44 X X 
c24 c23 + c45 X X 
c25 c24 + c48 X X 
c26 c27 + c49 X X 
c27 c30 + c46 X X 
c28 c32 + c47 X X 
c29 c31 + c51 X X 
c30 c34 + c50 X X 
c31 c33 + c52 X X 
c32 c35 + c53 X X 
c33 c36 + c54 X X 
c34 c22 + c55 X X 
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Finally, we obtain the distribution of power cells, namely 790 fixed cells, 192 

coexistence configuration cells (±1, ±2 mechanism) and 170 matching network 

configuration cells for a total number of 1152 cells, which are divided into a 32 x 36 matrix.   

 
Fig. 4.6. FIR filter coefficients for multi-standard: BW = {20, 40, 80, 160} MHz   

 

 4.2.2. Unitary power cell 

One of the innovations proposed in this work is to build the FIR-PA circuit based on 

the signal pad which is mandatory on chip, thus reducing the effective area down to zero. 

This is made possible using the 10 metal layers with Flip-Chip pads flavor of the 28 nm 

CMOS FD-SOI technology. Hence, the CMOS transistors of the inverter are built up to 

Metal1, inter-/intra-cell connections are made on Metal2 and Metal3, the MOM capacitor is 

built from Metal4 up to Metal10 and finally the Flip-Chip pad is on Alucap.  

However, integrating the FIR-PA under the signal pad adds an area constraint on the 

design of the unitary power cell, and mainly on the MOM capacitor. The Flip-Chip pad used 

in the technology has an octagonal shape with a pad length of 87 µm and a pad opening of 

55 µm (Fig. 4.7). Hence, the target area of the complete PA is initially set to a square of 

55 µm * 55 µm. Therefore, we can obtain the target area of the unitary cell by dividing the 

dimension of the pad opening (55 µm) by the number of lines (32) and columns (36) of the 

power cell matrix, namely approximately 1.7 x 1.5 µm2.  
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Fig. 4.7. Flip-Chip Pad dimensions in 28 nm CMOS FD-SOI   

 

 4.2.2.1. CMOS inverter design 

In Chapter 3 we have described the FIR-PA architecture based on unitary power cells, 

which are built with an ideal switch and a capacitor. In order to maintain the digital nature 

of the proposed transmitter chain with low complexity, the switch is implemented as a 

CMOS inverter. A detailed description of the CMOS inverter can be found in [Rabaey03]. 

In the following subsections, we will describe the steps of the CMOS inverter design, 

considering a trade-off between dynamic performance, area, power consumption and on-

resistance efficiency loss: i) the dynamic performance has to meet the design constraints in 

terms of minimizing the switching non-idealities, ii) the total area of a unitary cell needs to 

allows the implementation of the PA under a signal pad, iii) increasing the inverter size 

determines a larger power consumption, mainly due to larger parasitic capacitances and 

direct-path peak current, and iv) increasing the inverter size reduces the on-resistance and 

minimizes the efficiency loss.  
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 4.2.2.1.1. Inverter sizing 

The design of a CMOS inverter is concentrated on the sizing of the pMOS and nMOS 

transistors in order to reduce the switching non-idealities discussed in Section 3.4.1, such 

as the rise/fall time (tr, tf) and low-to-high/high-to-low delay (tPLH, tPHL). Furthermore, the 

inverter cell is designed for the initial capacitance value of around 2.2 fF (Chapter 3), and 

accounts for the process variation of the integrated capacitor and additional parasitics due 

to physical implementation.  

The main design parameter is the ratio between the widths of the pMOS and the 

nMOS transistors RW = WP / WN, for the same channel length LP = LN = 28 nm, which was set 

to minimum to enable the fastest switching possible. The parameter WN is used to minimize 

the rise/fall time and low-to-high/high-to-low delay for the given capacitance value, 

whereas the ratio RW is considered for equalizing either the rise and fall times, or the low-

to-high and high-to-low delay, with respect to the study of non-idealities in Section 3.4.1.  

However, we wish to perform this equalization in the same time (tr = tf and 

tPLH = tPHL), and in order to do so, we propose to use the back-gate feature of the 28 nm FD-

SOI technology to reduce switching non-idealities and improve performances.  

Consequently, it is seen in simulation that using a variable back-gate voltage only for 

the nMOS transistor (Fig. 4.8) is sufficient for the targeted equalization with less than 1.5% 

difference (Table 4.2).  

 
Fig. 4.8. CMOS inverter with nMOS back-gate control    
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 4.2.2.1.2. MOM capacitor design 

The capacitor architectures available in the technology design kit are: Poly-Nwell, 

metal-oxide-metal (MOM) and metal-insulator-metal (MIM) capacitors. Furthermore, the 

capacitor should have a capacitance of around 2.2 fF for an area of 2.6 µm2 (the capacitance 

value is given in Section 3.3.2.2, whereas the cell area is discussed in Section 4.2.2), without 

active devices, in order to allow the integration of a capacitor and a CMOS inverter under 

the signal pad. Consequently, the MOM capacitor is preferred for the implementation of the 

power cell, because Poly-Nwell capacitor cannot be integrated together with a CMOS 

inverter and MIM capacitors have a typical density larger than 15 fF / µm2.  

The designed MOM capacitor is built with Metal4 up to Metal10 for reduced corner 

variation (Fig. 4.9 left), whereas the capacitor fingers are implemented on Metal4 to 

Metal 8, and the last two metal layers, Metal9 and Metal10, are used for the output 

terminal. Thanks to the proposed layout, the MOM capacitor takes advantage of both lateral 

(between adjacent metal lines) and vertical fields (stacked metal lines) for a value of 

approximately 1.66 fF (RC extraction - nominal), which depends on the number and the 

width of metal fingers that fit the desired cell area (~2.6 µm2).   

In addition, in order to improve performance (reduce output node parasitics due to 

layout), we propose a cell grouping 4 by 4 (Fig. 4.9 right) with the following advantages:  

 The ring (output terminal) provides isolation between different cell groups; 

 There is no inner-group ring, thus reducing the parasitic capacitance seen at 

the output terminal (maintain PA efficiency); 

 Additional free space which can be used for supply decoupling.  

Finally, we note that the implemented capacitance value of ~1.66 fF is less than the 

value used in system-level simulations, meaning that the total capacitance seen in the 

output node is reduced, which determines less power consumption due to capacitor 

switching (ideally 25% less) for the same output power.   
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Fig. 4.9. Layout MOM capacitor: unitary cell (left); Group of 4 capacitors (right)    

The results in terms of transistor sizing and switching non-idealities are displayed 

in Table 4.2 for the initial unitary load capacitance Cu1 = 2.2 fF and the designed unitary 

capacitance Cu2 = 1.66 fF (MOM capacitor). As expected, when the load capacitance is lower, 

the inverter switches faster, thus obtaining a rise/fall time of ~5.1 ps and a low-to-

high/high-to-low delay of ~4.4 ps (for Cu2).  

Table 4.2. CMOS inverter design results 

Design parameters 
Switching non-idealities 

tr [ps] tf [ps] tPLH [ps] tPHL [ps] 

Cu1 = 2.19 fF  
WN = 0.72 µm 
WP = 1.72 µm 

Vbbn = [0.6,0.8] V 

5.71 5.71 – 5.74 4.88 4.83 – 4.94 

Cu2 = 1.66 fF  
WN = 0.72 µm 
WP = 1.72 µm 

Vbbn = [0.5,0.7] V 

5.11 5.09 – 5.1 4.47 4.42 – 4.52  

Finally, we can visualize in Fig. 4.10 the group of 4 power cells, based on the designed 

CMOS inverter and MOM capacitor. It is noticed that the center area of the cell remains 

empty, thus leaving enough space to add decoupling capacitors (between VDD and GND) to 

reduce the power supply noise due to IR drop and Ldi/dt effects [Meng06].  
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Fig. 4.10. Group of 4 power cells: schematic (left); layout (right)    

 

 4.2.2.1.3. Power consumption estimation 

The total power consumption of the CMOS inverter (PSW) can be expressed as a sum 

of three components: capacitive (PCpar), direct-path (Pdp) and static (Pstat).  

statdpCparSW PPPP ++=                                               (4.1) 

First of all, the capacitive power dissipation is determined by the charging and 

discharging of parasitic capacitances (Cpar) seen in the inverter output node. Furthermore, 

[Rabaey03] shows that in order to compute the capacitive power dissipation, we have to 

consider the switching activity of the device 

10
2

→⋅⋅= fVCP DDparCpar                                       (4.2) 

where f0→1 represents the frequency of energy-consuming 0→1 transitions. It can be 

expressed as the ratio between the number of switching events (N0→1) and the number of 

periods NP times the sampling period Ts, or as the activity factor (β0→1 = N0→1 / NP) times the 

sampling frequency fs 

s
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10 β                                               (4.3) 
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From the DC operating point simulation of the CMOS inverter (dimensions given in 

Table 4.2), we can obtain the parasitic capacitance seen in the output node of the unitary 

power cell as the sum of the gate-drain and drain-body capacitances of the pMOS and nMOS 

transistors, Cpar ≈ 1.12 fF (as shown in the example from [Rabaey03, p. 190]). This leads to 

a capacitive power dissipation per unitary cell of PCpar ≈ 10.75 µW, considering a maximum 

switching activity β0→1 = 1 at fs = 9.6 GHz.    

Moreover, the direct-path power dissipation concerns the direct current path 

between supply and ground, when the nMOS and the pMOS transistors are conducting 

simultaneously during switching (depends on activity factor). In order to estimate the 

average power consumption, [Rabaey03] approximates the resulting current spikes as 

triangles and assumes symmetric rising and falling responses (Fig. 4.11 Cpar is notated CL in 

[Rabaey03]) 

10→⋅⋅⋅= fIVtP peakDDscdp                                               (4.4) 

where tsc represents the time both devices are conducting 

8.0
2 )( fr

DD

TDD
sc

t
V

VV
t ⋅

−
≈                                                 (4.5) 

In our case, the supply voltage is set to VDD = 1 V, the threshold voltage is obtained 

from the DC operating point VT ≈ 0.28 V, and the rise/fall time was given in Table 4.2, 

tr(f) ≈ 5.1 ps. Hence, we can estimate tsc ≈ (1 – 0.28) . 5.1 / 0.8 = 2.87 ps. Furthermore, the 

peak current Ipeak (as depicted in Fig. 4.11) was obtained through the DC simulation of the 

CMOS inverter, resulting in Ipeak ≈ 96 µA. Therefore, the direct-path power dissipation can 

be evaluated Pdp ≈ 2.87 . 1 . 96 . . 1 . 9.6 . 10-3 = 2.65 µW, considering a maximum switching 

activity β0→1 = 1 at fs = 9.6 GHz. 

 
Fig. 4.11. Short-circuit currents during transients [Rabaey03] 
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Finally, the static power dissipation is determined by the current (Istat) flowing 

between the supply rails when the CMOS inverter is not switching. 

DDstatstat VIP ⋅=                                                             (4.6) 

These results are validated through a Cadence simulation of the CMOS inverter, with 

a total power consumption of Pt ≈ 13.6 µW when switching at a frequency fs = 9.6 GHz and a 

static power dissipation of Pstat = 0.3 µW. Thus, the activity dependent power consumption 

per unitary cell is approximately Pact = PCpar + Pdp = 13.3 µW for β0→1 = 1, whereas PCpar has a 

contribution of around 80 %, and Pdp around 20 %, respectively.  

 

 4.2.2.1.4. Effect of the CMOS inverter on-resistance 

The on-resistance of the inverter (Ron) is an important design parameter, as the 

equivalent resistance of all the inverters (Ron divided by the number of inverter cells) will 

be seen at the output in series with the load resistance, thus creating a voltage divider. 

 This will determine an overall PA efficiency loss, due to the lower output power 

Pout,ron (reduced voltage drop on the load resistance), and the power dissipated on the PA 

equivalent resistance Pc,req. From the DC operating point we can obtain Ron ≈ 460 Ω, which 

leads to an equivalent resistance Req ≈ 0.4 Ω (considering 1152 cells).  

Thus, for a 2Ω load resistance, the output power can be approximated to Pout,ron ≈ (2 / 

2.4)2 . Pout,ideal ≈ 0.69 . Pout,ideal (around 1.6 dB output power loss), and the dissipated power 

Pc,req ≈ (0.4 / 2.4)2 . (2 / 0.4) . Pout,ideal ≈ 0.14 . Pout,ideal. 

 

 4.2.2.2. FIR-PA cells overview 

We recall that the proposed FIR-PA has three types of power cells, namely fixed, 

coexistence and matching network cells. On the one hand, the fixed and coexistence cells 

are the same (CMOS inverter and MOM capacitor), whereas the only difference is 

represented by the digital signal driving the inverter. On the other hand, the matching 
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network cells are used to change the total value of capacitance seen in the output node, in 

order to be able to configure the resonance frequency of the RLC bandpass filter.  

The latter is further implemented using an nMOS switch, which will connect 

additional capacitance to GND, when the gate input signal is a logic 1 (increase the total 

output capacitance), and will provide a high impedance node when the gate input signal is 

a logic 0 (reduce total output capacitance). The associated cell reuses the MOM capacitor 

and the nMOS transistor, which were previously detailed in Sections 4.2.2.1 and 4.2.2.2, 

whereas the pMOS transistor is removed (Fig. 4.12 a).  

 
Fig. 4.12. Matching cell: nMOS switch (a); nMOS switch-on (b); nMOS switch-off (c)    

When the nMOS is switched-on for VH = VDD, the impedance of the parasitic capacitor 

of the nMOS can be neglected (Fig. 4.12 b) with respect to the output resistance 

(approximately 460 Ω), and the capacitance seen from the output node to ground is equal 

to CMOM = 1.66 fF.  

On the contrary, when the nMOS is switched-off, the output resistance is 

approximately 14 MΩ and can be neglected (Fig. 4.12 c), meaning that the equivalent 

capacitance seen from the output node to ground is Ceq = (CMOM series Cpar) = CMOM . Cpar / 

(CMOM + Cpar) ≈ 0.38 fF. 

 

 4.2.2.3. Decoupling capacitors 

It was previously suggested that the free area in the designed power cell (Fig. 4.10) 

can be used to add decoupling capacitors (decap) between VDD and GND to reduce the 

power supply noise. However, the free space is found very close to the MOM switch 
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capacitor. Hence, the decoupling capacitor will not be implemented as a MOM, in order to 

minimize the additional parasitics.  

Instead, we choose to implement the decap with active devices (pMOS and nMOS 

transistors), as shown in Fig. 4.13. A detailed description of this cell can be found in 

[Meng06] [Vazquez04].  

 
Fig. 4.13. Decap with active devices 

For a group of 4 power cells (as shown in Fig. 4.10), there is enough space to add 2 

decap cells, with the dimensions WP = 400 nm, WN = 350 nm, LP = LN = 400 nm (Fig. 4.14), 

resulting in a decoupling capacitance of approximately 5.4 fF.  
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Fig. 4.14. FIR-PA power cells: fixed and coexistence (a); matching network (b)    

After RC extraction, the total decoupling capacitance between VDD and GND is 

estimated to be around 12 fF for each group of 4 cells (10.8 fF thanks to 2 decap cells and 

1.2 fF due to additional wire parasitics). Hence, we estimate that the total decoupling 

capacitance included in the FIR-PA cells is approximately Cdec ≈ 12 . 1152 / 4 ≈ 3.46 pF. 

 

 4.2.2.4. Power efficiency estimation 

We can now estimate the power efficiency of the proposed FIR-PA in Table 4.3, 

including the power consumption of both the real switch and capacitor, whereas the input 

signal is a sinewave of frequency fsin = 1 MHz with the peak amplitude Ain, sampled at a 

frequency fs/2 = 4.8 GHz (the same conditions used in the theoretical analysis in Chapter 3).  

Hence, we can update Eq. (3.20) 

( )HSWHSCoutout PPPP ++= /η                                                                 (4.7) 

For comparison, we include the theoretical output power Pout, and the corresponding 

drain efficiency ηHSC = Pout / (Pout + PHSC), whereas PHSC represents the capacitive power 

dissipation for a unitary capacitance cell Cu2 = 1.66 fF (computed according to Chapter 3).  
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Table 4.3. Differential FIR-PA drain efficiency - CMOS inverter and MOM capacitor 

Ain  
[mV] 

Pout 

[mW] 
PHSC 

 [mW] 
ηHSC 

(%) 
Pt,Cpar 

 [mW] 
Pt,dp 

[mW] 
Pt,stat 

[mW] 
ηHSC1 

(%) 
Pout,ron 

[mW] 
Pc,req 

[mW] 
ηHSC2 

(%) 

64 0.34 4.25 7.4 2.77 0.69 0.54 3.9 0.23 0.05 2.7 

128 1.35 4.31 23.9 2.8 0.7 0.54 13.9 0.93 0.19 9.8 

192 3.02 4.44 40.5 2.77 0.69 0.54 26.3 2.08 0.42 19 

256 5.39 4.21 56.1 2.63 0.66 0.54 40.1 3.72 0.75 29.7 

320 8.41 4.34 66 2.89 0.72 0.54 49.7 5.8 1.18 37.5 

384 12.1 4.28 73.9 2.88 0.72 0.54 58.9 8.35 1.69 45.2 

448 16.49 4.34 79.2 3.12 0.78 0.54 65.2 11.38 2.31 50.6 

512 21.52 4.21 83.6 3.25 0.81 0.54 70.9 14.85 3.01 55.7 

576 27.22 4.28 86.4 3.48 0.87 0.54 74.8 18.78 3.81 59.1 

640 41.45 4.18 90.8 3.54 0.89 0.54 81.9 28.6 5.8 65.7 

We further note that the output power Pout is obtained based on the assumption that 

all the power cells can switch at a given time period, without taking into consideration any 

loss due to the implementation of additional configurable cells, CMOS inverter on-

resistance, or layout parasitics.  

Moreover, PHSW represents the total power consumption due to the CMOS inverters 

stattdptCpartHSW PPPP ,,, ++=                                   (4.8) 

actHSWCparHSWCpart PPP ⋅⋅⋅=⋅⋅⋅= 8.018149072, ββ                                                      (4.9) 

actHSWdpHSWdpt PPP ⋅⋅⋅=⋅⋅⋅= 2.018149072, ββ                                                    (4.10) 

statstatt PP ⋅⋅= 9072,                                                                                                    (4.11) 

where the factor 2 is used for differential operation, 907 is the number of power cells 

associated to the reference filter (Section 4.2.1.2), Pact = 13.3 µW is the activity dependent 
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power consumption of a CMOS inverter when switching at a frequency fs = 9.6 GHz, and 

Pstat = 0.3 µW is the static power consumption of a CMOS inverter (Section 4.2.2.2.2).  

Moreover, we recall that PCpar = 10.75 µW and Pdp = 2.65 µW are dependent on the 

switching activity for 0→1 transitions (β0→1) and were derived for β0→1 = 1. However, in our 

case, the switching activity of the DSM output (further noted βHSW) is less than 1 and was 

obtained through simulation for the given input signal peak amplitudes. Hence, using Eq. 

(4.7 - 4.11) we can estimate the drain efficiency ηHSC1, which highlights the additional 

power consumption due to the switching of CMOS inverters.  

Next, we take into consideration the on-resistance of the CMOS inverter, which 

determines a lower output power, Pout,ron ≈ 0.69 . Pout, and an additional dissipated power on 

the on-resistance, namely Pc,req ≈ 0.14 . Pout (as estimated in Section 4.2.2.2.3), thus affecting 

the drain efficiency ηHSC2 which can be computed using 

( )reqcHSWHSCronoutronout PPPPP ,,, / +++=η                                                   (4.12) 

The drain efficiency characteristics of the differential Half-SC FIR-PA are plotted in 

Fig. 4.15, to highlight the effects of capacitive power consumption (ηHSC), capacitive and 

inverter power consumption (ηHSC1), and capacitive and inverter power consumption 

considering the on-resistance Ron (ηHSC2).  

 
Fig. 4.15. Power efficiency characteristics 
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 4.2.3. FIR-PA structure 

The coefficients of the FIR filter can be implemented using single-bit unitary power 

cells based on CMOS inverters and MOM capacitors (3D GDSII Viewer Fig. 4.16 left). Now, 

we recall that the FIR coefficients were quantized on five bits, meaning that the smallest 

coefficient corresponds to 1 power cell, and the largest coefficient to 32, respectively.  

Consequently, in order to reduce non-idealities which may occur due to long signal 

lines and large number of driven power cells, we proposed an additional cell grouping of 

{1, 2, 4, 8} power cells per driving signal, which is complementary to the grouping 

presented in Fig. 4.14. For instance, using this scheme, the coefficient of 32 is divided into 4 

groups of 8 cells, which are driven by 4 equivalent signals. In addition, the FIR-PA structure 

is integrated under the signal pad (Fig. 4.16 right), whereas the connection is made on 

Metal 10 (output FIR-PA) and Alucap (signal PAD). 

Next, we will present the ideal performances of the proposed FIR-PA using the three 

types of unitary cells, namely fixed, coexistence, and matching, respectively. Furthermore, 

we will highlight the influence of the layout extracted parasitics on the maximum 

amplitude of the output signal. Finally, these results are combined with the ideal power 

efficiency estimation from Table 4.3 in order to obtain a complete performance estimation 

of the PA stage.  

 

 
 

Fig. 4.16. Layout FIR-PA: unitary cell 3D view (left); FIR-PA under signal PAD (right)    

 



Chapter 4. All-digital transmitter circuit design Page 120 
 

 4.2.3.1. Ideal PA performance 

The performances of the PA in terms of output power depend on the maximum 

amplitude of the output signal, which can be obtained when switching on all the cells at the 

same time. Ideally, if we considered switching on only the fixed cells, the maximum 

amplitude equals VDD.  

However, the proposed architecture includes also configurability cells for coexistence 

and matching, which are only partially activated based on the required specifications. In 

order to ensure coexistence in the 20 MHz case, we need to activate 907 power cells, 

resulting in Npc,c = 790 + 192 - 907 = 75 coexistence cells which are never activated (always 

grounded). Thus, the maximum amplitude of the output signal is reduced proportionally to 

the number of inactive cells, namely Amax,c = VDD . 907 / (907+75) = 0.923 . VDD.  

Next, we recall that the matching cells contain an nMOS switch driving a MOM 

capacitor (Fig. 4.12). Hence, when all the matching cells are active (nMOS switched-on), the 

maximum amplitude of the output signal is Amax,mcon = 0.787 . VDD, and when all the 

matching cells are deactivated (nMOS switched-off) we obtain Amax,mcoff = 0.888 . VDD 

(Ceq = 0.38 fF). Consequently, the increased configurability for coexistence and matching 

network is achieved with a reduction of the output signal power of around 1-2 dB.   

 

 4.2.3.2. Layout parasitic extraction 

The MOM capacitor structure presents inherent parasitic capacitance to ground, 

which will be seen in the output node. This will increase the total capacitance, thus 

reducing the maximum amplitude of the output signal. Consequently, the output power and 

efficiency of the FIR-PA stage will be lower. The effect of parasitic capacitances can be 

evaluated when performing simulations of the FIR-PA cell with extracted parasitics 

considering the same conditions as in the ideal case, namely 907 power cells switched on 

and 75 coexistence cells switched off.  

Hence, when the matching cells are active, the maximum amplitude of the output 

signal is reduced to Amax,mconext = 0.662 . VDD, and when all the matching cells are deactivated 
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we obtain Amax,mcoffext = 0.719 . VDD. The results for the ideal and parasitics extracted cases 

are plotted in Fig. 4.17. Based on these results we can estimate the maximum output power 

and efficiency in Table 4.4, for the 5 cases depicted in Fig. 4.17, whereas the values for the 

case “Ideal” are taken from the last line of Table 4.3.  

 
Fig. 4.17. Maximum output signal amplitude: ideal and extracted    

We note that the proposed FIR-PA has an ideal output power of almost 16.2 dBm with 

an efficiency of ~82%. However, these performances will be lower due to additional 

configurability and chip integration. The output power (Pout) and the efficiency (ηHSC2) are 

reduced in the case of i) filter configurability by 0.7 dB and 2.5%, ii) filter and matching 

network configurability by 2.1 dB and 8.2%, and iii) filter and matching network 

configurability, and circuit integration by 3.6 dB and 15.5%, respectively.    

Moreover, as shown in Section 4.2.2.5, the on-resistance of the CMOS inverter has an 

important effect over the drain efficiency, namely lower output power and additional 

dissipated power on the PA equivalent resistance. Thus, this parameter is taken into 

consideration for the drain efficiency estimation in Table 4.5, whereas the values for the 

case “Ideal Ron” are taken from the last line of Table 4.3. 
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Table 4.4. Differential FIR-PA drain efficiency - configurability, parasitics extraction 

 Ideal Case 1 Case 2 Case 3 Case 4 Case 5 

Output signal 

Amplitude factor 
1 0.923 0.888 0.787 0.719 0.662 

Output power 

Pout [mW] 
41.45 35.31 32.68 25.67 21.37 18.11 

Efficiency 

ηHSC1 (%) 
81.9 79.4 78.1 73.7 70 66.4 

The proposed FIR-PA has an output power of almost 14.6 dBm with an efficiency of 

around 66% when considering the CMOS on-resistance, which translates to a power and 

drain efficiency loss of 1.6 dB and 16 % compared to the ideal case (without Ron). These 

performances will be further degraded due to the additional configurability and chip 

integration.  

 Table 4.5. Differential FIR-PA drain efficiency - Ron, configurability, parasitics extraction 

 
Ideal 
Ron 

Case 1 
Ron 

Case 2 
Ron 

Case 3 
Ron 

Case 4 
Ron 

Case 5 
Ron 

Output signal 

Amplitude factor 
1 0.923 0.888 0.787 0.719 0.662 

Output power 

Pout [mW] 
28.6 24.52 22.69 17.82 14.88 12.61 

Efficiency 

ηHSC2 (%) 
65.7 63.5 62.3 58.3 55.1 51.9 
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With respect to the ideal case (without Ron), the output power (Pout) and the efficiency 

(ηHSC) are reduced in the case of i) additional filter configurability by 2.3 dB and 18.5%, ii) 

additional filter configurability and matching network configurability by ~3.7 dB and 

23.7%, and iii) additional filter configurability, matching network configurability and 

integration by 5.2 dB and 30.2%, respectively.  

Finally, we synthesize in Fig. 4.18 the results in terms of output power and power 

efficiency derived in this section, focusing on the influence of the CMOS inverter on-

resistance (Ron), additional configurability (coexistence and matching cells), and integration 

(layout).  We recall from Fig. 4.17 that: 

 Ideal: FIR-PA cells without configuration (coexistence and matching) cells 

 Case 1: ideal case with additional coexistence cells 

 Case 2: ideal case with additional coexistence cells and matching cells-off  

 Case 3: ideal case with additional coexistence cells and matching cells-on 

 Case 4: parasitics extracted case with additional coexistence cells and 

matching cells-off 

 Case 5: parasitics extracted case with additional coexistence cells and 

matching cells-on 

 
Fig. 4.18. Overview of output power and drain efficiency performance    
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 4.3. Digital block design 

The present section describes the implementation of the digital block circuits which 

provide the input signals for a correct Half-SC FIR-PA operation. This means that, for a 

given DSM output, the signal generator circuit needs to generate the correct input signals 

as described in Chapter 3, Eq. (3.40-3.41), in order to enable the reduction of the 

symmetric filter coefficients. Furthermore, the digital mixing around fc is performed by 

interleaving the I and Q paths in signal streams corresponding to {I, Q, -I, -Q} at a sampling 

frequency of 4*fc (see Section 3.3.3).  

In addition, we introduced an interface between the digital signal generator and the 

FIR-PA stage, whereas different buffer sizes are used on each line according to a line load 

estimation based on theoretical calculation and RC extraction of the output stage. 

Moreover, the configurability of the filter coefficients, matching network, different modes 

of operation and resets of digital blocks is implemented in a Serial Peripheral Interface 

(SPI) based on a finite state machine with read/write option and 32 8-bit registers. 

The digital blocks (except clock tree and buffer stage) have been synthesized using 

RTL Compiler from Cadence based on the VHDL description. The clock tree and the buffer 

stage were custom designed using standard cells in order to ensure correct sampling 

operation and appropriate line driving. Finally, all the digital blocks have been included in a 

top Verilog source which was used for the automatic place and route in SoC Encounter 

from Cadence. 

   

 4.3.1. Input signals generation 

It was previously shown that the proposed IC implementation includes two circuit 

versions, namely Side A MUX, and Side B FF. Side A MUX has only one mode of operation, 

i.e. feeding externally generated DSM outputs to the four in-phase signals (IN_I1, IN_I2, 

IN_I3, IN_I4) and four quadrature signals (IN_Q1, IN_Q2, IN_Q3, IN_Q4), respectively 

(Fig. 4.19).  The signals are sampled at a frequency fc/2 and correspond to the outputs of 4-

channel time-interleaved quadrature DSMs, which are obtained through simulation with 
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MATLAB or ModelSim for various input signals (sinewave, WLAN). Furthermore, these 

signals are directly used by the FIR-PA SIGGEN blocks to generate the signal streams for the 

PA output stage.  

Side B FF presents three modes of operation, which enable the tests of the PA, the 8-

channel time-interleaved DSM, and the complete transmitter chain (including on-chip 

DSM). The first test of the PA stage is based on externally generated outputs of quadrature 

DSMs and is identical to the test on Side A MUX (Fig. 4.19). 

 
Fig. 4.19. Signal generator digital circuits block diagram: PA test    

Next, let us consider the test of the 8-channel time-interleaved DSM in the I path 

(Fig. 4.20). The input signal is coded on 12 bits (11 bits data, 1 sign bit) at a frequency 

2*fc/8 = fc/4 (around 600 MHz when fc = 2.4 GHz). However, the number of signal pads is 

limited to four on both I and Q, due to area constraints (the total chip area is determined by 

the number of pads, whereas the total active area is around 5 % of the total chip area).  

Therefore, we send the data on 6 signal pads (IN_I1, IN_I2, IN_I3, IN_Q1, IN_Q2, IN_Q3) 

at fc/2 (around 1.2 GHz for fc = 2.4 GHz) and reconstruct the input signal using one 

synchronization signal (IN_Q4) corresponding to a clock signal of frequency fc/4. 
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Fig. 4.20. Signal generator digital circuits block diagram: DSM test    

The corresponding timing diagram is presented in Fig. 4.21 and highlights the 

importance of the synchronization bit which determines the start of a new input data when 

IN_Q4 = 0.  

 
Fig. 4.21. Timing diagram: DSM input signals for 8-channel TI DSM test    

For the test of the complete transmitter (Fig. 4.22), the input signals for the I and Q 

paths are coded on 12 bits (11 bits data, 1 sign bit) at a frequency fc/4 (around 600 MHz 

when fc = 2.4 GHz).  
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Again, due to the limited number of signal pads (four on both I and Q), we need to 

encode multiple bits per signal line. Hence, we generate the input signals at a larger 

sampling rate (fc instead of fc/4), in order to include more signal bits per signal line (4 bits 

per line), and reconstruct the 12-bit input signals afterwards. Thus, the 12 bits are encoded 

on three signal lines on I (IN_I1, IN_I2, IN_I3) and Q (IN_Q1, IN_Q2, IN_Q3) sides, whereas 

the two remaining lines (IN_I4 and IN_Q4) are used to ensure correct signal reconstruction 

and correspond to clock signals of frequency fc/2 (IN_I4) and fc/4 (IN_Q4).   

 
Fig. 4.22. Signal generator digital circuits block diagram: complete TX test    

This operation is illustrated in Fig. 4.23 for the in-phase input signals, where we can 

see that the 12 bits are sent on IN_I1, IN_I2, IN_I3 at a sampling frequency of fc during a 

period of 4/fc, and they are recovered on IN_I_DS during the next period of 4/fc.  

The IN_I4 and IN_Q4 are used for synchronization in order to determine correctly 

where is the start of a new 12-bit input code, namely when IN_I4 = 0 and IN_Q4 = 0. The 

same process is applied to the quadrature input signals, where 12 bits are sent on IN_Q1, 

IN_Q2, IN_Q3 at a sampling frequency of fc, and they are recovered on IN_Q_DS.  
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Fig. 4.23. Timing diagram: DSM input signals for complete TX test    

Furthermore, the outputs of the 8-channel TI quadrature DSMs sampled at fc/4, 

namely {VI1, VI2, VI3, VI4, VI5, VI6, VI7, VI8} for the I path and {VQ1, VQ2, VQ3, VQ4, VQ5, 

VQ6, VQ7, VQ8} for the Q path, are passed through four 2:1 serializers working at fc/2 in 

order to reduce the number of signal streams to four and enable efficient block reuse (FIR-

PA SIGGEN) and compatibility with the PA test case using externally generated DSM 

samples (Fig. 4.19). 

 

 4.3.2. FIR-PA SIGGEN block 

The FIR-PA SIGGEN block uses the output of a single-bit DSM to provide the necessary 

signals that implement Eq. (3.40-3.41) and allow the FIR filter simplification (Fig. 4.24).  

 
Fig. 4.24. FIR-PA SIGGEN block diagram    
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The FIR-PA SIGGEN block is designed as a 4-phase system on both I and Q paths at 

fc/2. At the input, a shift register holds 112 consecutive samples I/Q[1,…,112] at each time 

period (2/fc), whereas 109 is the maximum filter length in the 20/40 MHz case. Thus, 

I[109] = I1, I[110] = I2, I[111] = I3, I[112] = I4 (from Fig. 4.19), and these signals are further 

delayed in order to derive I[1,…,108], where I[108] = z-1.I[112]. 

Next, 4 groups of signal streams per path (I/Q) and per side (positive/negative) are 

derived corresponding to the 4-phase configuration. Thus, we may write for the I path 

(identical for the Q path)  
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where k = {1,…,54}.  

Hence, the signal stream RFP1 for the 20/40 MHz case (reference filter) at 4*fc will be 

{IP1[1], QP1[1], IN2[1], QN2[1], IP3[1], QP3[1], IN4[1], QP4[1]}.  

However, this arrangement does not apply to the 80 MHz and 160 MHz filter cases, 

due to the different number and values of filter coefficients (see Section 4.2.1.2). In these 

cases, the signal streams RFP1,…,55 are obtained individually based on the chosen coefficient 

adjustment (reference filter coefficient combination in Table 4.1).  

Let us consider in the 80 MHz case, the filter coefficient c10,80M = 10, which is obtained 

by combining two coefficients of the reference filter c10,80M = c6,20/40M + c18,20/40M, meaning 
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that the signal streams RFP6 and RFP18 are equivalent and correspond to {IP1[6], QP1[6], 

IN2[6], QN2[6], IP3[6], QP3[6], IN4[6], QP4[6]}. Thus, we may write 
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where “109-65” represents the difference between the length of the reference (20/40 MHz) 

and the 80 MHz filters. 

 

 4.3.3. Digital to RF mixer 

The DRFM block (Fig. 4.25), is implemented as a multiplexer (MUX) which 

reconstructs the RF signal streams RFP/N1,…,55 at 4*fc, based on the signals derived in the 

FIR-PA SIGGEN block at fc/2. The signal multiplexing is performed in two steps, namely a 

4:1 MUX which creates the signals for the I and Q paths on the positive and negative sides 

at 2*fc, followed by a 2:1 MUX which interleaves the I and Q paths and generates the RF 

streams at 4*fc.  

For example, in the case of RFP1, the signals obtained from the FIR-PA SIGGEN block 

are {IP1[1], QP1[1], IN2[1], QN2[1], IP3[1], QP3[1], IN4[1], QP4[1]} which are all available 

during a period of (2/fc). Next, thanks to the 4:1 MUX we will obtain two signals at 2*fc, 

I_P1 = {IP1[1], IN2[1], IP3[1], IN4[1]} and Q_P1 = {QP1[1], QN2[1], QP3[1], QP4[1]}. Finally, 

the 2:1 MUX interleaves I_P1 and Q_P1 to obtain RFP1 at 4*fc. 
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The digital to RF mixing operation is implemented identically in both circuit versions, 

Side A MUX and Side B FF. However, in the latter, an additional resampling at the frequency 

4*fc is performed based on D Flip-flops, in order to re-synchronize all the signal streams 

before feeding them into the PA output stage. We note, that the resampling is not 

performed in the Side A MUX circuit, which uses an input clock frequency of 2*fc.  

 
Fig. 4.25. 2-step MUX DRFM    

          

 4.3.4. Power consumption estimation 

The power consumption of the digital block circuits working in the transmitter chain 

at 4*fc = 9.6 GHz in the case of a 1 MHz sinewave is estimated through simulation to be 

around 60 mW, out of which 20 mW are dissipated in the quadrature DSMs (see 

Section 3.2.4). The power consumption breakdown can be found in Table 4.6. 

We can remark that almost half of the power is consumed to obtain the useful signal 

functions (DSM, Clock Tree, FIR-PA SIGGEN), whereas the rest of the power is dissipated in 

the signal reconstruction and interface with the PA output stage. This means that a future 

version of the circuit should also concentrate on optimizing the MUX and buffer stages in 

order to improve overall system efficiency. For example, in the case of the buffer stages, we 

could envision a different layout of the stream lines in the PA, which may optimize the line 

loading and allow a reduction of the buffer sizes to lower power consumption.  
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Table 4.6. Digital blocks power consumption breakdown [mW] 

DSM Clock Tree Buffer FIR-PA 
SIGGEN 

4:1 
MUX 

2:1 MUX Total 

20 7.2 15.5 7.1 9.4 1.2 60.4 

A summary of expected performance based on post-layout simulations is presented in 

Table 4.7. 

Table 4.7. Post-layout circuit-level simulations - expected transmitter performance 

Parameters Post-layout simulation results 

Bandwith [MHz] 20 - 160 

Carrier frequency [GHz] 2.4 

Digital blocks consumption [mW] 60.4 

FIR-PA consumption [mW] 24.2 

Peak output power [dBm] 11.7a / 11b 

Drain efficiency [%] 55a / 52b 

System efficiency [%] 17a / 14.9b 
a configuration matching cells-off Case 4 (Fig. 4.18) 
b configuration matching cells-on Case 5 (Fig. 4.18) 

 

 4.4. Conclusion 

This chapter presents the circuit design of the all-digital transmitter based on time-

interleaved DSM and FIR-PA, according to the theoretical analysis from Chapter 3. 

The key-point of the proposed architecture is to move the signal processing from the 

output stage to the digital domain, namely the configuration of the driving signals for the 

FIR filter coefficients is implemented in a digital block (block FIR-PA SIGGEN in Fig. 4.19), 

working at lower frequencies (fc/2) for reduced timing constraints, thanks to the time-

interleaving scheme. In addition, the signal reconstruction at fs = 4*fc is implemented using 
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two stages of digital multiplexers (4:1 MUX and 2:1 MUX), in order to achieve digital to RF 

mixing around fc (Section 4.3.3).        

Furthermore, the FIR-PA is built using the proposed differential Half-SC structure, 

whereas the unitary switching cell is formed from a CMOS inverter, driving a MOM 

capacitor, thus maintaining the low complexity switching scheme in the output stage. 

Consequently, we may state that the proposed architecture proves the concept of all-

digital transmitter, and pushes the digital operation domain (digital signal processing and 

simple CMOS inverter) up to the antenna. 

The main contributions presented in this chapter are summarized next: 

 FIR-PA: 

o the complete differential output stage is integrated under two signal 

pads, meaning that the effective additional area is zero;  

o custom design of CMOS inverter 

 inverter size optimization considering area, power 

consumption, and the efficiency loss due to the on-resistance; 

 reduce switching non-idealities using the body-bias feature of 

the 28nm FD-SOI technology (equalize simultaneously the rise 

and fall times, and the low-to-high and high-to-low delays); 

o custom design of MOM capacitor 

 grouping of 4 unitary cells which enables a trade-off between 

the shielding of signal lines and output parasitic capacitances; 

 iterative process using SKILL scripting to further reduce 

parasitics; 

o additional configurability using coexistence cells (for the FIR function) 

and matching cells (for the matching network); the matching cells are 

placed on the sides and serve also as dummy cells for the final 

structure; 

o introduce supply decoupling using active devices (efficient use of cell 

area) to reduce the voltage supply variation; 
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o evaluation of the FIR-PA performances comprising the output power, 

dissipated power and drain efficiency, highlighting the influence of the 

design parameters, such as the unitary MOM capacitance (capacitive 

dissipated power), inverter size (parasitic capacitances, direct-path 

current, static current, and on-resistance), and layout extracted 

parasitics.   

 Digital processing 

o the main digital functions are described in VHDL, thus allowing an 

automatic synthesis in RTL Compiler using standard cells; 

o  the clock tree and output buffers (interface with the FIR-PA) were 

custom designed using standard cells to ensure correct signal 

synchronization, and  buffer sizing (based on the estimation of the line 

loading) to avoid additional switching non-idealities; 

o the layout of the complete digital circuit was done in SoC Encounter 

using only standard cells (automatic place and route process). 

Finally, several improvements are identified to enhance the overall performance of 

the proposed digital transmitter: 

  FIR-PA: 

o implement a different signal line layout in order to reduce the 

corresponding parasitic capacitances, thus allowing the reduction of 

the buffer sizes (in the digital block) to lower the power consumption; 

o reduce the number of signal lines through an optimization of the 

number of power cells per signal line; the load line estimation shows 

that the parasitic capacitance of the metal line connecting the FIR-PA 

to the digital circuits is larger than the effective gate capacitance of 

the driven power cells; this will also determine a different cell 

placement optimization;  

o improve the efficiency of the matching cells 

 the current design implements several activation signals, 

whereas each signal drives multiple nMOS switches to pull-
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down MOM capacitors; ideally, when the nMOS is switched-off, 

the MOM capacitor should be disconnected from the output 

node; still, the MOM capacitance is actually connected in series 

with the nMOS parasitic capacitance, which lowers the output 

signal amplitude; this effect could be partially reduced when 

using one activation signal for one nMOS switch to pull down 

several MOM capacitors (1:1:n activation instead of 1:n:n).  

 Digital processing 

o Optimization of the signal reconstruction and buffering blocks, which 

consume almost half the power consumption of the digital blocks 

 benefits from the reduced number of signal lines in the FIR-PA 

o DSM optimization 

 currently, the switching activity of the DSM is almost constant, 

regardless the amplitude of the input signal, which is less 

efficient for low input signal amplitudes;  

 the peak input signal amplitude (output power) is limited by 

the stability of the DSM; a way to improve DSM stability for 

higher amplitudes is proposed in [Basetas17], which 

implements a class of single-bit multi-step look-ahead 

modulators, allowing input signal peak amplitudes up to 0.9 

(compared to 0.64 in our case); 

 the maximum operating frequency, around 5-6 GHz using time-

interleaving, is limiting the possibility of targeting 802.11ac 

signals in the 5 GHz frequency band; in order to overcome this 

limitation, we can investigate pipelining as introduced in 

[Schmidt11], which can be combined with recent 

implementations of look-ahead techniques that can also reduce 

the length of the critical path by half (ideally doubles the 

maximum operating frequency), as in [Tanio16]; in addition, 

we can study the possibility to replace the current 2’s 

complement signal representation with borrow-save (BS) 
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arithmetic, as shown in [Frappe06], to further reduce the 

critical path delay. 

o FIR filter signal lines 

 The number of signal lines used for configuring the FIR filter is 

equivalent to the length of the FIR filter; furthermore, it was 

shown that a lower coefficient resolution may lead to the 

cancellation of the smallest coefficients; however, the number 

of bits used for the coefficient quantization is based on the out-

of-band mask (set to 5 in the current design); in [Marin16] and 

[Marin17a] we show how we could reduce the noise level in 

specific frequency bands (especially the GPS band), in order to 

relax the noise constraints and facilitate WLAN standard 

coexistence; therefore, taking advantage of the proposed noise 

reduction, we could envision a further reduction of the number 

of bits used for the FIR coefficients quantization, thus relaxing 

the filtering constraints (number of signal lines, total number 

of power cells); 

 study the improvement of the switching activity dependency 

between the FIR filter signal lines, to achieve a more efficient 

switching-cell use in the output stage. 

 

 4.5. Chapter Bibliography 

[Basetas17] C. Basetas, T. Orfanos, and P. P. Sotiriadis, “A Class of 1-Bit Multi-Step Look-

Ahead Σ-Δ Modulators,” IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 64, no. 1, pp. 24-37, 

Jan. 2017. 

[Cathelin17] A. Cathelin, “RF/analog and mixed-signal design techniques in FD-SOI 

technology,” in IEEE Custom Integrated Circuits Conf. (CICC), May 2017, pp. 1–53. 

[Frappe06] A. Frappé, A. Flament, A. Kaiser, B. Stefanelli, A. Cathelin, and R. Daouphars, 

“Design techniques for very high speed digital delta-sigma modulators aimed at all-digital 



Marin Răzvan-Cristian, PhD Thesis 2017 Page 137 
 

RF transmitters,” 13th IEEE International Conference on Electronics, Circuits and Systems 

(ICECS), Nice, pp. 1113-1116, Dec. 2006. 

[Marin16] R.-C. Marin, A. Frappé, A. Kaiser, “Delta-Sigma Based Digital Transmitters with 

Low-Complexity Embedded-FIR Digital to RF Mixing,” 23rd IEEE International Conference 

on Electronics, Circuits and Systems (ICECS), Monte Carlo, pp. 237-240, Dec. 2016. 

[Marin17a] R.-C. Marin, A. Frappé, A. Kaiser, “Considerations for Complex Digital Delta-

Sigma Modulators for Standard Coexistence in Digital Wireless Transmitters,” accepted to 

IEEE Trans. Circuits Syst. I, Reg. Papers, June 2017. 

[Meng06] X. Meng, K. Arabi, and R. Saleh, “Novel Decoupling Capacitor Designs for sub-

90nm CMOS Technology,” 7th International Symposium on Quality Electronic Design 

(ISQED), San Jose, pp. - 271, Mar. 2006. 

[Rabaey03] J. M. Rabaey, A. Chandrakasan, B. Nikolic, “Digital Integrated Circuits”, Second 

Edition, Prentice Hall Publishing, 2003. 

[Schmidt11] M. Schmidt, S. Haug, M. Grözing, M. Beroth, “A pipelined 3-level bandpass 

delta-sigma modulator for class-S power amplifiers,” in 2011 IEEE International Symposium 

on Circuits and Systems (ISCAS), Rio de Janeiro, pp. 2757-2760, May 2011.  

[Sourikopoulos15] I. Sourikopoulos, “Continous-time digital processing techniques 

applied to channel equalization for low-power millimeter-wave communications,” PhD 

Thesis, University of Science and Technology Lille 1, Dec. 2015. 

[Tanio16] M. Tanio, S. Hori, N. Tawa, T. Yamase, and K. Kunihiro, “An FPGA-based all-

digital transmitter with 28-GHz time-interleaved delta-sigma modulation,” 2016 IEEE MTT-

S International Microwave Symposium (IMS), pp. 1-4, May 2016. 

[Vazquez04] J. R. Vazquez, M. Meijer, “Modelling the Dynamic Response of On-Chip 

Decoupling Capacitors,” 8th IEEE Workshop on Signal Propagation on Interconnects, 

Heidelberg, pp. 39-42, May 2004. 
  



Chapter 4. All-digital transmitter circuit design Page 138 
 

 



Marin Răzvan-Cristian, PhD Thesis 2017 Page 139 
 

 

 

 

 

 5. Measurements 

This chapter describes the measurement setup and results of the proposed digital RF 

Transmitter implemented in 28 nm FD-SOI CMOS from STMicroelectronics. The IC is placed 

on a Ball Grid Array (BGA) substrate with underfill which connects to a dedicated Printed 

Circuit Board (PCB), to validate the theoretical analysis presented in the previous chapters. 

The measurements were performed at IRCICA (Institut de Recherche sur les Composants 

logiciels et matériels pour l’Information et la Communication Avancée), France.  

 

 5.1. IC Packaging 

A specific four metal layer Ball Grid Array (BGA) substrate (5*5 mm2) with underfill 

was designed under industrial conditions at STMicroelectronics and hosts the flip-chip die 

and eleven Surface-Mounted Devices (SMD), thus allowing the integration of high quality 

factor passive inductors and additional decoupling capacitors (Fig. 5.1).  

 

 

 

Fig. 5.1. BGA substrate with underfill view TOP: layout (left); assembled (right)  
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The device under test (DUT) is placed in the center of the BGA substrate, with a slight 

offset (180 µm) on the X-axis, in order to allow symmetric route lines for the differential 

outputs (routing from DUT to X1 - X2, and from DUT to X3 - X4).  

Furthermore, the SMD 0201 components X1 - X2 and X3 - X4 are either 0Ω resistors, 

or RF inductors to implement an LC matching network at the desired center frequency. 

Next, seven SMD 0201 capacitors (Cdec = 10 pF) are used for supply decoupling, namely 

VDD_A, VDD_DIG_A, VDD_B, VDD_DIG_B, VBBN_A, VBBN_DIG, and VBBP_DIG.  

Finally, the power plane of the BGA substrate (2nd internal plane, closer to BOTTOM) 

has been equally divided into four sub-planes, one for each of the DUT’s supply voltages 

(VDD_A, VDD_DIG_A, VDD_B, VDD_DIG_B).  

 

 5.2. PCB design 

The PCB test versions were designed in Altium Designer and fabricated by 

Eurocircuits [Euroc1] (Fig. 5.2), based on four metal layers (TOP, INNER1, INNER2, and 

BOTTOM), similar to the BGA substrate, whereas INNER1 is used as ground plane for TOP 

and INNER2 is partially used as supply plane and partially as ground plane for BOTTOM.  

The DUT is placed in the middle of the board and can be tested in two operating 

modes, functional and power. In the power mode the LC matching network and the RF 

output transmission lines (TL) are designed at the center frequencies {0.9, 1.6, 2.4} GHz. 

 
Fig. 5.2. PCB version functional at 2.4 GHz - View TOP 
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The data inputs I and Q are routed on TOP from the sides, ensuring equal line lengths, 

whereas the main clock is routed on BOTTOM, due to the limited routing space near the IC. 

Furthermore, the supply voltages can be used separately for the analog and digital circuits, 

whereas the body-bias voltages can be generated externally or grounded on the PCB 

(default operation for LVT transistors).  

In addition, the board enables the use of an external SPI controller (Arduino based, 

MATLAB code) which generates the input signals for the internal SPI present on the IC. 

However, during measurement, the communication with the on-chip SPI could not be 

achieved. Hence, the test cases were built on the default state of the SPI, which enabled only 

the Side A MUX circuit in the 20 MHz FIR filter case, without the configurability of FIR 

coefficients, or output matching network cells. 

Next, we will describe the design of the critical signal lines (high-speed signals, RF 

outputs in Fig. 4.4) depending on the PCB base material properties. 

 

 5.2.1. High-speed signal line design 

The high-speed signal lines have been designed as transmission lines with the 

impedance Z0 = 50 Ω, in order to preserve signal integrity (reflection). Furthermore, due 

the frequency range of these signals (RF/microwave), the transmission line can be modeled 

as a coplanar waveguide with ground (CPWG), as shown in Fig. 5.3 [Hartley17]. 

 
Fig. 5.3. Coplanar Waveguide w/Ground [Hartley17] 

Moreover, the parameters of the transmission line can be calculated using either the 

mathematical formulas from [Hartley17], or dedicated software such as TX-LINE from 

National Instruments (free license), which derives the electrical/physical line 

characteristics depending on the material parameters [NI17].  
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The base material used for the PCB is RO4350B [Euroc2], with a dielectric constant 

εr = 3.66, loss tangent tanδ = 0.0031, and height H = 0.254mm, whereas the gap is set to 

G = 0.508 mm, and the trace thickness to T = 30 µm, respectively. Hence, using TX-LINE, we 

obtain a trace width W = 20 mils = 0.508 mm with the impedance Z0 ≈ 50 Ω at a frequency 

f = [1; 10] GHz (Fig. 5.4).  

 
Fig. 5.4. TX-LINE user interface example 

 

 5.2.2. RF differential outputs 

The PCB was designed to allow the DUT measurement in terms of functionality 

(version functional), and maximum output power (version power). In the functional 

version, the trace width is set to Wf = 0.508 mm with the impedance Z0 ≈ 50 Ω (as shown in 

Section 5.2.1). In this case, the LC matching network is set at half of the maximum targeted 

center frequency, namely 1.2 GHz, in order to test the functionality of the proposed all-

digital transmitter in the frequency domain [0; 2.4] GHz in terms of high-frequency 

operation and band filtering transfer function. Moreover, we note that the resulting output 

power is much lower than the one shown in the theoretical analysis (~14 dB lower), due to 

the difference between the load resistance values (50 Ω compared to 2 Ω). 

In the power version, the RF differential outputs are designed as adapted 

transmission lines from 2 Ω to 50 Ω and 4 Ω to 50 Ω at the test center frequencies, in order 

to maximize the power transfer towards the load and evaluate the impact of the series 
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parasitic resistance in the signal path. The line adaptation has been designed in ADS 

(Advanced Design System from Keysight), using s-parameters (S11 and S21) representation 

of a transmission line between two ports, port1 and port2 (Fig. 5.5).  

 
Fig. 5.5. ADS schematic – Example of adapted transmission line 2 Ω to 50 Ω at 2.4 GHz 

The parameter S11 is called reflection or return loss and refers to the signal reflected 

at port1, when a signal is incident at port1, whereas S21 is called transmission or insertion 

loss and refers to the signal transmitted at port2, when a signal is incident at port1. The 

ideal S11 should present very little return (reflection) at all frequencies, and the ideal S21, 

very little loss, respectively. 

The adapted transmission lines were designed for the power PCB version at three test 

center frequencies, 900 MHz, 1.6 GHz and 2.4 GHz, to achieve in all three cases a 

transmission loss S21 > -0.2 dB and a return loss S11 < -20 dB  over a 100 MHz bandwidth.  

Finally, an example of the difference between the trace widths and length of the RF 

outputs based on the transmission line design is highlighted in Fig. 5.6. In the functional 

version (Fig. 5.6 left), the trace width is set to Wf = 0.508 mm with the impedance Z0 ≈ 50 Ω, 

whereas the power version (Fig. 5.6 right) corresponds to an adapted transmission line 

from 2 Ω to 50 Ω at the center frequency 900 MHz with the trace width Wp = 3.048 mm and 

length Lp = 43.18 mm.  

 
Fig. 5.6. PCB versions functional (left) and power (right) - View TOP 
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 5.3. Measurement setup and test cases 

This section presents the measurement setup (Fig. 5.7) and tests performed in order 

to validate the proposed concept of all-digital transmitter based on single-bit core 

processing, digital to RF mixing and differential SC PA with embedded band filtering. 

 
Fig. 5.7. Measurement setup  

The input I/Q data files are generated in MATLAB and are assigned to the eight 

synchronous outputs of the arbitrary waveform generators (AWG) used to stream in data 

to the device under test (DUT) at a sampling frequency of fc/2 (equal to 450 MHz for the 

900 MHz test).  

The main clock is generated externally at a frequency of 2*fc. A differential RF probe 

is used to measure the RF output on a 50 Ω load. The probe is further connected to the PXA 

signal analyzer to obtain the main performance of the DUT.    

 



Marin Răzvan-Cristian, PhD Thesis 2017 Page 145 
 

 5.3.1. Case 1: Functional 

The first test highlights the functionality of the proposed transmitter in terms of 

operating frequency and dissipated power, using the functional PCB version (transmission 

lines with Z0 = 50 Ω at the RF outputs). In this case, the components X1 - X2 are RF 

inductors used in the LC matching network at a center frequency fc = 1.2 GHz (as described 

in Section 5.2.2). 

Considering the test bench in Fig. 5.7, when the main clock frequency is fCK, and all the 

digital inputs  (I1-4, Q1-4) are set to “0”, the resulting output signal is a periodic square 

wave at the frequency fCK/2, due to the digital mixing function {I, Q, -I, -Q} which translates 

to {0, 0, 1, 1}. Thus, we can measure the peak amplitude of the fundamental at different 

frequencies fCK/2. Next, the amplitudes are normalized in order to plot the resulting RLC 

BPF transfer function (Fig. 5.8) with respect to the theoretical filter transfer function.  

 
Fig. 5.8. RLC BPF transfer function: measured vs. theoretical (functional)  

This comparison reveals a performance degradation in terms of peak output power 

for center frequencies above 1.2 GHz (corresponding to >4.8 GHz digital core frequency). 

Post-fabrication extracted simulations show that this limitation is mainly due to the signal 

generation in the digital core circuit, namely the clock-tree generation and the signal 

multiplexing at 4* fc present degraded performance when working at higher frequencies, 

which leads to a loss of useful samples and non-ideal interleaving of the I and Q paths.  
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This is also confirmed by the evolution of the power consumption with respect to the 

center frequency at a fixed supply voltage of 1 V (Fig. 5.9). It is seen that for a center 

frequency fc > 1.8 GHz, the power consumption starts to reduce, as a consequence of the 

non-ideal clock-tree operation, which is in agreement with the observations in [Muller11]. 

Consequently, due to the digital core limitation, the following measurements were 

performed in the frequency domain [0.3; 1.8] GHz.   

 
Fig. 5.9. Power consumption vs. center frequency  

Furthermore, in Fig. 5.10 we highlight the embedded FIR filter performance, when 

transmitting a 9 MHz baseband single-tone at a carrier frequency fc = 900 MHz, whereas 

the main input clock frequency is fCK = 2*fc = 1.8 GHz. The measured peak output power is 

Pout,pk = -2.3 dBm, for an overall power consumption of 31.4 mW at 1 V supply voltage, out 

of which the front-end (FE) output stage consumes 7.4 mW and the back-end (BE) digital 

core 24 mW, respectively.  

The resulting OOB noise attenuation is around -50 dBc and reflects mainly the 

embedded FIR filtering transfer function. Furthermore, it is seen that the main digital 

circuit operation at half the center frequency fc/2 and the VDD supply noise due to high-

frequency switching determine the presence of low amplitude signal images at fc ± fc/2. 

The measured output power of -2.3 dBm is coherent with the theoretical estimation 

in Chapter 4, considering the output power value in Table 4.4 (Case 5), the load resistance 

RL = 50 Ω, and -1 dB from RLC attenuation (Fig. 5.8).   
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Fig. 5.10. Case 1: Measured spectrum 9 MHz BB single-tone, fCK = 1.8 GHz 

The peak output power and the out-of-band noise attenuation can be further 

improved, using adapted transmission lines at the carrier frequency fc = 900 MHz (from 2 Ω 

to 50 Ω and from 4 Ω to 50 Ω), to lower the load resistance and increase the quality factor 

of the RLC filter. 

 

 5.3.2. Case 2: FIR filter with transmission line adaptation 

This case proposes to improve the performance obtained in Case 1 in terms of peak 

output power and OOB noise attenuation, by introducing an adapted transmission line at 

the carrier frequency fc = 900 MHz. Two line adaptations have been designed, from 2 Ω to 

50 Ω and from 4 Ω to 50 Ω, in order to evaluate the effect of the RLC transfer function, and 

the parasitic resistances in the signal path due to BGA packaging and PCB. 

Case 2a corresponds to a PCB power with an adapted transmission line from 2 Ω to 

50 Ω, and an LC matching network at the carrier frequency fc = 900 MHz, built with RF 

inductors on the BGA and PCB. 

Case 2b corresponds to a PCB power with an adapted transmission line from 4 Ω to 

50 Ω, and the same LC matching network used in Case 2a. 
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The measured peak output power in Case 2a is 2.2 dBm, when transmitting a 9 MHz 

baseband single-tone at a carrier frequency of 900 MHz and 1 V supply voltage. In Case 2b 

the peak output power is 2.9 dBm using a 4 Ω transmission line adaptation, and 

corresponds to an improvement of 0.7 dB with respect to Case 2a and 5.2 dB with respect 

to Case 1, respectively (as summarized in Table 5.1). 

The difference between the measured peak output power in Case 2(a/b) and 

theoretical value (derived in Chapter 4) arises due to the effect of the series parasitic 

resistance in the signal path. The initial estimation was based on the equivalent on-

resistance of the SC PA stage and the inherent resistance of the RF inductors, resulting in an 

equivalent 0.7 Ω parasitic resistance.  

However, the output power values obtained in measurement are lower than 

expected, due to external factors related to the test bench, such as BGA soldering, pad 

access, RF output traces on BGA and PCB, respectively. Taking into account the results from 

Case 1, Case 2a and Case 2b, we can estimate the total series parasitic resistance to 

approximately 4.6 Ω, namely the FIR-PA equivalent on-resistance of 0.4 Ω, the RF inductors 

parasitic resistance of 0.3 Ω and a series parasitic resistance due to test bench of 3.9 Ω.   

This effect is also visible in Fig. 5.11 when plotting the measured RLC transfer 

function with respect to the theoretical transfer function obtained for a load resistance 

RL = 2 Ω and a parasitic resistance Rps = 0.7 Ω (similar method used in Fig. 5.8). Thus, the 

OOB noise attenuation of the measured BPF filter is inferior with respect to the ideal case 

due to the additional parasitic resistance which determines a lower filter quality factor.  

 
Fig. 5.11. RLC BPF transfer function: measured vs. theoretical (power 2 Ω to 50 Ω) 
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 5.3.3. Case 3: Higher frequency operation 

The circuit was also measured at a center frequency fc = 1.6 GHz using a PCB power 

version with adapted transmission lines 2 Ω to 50 Ω. The peak output power is -0.8 dBm, 

when transmitting a 16 MHz baseband single-tone at 1 V supply voltage. The output stage 

consumes 20.6 mW and the digital core 46 mW, respectively.  

The digital mixer performance is degraded due to the aforementioned operating 

frequency limitation (Section 5.3.1) and determines an image component at -17dBc, 

because the Side A MUX circuit doesn’t perform signal resynchronization after the I/Q 

multiplexing function (Section 4.3.3).  

The measured results in this case confirm the conclusions of Case 1, and provide 

information regarding future improvements/optimizations of the digital core circuit to 

enable an efficient operation for center frequencies above 1.8 GHz. 

Finally, a summary of the measurement test cases is presented in Table 5.1. The 

theoretical expected values in terms of peak output power and consumption were derived 

with respect to Section 4.2.3 for two values of the series parasitic resistance, Rps = 0.7 Ω and 

Rps = 4.6 Ω, when operating at a center frequency of 900 MHz. It is seen that the measured 

results closely match the theoretical expected values when considering Rps = 4.6 Ω.  

Table 5.1. Test cases description 

Test PCB TL  fc 
[GHz] 

Peak Pout [dBm]   Cons. FE [mW] Drain Eff. 
[%] Meas. Th. Meas. Th. 

Case 1 func. 50 Ω 0.9 -2.3 -2.3 7.4 4.6a/5.8b 7.9 

Case 2a pow. 2-50 Ω 0.9 2.2 10a/2.2b 10.2 17.3a/9.3b 16.2 

Case 2b pow. 4-50 Ω 0.9 2.9 8.2a/2.9b 10.8 12.7a/10.2b 18.1 

Case 3 pow. 2-50 Ω 1.6 -0.8 10a/2.2b 20.6 19.8a/11.8b 0.6 

a Equivalent series parasitic resistance of 0.7 Ω 

b Equivalent series parasitic resistance of 4.6 Ω 
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In conclusion, during measurement we identified an operating frequency limitation, 

due to the clock-tree generation and the signal multiplexing at 4*fc, which translates to 

reduced performance in terms of peak output power and distortion in the signal-band for 

center frequencies higher than 1.8 GHz. In addition, the peak output power is also reduced 

due to an estimated series parasitic resistance of 4.6 Ω (~4 Ω more than estimated) present 

in the signal path. Therefore, an extensive set of measurements was performed for the test 

Case 2b which presents the best measured peak output power, in order to validate the 

proposed digital RF transmitter concept for sinewave and LTE signals (LTE 10 MHz and 

LTE 20 MHz) at the 900 MHz band. The results are further presented and compared with 

relevant state-of-the-art publications in Section 5.4.  

 

 5.4. Experimental IC validation on LTE standard at 900 MHz band 

The best performance of the proposed digital transmitter in terms of peak output 

power is obtained in Case 2b.  The measured output spectrum of a 9MHz baseband single-

tone at a peak output power of 2.9 dBm emphasizes the out-of-band attenuation provided 

by the digital band filter composed of 109-tap FIR and RLC filtering (Fig. 5.12). The overall 

power consumption is 34.8 mW at 1 V supply voltage, out of which the front-end consumes 

10.8 mW and the back-end 24 mW, respectively. The resulting in-band peak SNR is ~66dB, 

which corresponds to 10.5 effective number of bits (ENOB). 

 
Fig. 5.12. Measured spectrum 9 MHz BB single-tone: RF output vs. DSM input 



Marin Răzvan-Cristian, PhD Thesis 2017 Page 151 
 

In terms of out-of-band noise, it is seen that the proposed architecture achieves 

around -70 dBc at an offset of -fc/3 = -300 MHz, when transmitting at the center frequency 

fc = 900 MHz. This result is coherent with the system and circuit-level study presented in 

the previous chapters which was concentrated on obtaining around -70 dBc noise 

attenuation at the GPS band, located at - fc/3, when transmitting at fc = 2.4 GHz. 

The FD-SOI body-bias Vt tuning feature, described in [Cathelin17], was used in the 

digital to RF mixer and the output FIR-PA blocks to adjust the CMOS transistors switching 

operation, and reduce switching non-idealities as detailed in Section 3.4 and Section 4.1.2.  

It is confirmed, that the DRFM stage is very sensitive to switching non-idealities, due 

to the clock tree generation and high-frequency signal multiplexing. The body-bias tuning 

is applied in the digital core and has a major impact on finding an optimum operating point 

to attenuate the LO and image to -55 dBc, and -63 dBc respectively, whereas the counter 

3rd-order intermodulation product (CIM3) is lower than -46 dBc (Fig. 5.13). For instance, 

the image component is highly reduced by around 30 dB, thanks to the improvement of the 

I/Q path interleaving achieved through a balanced pMOS-nMOS switching operation 

(Section 4.1.2).  

 
Fig. 5.13. 6 dB back-off fine-tuning with FD-SOI body-bias  

In the case of the output FIR-PA, the effect of body-biasing is shown to be minimal in 

terms of noise performance. This can be explained by the fact that the impact of non-

idealities resulting from the DRFM block is dominant with respect to non-ideal CMOS 

inverter operation. Hence, if the DRFM switching non-idealities are not reduced locally (as 
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shown in Fig. 5.13), they will be translated further to the FIR-PA driving signals, with a 

major impact on the output stage performance. In this case, we estimate that the use of a 

global body-bias tuning in the FIR-PA will not be effective in the multi-path switching-mode 

structure, as it cannot ensure an optimum CMOS inverter operation (due to non-ideal 

driving signals) for all the paths at the same time.  

Furthermore, we identify the presence of increased even-order harmonics due to the 

non-ideal differential to single mode conversion. We recall from Chapter 3, that in order to 

reduce switching redundancy and filter complexity, the positive and negative driving 

signals of the FIR-PA are not purely differential and present three possible values 

RFP/RFN = {1/0; 0/0; 0/1}, which may lead to additional common mode non-idealities.  

In addition, it is seen that the performance in terms of third harmonic (Hm3) 

rejection is degraded due to circuit non-idealities. In Chapter 3, the FIR-PA non-idealities 

were studied in order to evaluate the effects on the out-of-band noise attenuation. The 

derived non-idealities models (inverter switching, coefficient mismatch and supply voltage 

variation) can be also applied to assess the signal-band performance. Using the same non-

idealities design specifications (Section 3.5), resulted in a degradation of the Hm3 rejection 

with respect to the ideal case in the presence of switching non-idealities (~26 dB for 

variable propagation delays and jitter) and VDD supply variation (20 to 40 dB). Moreover, 

switching non-idealities are shown to affect also the even-order harmonics performance. 

The output power and ACLR performances for LTE 10 MHz and 20 MHz transmitted 

signals are evaluated in Fig. 5.14, highlighting the spectral mask compliance.  

 
Fig. 5.14. Output power and ACLR for LTE 10 MHz and 20 MHz  
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The maximum output power and ACLR for LTE10 are -2.8 dBm and -33/-41 dBc, 

whereas for LTE20 we obtained -3.2 dBm and -33.5/-40 dBc, respectively for an overall 

power consumption of 37 mW when operating at a 1 V supply voltage. 

The 28nm FD-SOI transmit chain performance is summarized and further compared 

with reported digital-intensive architectures in Fig. 5.15. 

 
Fig. 5.15. Measured performance summary and comparison with state-of-the-art 

First, [Jin15] introduces a 6-bit switched-capacitor I/Q sharing direct-RF conversion 

(DRFC) structure, implementing a disable opposite cell technique to improve drain 

efficiency. This way, it can digitally deactivate same-size cell pairs being driven by 180 

degrees out-of-phase signals before the power stage. Using an LC matching network at 900 

MHz, the measured peak output power is 13.9 dBm when performing continuous-wave 

measurements at 289 points (17 points for each I and Q symbols). However, due to the low-

resolution scheme, the spectrum mask for LTE 10 MHz is not met, which determines the 

need of additional sharp filters to reduce RX band noise [Jin17].  
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Furthermore, [Roverato17] demonstrates a digital Delta-Sigma Modulator mismatch 

shaping architecture to provide an efficient reduction of out-of-band emissions at a 

programmable duplex distance. Hence, static mismatch effects are minimized by 

scrambling the order of conversion cells at each sampling instant which transforms static 

mismatch nonlinearity into pseudorandom noise. Yet, this architecture is operated at a 

large supply voltage of 1.5 V, which determines a considerable output stage power 

consumption of 75 mW at a peak output power of 1.2 dBm, and may lead to integration 

issues in applications targeting limited supply voltage mobile devices. 

Finally, [PFilho16] presents a 12-bit resistive quadrature DAC with dual in-

phase/dual quadrature signal paths based on an incremental-charge operation to reduce 

the power consumption required to drive the RF load. This architecture is demonstrated to 

work at both 900 MHz and 2.4 GHz band and can drive a 50 Ω load at a peak output power 

of 3.5 dBm using an off-chip balun. Additionally, the digital input data is read from an 

integrated memory of 4096 words, and simple predistortion is applied on the baseband 

signal to compensate switch conductance variation with respect to the output voltage. 

Our architecture implements a 28nm FDSOI digital transmit chain combining single-

bit processing, SC network and band filtering. This work stands out for out-of-band noise 

attenuation, reduced SC structure complexity, low power consumption and area. At similar 

output power levels, the FIR-PA (at 1V) consumes 7 times less than a 10-bit DSM-based 

DAC (at 1.5V) [Roverato17] and 25% less than a 12-bit resistive DAC (at 0.9V) [PFilho16]. 

The total active area is at least 4 times lower than the smallest previous design, for same 

technology node.  

 

 5.5. Conclusion 

This chapter presents the experimental validation of an all-digital transmitter concept 

combining single-bit processing and extended (109-tap FIR) band filtering for low power 

and area mobile devices developed to support emerging IoT applications.  

The proposed TX is compliant with LTE 900 MHz signals and achieves state-of-the-art 

performance at similar output power compared to recent relevant work. Furthermore, the 
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circuit operation is proven up to a center frequency of 1.8 GHz. This work stands out for 

low power consumption thanks to the single-bit DSM-based core solution combined with 

band filtering (FIR and RLC band-pass) and low area achieved with a multi-layer FIR-PA 

cell structure. 

During measurements, we identified several possible improvements in terms of peak 

output power, and maximum operating frequency, to enable better operating performance 

and multi-standard compliance.  

On the one hand, the measured peak output power was lower than expected when 

using low-impedance transmission line adaptation, due to parasitic resistances in the signal 

path corresponding to packaging and PCB. It is seen, that for a 50 Ω load, the series 

parasitic resistance can be neglected and the measured results are coherent with circuit 

level simulations (Section 5.3.1). However, when reducing the output load to 2 Ω or 4 Ω, the 

value of the series parasitic resistance can be estimated to 4.6 Ω, which is ~4 Ω larger than 

the initial estimation based only on the inverter on-resistance and parasitic resistance of 

RF inductors (Section 5.3.2). A possible way to overcome the output power loss due to 

parasitics, would be to integrate the matching network on-chip [Roverato17], making it 

necessary to find a balance between the output power and the increased occupied area. 

On the other hand, we remark that the maximum operating frequency is degraded 

and is limited to around 1.8 GHz, due to the digital circuit core performance. In a second IC 

version, the digital core would be designed and integrated hierarchically (block by block), 

taking special care to the clock-tree generation and signal interfacing. Extensive simulation 

including extraction would allow the identification of critical design blocks and a better 

control on the digital design flow. Furthermore, integrating the digital SPI separately would 

ensure its correct operation and provide the TX extended configurability in terms of FIR 

filter transfer function and matching network center frequency, as described in Chapter 4.   

In conclusion, the proposed concept of all-digital transmitter demonstrates the 

transition from traditional analog to highly integrated digital-intensive transmitters and 

may play an important role in the future of mobile applications. 
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 6. Conclusion 

This chapter concludes this work on the study, design and validation of a 28nm FD-

SOI CMOS digital RF transmitter with switched-capacitor power amplifier and embedded 

band filter. Furthermore, we present a view of future concept development to support 

highly-ambitious emerging Internet of Things (IoT) applications.  

 

 6.1. Research conclusion 

The research work is concentrated on the development of an all-digital transmitter 

based on a hybrid single-bit operation and 109-tap FIR filter to address the challenges of 

tomorrow’s integrated communication systems. 

The general idea behind the concept is to reduce the main operation to simple 

functions. Hence, instead of adding complexity inside the given function, we propose an 

efficient way to merge and optimize simple functions together. For instance, [Yoo13] 

implements a class-G switched capacitor power amplifier using a 3-level supply scheme 

with GND, VDD, 2*VDD. In order to support higher supply voltages and reduce gate stress and 

leakage, the switched is designed in cascode with 2 additional output series pMOS-nMOS 

transistors.  

In our case, the switch is based on a simple CMOS inverter in a switched capacitor 

scheme which performs a dual function of digital to analog conversion and band filtering. 

We note that the architecture in [Yoo13] is compatible with the proposed FIR-PA and may 

be used to provide additional functionality, such as the embedded-FIR digital to RF mixing 

presented in Section A.2 [Marin16].   
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Furthermore, the combination of single-bit operation and CMOS inverter switching 

allows the reduction of the FIR filter complexity by half, while maintaining the attenuation 

performance of the full FIR filter. This has a major positive impact on area and power 

consumption and proves the feasibility of the proposed SC PA topology operating at low 

supply voltages. However, in order to maintain the output power performance, the supply 

voltage reduction needs to be compensated by the use of lower load resistances which 

raises additional issues in terms of circuit integration, i.e. integrated inductors present a 

limited quality factor  

This way, the proposed digital transmitter architecture challenges the traditional 

design based on high-resolution DAC architectures. It presents a structure complexity 

(number of unitary cells) comparable to a 10-bit DAC with less control signals (55 for Half-

SC, and 68 for segmented 10-bit DAC), and noise performances better overall than 11-bit in 

the presence of non-idealities.  

The circuit measurement results validate the proposed concept of all-digital 

transmitter in terms of low power, reduced area and large out-of-band attenuation. 

Furthermore, for each design phase we identified and proposed several improvements to 

enable extended configurability and better performance in terms of output power and 

operating frequency to support multi-standard applications.  For example, we may recall 

the optimization of the number of signal lines and the signal interface between digital core 

and FIR-PA, the introduction of additional noise-shaping features, and the reduction of the 

series parasitic resistance in the signal path. 

In conclusion, the proposed architecture demonstrates the transition from traditional 

analog to highly integrated digital-intensive transmitters, by pushing the digital domain up 

to the antenna to open the way towards smaller, faster, smarter all-digital transmitters.  

 

 6.2. Future directions 

The proposed architecture combining 28nm FD-SOI CMOS technology and the 

transition from analog to digital signal processing enables extended configurability for 

software defined radio (SDR), leading to accessible and efficient solutions for smart mobile 
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devices to support highly-ambitious Internet of Things (IoT) applications, such as Smart 

City [Shahrour17]. 

 Let us now imagine the future development of the proposed all-digital transmitter 

concept, building upon the present achievements to enhance system efficiency and 

configurability at superior operating frequencies. 

The system efficiency depends on the output power and dissipated power. Hence, in 

order to improve the efficiency, we should study the possibility of increasing the output 

power, while maintaining or reducing the dissipated power. One way to increase output 

power was already mentioned in the previous chapter and involves the use of an on-chip 

matching network to reduce parasitic resistances in the signal path due to packaging and 

PCB. For instance, [Roverato17] introduces an I/Q path combination through on-chip RF 

balun to match 50Ω external load. In addition, the low power and reduced area of the 

proposed PA provides ample design margin, making it possible to replicate the structure 

and introduce an on-chip power combiner, similar to [Passamani17].  

Furthermore, we propose the study of an adaptive power scheme specific to back-off 

operation. It is observed in system level simulations, that reducing the input signal power 

determines a reduced maximum number of active PA cells (output power depends on the 

ratio between active and total number of cells), whereas the DSM-driven switching activity 

(therefore dissipated power) remains almost constant. Hence, we envision the 

implementation of a dynamic adaptive scheme which adjusts proportionally (to maintain 

FIR filter coefficient ratio) the number of active PA cells, to increase the system efficiency at 

back-off power levels.    

In terms of operating frequency, the proposed system benefits from extended 

configurability running at half the carrier frequency (fc/2). However, the digital to RF up-

conversion mixer implemented as a 2-step multiplexer at the final frequency of 4*fc, is 

found to be critical in terms of dissipated power and frequency limitation. Hence, the 

objective would be to reduce the basic operating frequency of the mixer, which could be 

achieved as in the case of the DSM, by introducing a time-interleaved scheme. [Koh14] 

presents an extended study on time-interleaved RF carrier modulation, based on mixer 
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arrays where the outputs are modulated by a series of low-frequency time-delayed 

carriers, and interleaved in the time domain to synthesize the final output (Fig. 6.1).  

 

Fig. 6.1. M-TI mixer array: diagram (left); rectangular pulse trains (right) [Koh14]  

Moreover, [Walling09] introduces the concept of pulse-width pulse-position 

modulation (PWPM) in a class-E PA, whereas the input signal amplitude is mapped to the 

width of a single pulse, and the phase to the edge timing of the same pulse, respectively 

(Fig. 6.2). However, the performance of this scheme is degraded when transmitting signals 

with large PAPR at higher carrier frequencies, since the minimum signal amplitude 

determines the minimum pulse-width, which becomes a larger fraction of the switching 

period. 

 

Fig. 6.2. Amplitude (a) and phase information (b) in a PWPM signal [Walling09]  

[Cho16] introduces a technique to overcome the issue of narrow-pulses by employing 

carrier-switching, which uses the fundamental component of the carrier frequency for 

large signal amplitudes, and the second harmonic of half of the carrier frequency for small 

signal amplitudes.  
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It is now clear that the pulse positioning concept (TI mixer or PWM-based) can be an 

efficient alternative to 2-step multiplexing, thanks to the reduced timing constraints and 

power consumption. Hence, the maximum operating frequency would no longer be limited 

by the high-frequency signal sampling, and would depend on the design of the delay cell 

used to define the pulse position in time. Recent works show that a granular delay of 

110 ps - 500 ps with an energy efficiency of 12.5 fJ/event can be achieved using a 28nm FD-

SOI CMOS thyristor-type delay element [Sourikopoulos16]. Additionally, this scheme 

employs body-bias Vt fine-tuning to obtain a fine/coarse delay control, with a minimum 

fine sensitivity of 50 fs/mV and coarse sensitivity of 600 fs/mV.  

Consequently, implementing the signal up-conversion using the pulse positioning 

concept and the delay element in [Sourikopoulos16] would provide a power efficient 

solution allowing carrier frequencies over 10 GHz.    
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A. Multi-standard coexistence 

The use of a Delta-Sigma Modulator in digital transmitter architectures has the 

advantage of increased performances in terms of SNR in the band of interest. However, the 

resulting out-of-band noise becomes an issue for multi-standard coexistence, thus 

increasing the complexity of the succeeding filtering stage. These constraints can be further 

relaxed in the DSM stage [Marin17a] or in the digital to RF mixing stage [Marin16].  

 

A.1. Complex Delta-Sigma Modulators 

For 1-bit high-speed DSM, a FIR-DAC based mixed-signal stage [Gebreyohannes16], 

or the proposed Half-SC FIR-PA architecture offer a good alternative to analog filters. 

Nevertheless, the designed filter requires a large number of signal taps in order to meet the 

stringent noise specifications, resulting in area and power consumption penalty due to the 

implementation of additional coefficient cells and control logic. 

These constraints could be relaxed in the DSM stage, by placing complex zeros near 

the frequency bands, where low noise levels are needed, depending on the targeted 

application, thus obtaining a complex Delta-Sigma modulator (CDSM). For example, 

[Nzeza08] introduces a 5th order CDSM used to meet the spurious emissions requirements 

for the UMTS and DCS 1800 receive bands. Furthermore, the Delta-Sigma Toolbox in 

[Schreier16] can also be used to synthesize the noise transfer functions for quadrature 

delta-sigma modulators, with the following parameters: the order of the NTF, the 

oversampling ratio (OSR), the center frequency, the rms (root mean square) in-band noise 

gain, the rms image-band noise gain, and the number of image-band zeros.  
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However, both these methods introduce limitations regarding the design of CDSM. On 

the one hand, the approach in [Nzeza08] is based on large computational effort (20 

different coefficients need to be set) in order to optimize the poles and zeros which makes 

it difficult to apply to other scenarios. On the other hand, the method in [Schreier16] 

cannot be used to set zeros based on noise level requirements, since it can only target the 

image band (symmetric to the transmit band with respect to fc).  

In order to overcome the aforementioned limitations, we propose to introduce two 

additional cross-couplings from the I and Q quantizers’ outputs to cancel the complex 

coefficients in the characteristic polynomial and decorrelate the poles optimization and the 

zeros placement. Thus, the modified architecture can be obtained using automatic tools 

with flexible custom zeros placement, for improved out-of-band noise performances. 

The proposed design method is applied to a 4th order CDSM (Fig. A.1 a) as part of a 

WLAN digital transmitter chain with the following signal and noise transfer functions 

(when c = cx)  
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Compared to other known methods [Nzeza08] [Schreier16], the proposed CDSM can 

ease multi-standard coexistence using a generic well-known architecture and may achieve 

a noise level reduction at specific frequency bands (i.e. 3G, GPS) of 20-30 dB (Fig. A.1 b). 

Moreover, we studied a complementary mechanism for zeros placement, by 

introducing additional delays in the cross-coupling paths of the CDSM block. Therefore, we 

can obtain a fine/coarse control over the coexistence bandwidth, which simplifies the 

architecture implementation, thanks to the reduced number of [r, c] coefficient pairs. 



Marin Răzvan-Cristian, PhD Thesis 2017 Page 165 
 

 
(a) 

 
(b) 

Fig. A.1. 4th order CDSM architecture (a); Simulated output spectrum (b) [Marin17a] 

Finally, we note that the proposed scheme is ideal in the digital domain, but it may 

suffer from static mismatch when translating to analog/RF, which can reduce the 

theoretical notch placement efficiency. This issue was identified and solved in [Roverato14] 

in the case of a DSM-based 10-bit current-steering DAC, used to reduce out-of-band 

emissions at specific RX bands. In order to minimize the effect of static mismatch, the 

architecture employs a dynamic element matching (DEM) technique based on a tree-

structure encoder, to scramble the order of the conversion cells at each sampling instant, 

and transform static mismatch nonlinearity into pseudorandom noise.  
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Therefore, an adapted version of this technique to single-bit CDSM may prove highly-

efficient in compensating the static mismatch of the succeeding output stage, to achieve 

close to ideal notch placement performance. 

 

A.2. Embedded-FIR digital to RF mixing 

Low-complexity embedded-FIR filters are very interesting to relax the filtering 

constraints while keeping systems as digital as possible to benefit from the advanced CMOS 

node integration [Gaber11] [Flament08].  

A FIR IQ DDRM (direct digital to RF modulator) transmitter is proposed in [Gaber11], 

in order to enable a 4th order RF FIR filter which reduces the quantization noise by more 

than 22 dB at 900 MHz. Furthermore, in [Flament08] several 1-bit power DAC are 

combined in order to obtain an RF FIR at high power levels (power gain of 14 dB). In 

addition, [Pozsgay08] uses an additional delayed DAC which enables a simple FIR function 

in order to insert 2 notches at ±500 MHz when transmitting a 802.11g signal at 

fc = 2.45GHz. 

The architecture proposed in [Marin16] implements symmetric and asymmetric FIR 

filtering embedded in the digital to RF mixing stage (Fig. A.2), in a similar manner as shown 

in [Pozsgay08] while avoiding the use of an additional delayed DAC, thanks to simple logic 

operations (AND/NOR) which eliminate redundancy. 

 
(a) 
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(b) 

Fig. A.2. Symmetric embedded-FIR (a); asymmetric unbalanced embedded-FIR (b) 

The symmetric and asymmetric unbalanced embedded-FIR were simulated in 

MATLAB in order to show the flexibility of the proposed architecture in the placement of a-

/symmetric notches for reduced noise level constraints (Fig. A.3 for k = 5).  

 

Fig. A.3. Output spectrum: Asymmetric unbalanced/Symmetric embedded-FIR (k = 5) 

Finally, we suggest the implementation of a fully-digital architecture to provide a 

highly flexible real/complex FIR solution with configurable FIR order, which could be 

integrated in a future version of the proposed all-digital transmitter in order to further 

reduce the complexity of the FIR-PA output stage.  
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