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Abstract 

Big data management using artificial intelligence in the apparel supply chain: 

Opportunities and Challenges 

Over the past decade, the apparel industry has seen several applications of big data and artificial 

intelligence (AI) in dealing with various business problems. With the increase in competition 

and customer demands for the personalization of products and services which can enhance their 

brand experience and satisfaction, supply-chain managers in apparel firms are constantly 

looking for ways to improve their business strategies so as to bring speed and cost efficiency to 

their organizations. The big data management solutions presented in this thesis highlight 

opportunities for apparel firms to look into their supply chains and identify big data resources 

that may be valuable, rare, and inimitable, and to use them to create data-driven strategies and 

establish dynamic capabilities to sustain their businesses in an uncertain business environment. 

With the help of these data-driven strategies, apparel firms can produce garments smartly to 

provide customers with a product that closer meets their needs, and as such drive sustainable 

consumption and production practices. 

In this context, this thesis aims to investigate whether apparel firms can improve their business 

operations by employing big data and AI, and in so doing, seek big data management 

opportunities using AI solutions. Firstly, the thesis identifies and classifies AI techniques that 

can be used at various stages of the supply chain to improve existing business operations. 

Secondly, the thesis presents product-related data to create a classification model and design 

rules that can create opportunities for providing personalized recommendations or 

customization, enabling better shopping experiences for customers. Thirdly, this thesis draws 

from the evidence in the industry and existing literature to make suggestions that may guide 

managers in developing data-driven strategies for improving customer satisfaction through 

personalized services. Finally, this thesis shows the effectiveness of data-driven analytical 

solutions in sustaining competitive advantage via the data and knowledge already present within 

the apparel supply chain. More importantly, this thesis also contributes to the field by 

identifying specific opportunities with big data management using AI solutions. These 

opportunities can be a starting point for other research in the field of technology and 

management. 

Keywords: Big data management, artificial intelligence, apparel supply chain, personalized 

offerings, data-driven strategies. 
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Abstrakt  

Big Data Management och användning av artificiell intelligens i klädförsörjningskedjan: 

Möjligheter och utmaningar 

Under det senaste decenniet har användning av big data och artificiell intelligens använts för 

att hantera olika affärsproblem inom klädindustrin. I takt med den ökade konkurrensen på 

marknaden och kundernas efterfrågan på mer individanpassade lösningar, letar klädföretag efter 

nya sätt att förbättra affärsstrategier så att de kan bli snabbare och mer kostnadseffektiva. Big 

data management ger möjligheter för klädföretag att få kontroll över sin leverantörskedja och 

identifiera big data-resurser som är värdefulla, sällsynta, svåra att kopiera och kan användas för 

att skapa datadrivna strategier samt förstärka dynamiska förmågor i en osäker miljö. Med hjälp 

av dessa datadrivna strategier kan klädföretag på ett smartare sätt producera kläder för att ge 

kunderna en produkt som är närmare deras behov, och som sådan, driva hållbar konsumtion 

och produktionsmetoder. 

I den här kontexten undersöker avhandlingen fördelarna för klädföretag att använda big data 

och artificiell intelligens för att förbättra sin affärsverksamhet och samtidigt söka möjligheter 

med big data management med hjälp av AI-lösningar. Först identifierar och klassificerar 

avhandlingen AI-tekniker som kan användas i olika delar av leveranskedjan för att förbättra 

den befintliga affärsverksamheten. För det andra presenterar avhandlingen produktrelaterad 

data för att skapa en klassificeringsmodell och designregler som kan vara till gagn för att ge 

personliga rekommendationer eller kundanpassningar som möjliggör en bättre 

shoppingupplevelse. För det tredje tar den fram förslag baserat på bevis från branschen och 

befintlig litteratur, som kan vägleda chefer i att utveckla datadrivna strategier för att förbättra 

kundnöjdheten genom individanpassade tjänster. Denna avhandling visar att effektiviteten hos 

datadrivna analytiska lösningar via befintlig data och kunskap kan leda till konkurrensfördelar. 

Framför allt bidrar denna avhandling till fältet genom att identifiera specifika möjligheter med 

big data management med hjälp av AI-lösningar. Dessa möjligheter kan vara en utgångspunkt 

för andra forskningsarbeten inom teknik och management. 

Nyckelord: Big data management, artificiell intelligens, klädförsörjningskedja, personifierade 

erbjudanden, data-drivna strategier 
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Résumé 

La gestion du big data par l’intelligence artificielle dans la chaîne d'approvisionnement 

de l'industrie textile : Opportunités et défis 

L’industrie de l'habillement a bénéficié, au cours de la dernière décennie, de l'application de 

big data et de l'intelligence artificielle pour résoudre divers problèmes commerciaux. Face à la 

concurrence accrue sur le marché et aux attentes des clients en matière de personnalisation, ces 

industriels sont en permanence à la recherche des moyens d'améliorer leurs stratégies 

commerciales afin d'accroître leur rapidité et leur rentabilité. A cet égard, les solutions de 

gestion de big data offrent aux enseignes de la distribution textile la possibilité d'explorer leur 

chaîne d'approvisionnement et d'identifier les ressources de données importantes. Ces 

ressources précieuses, rares et inimitables permettent de créer des stratégies axées sur les 

données (data-driven) et d'établir des capacités dynamiques à maintenir dans un environnement 

commercial incertain. Grâce à ces stratégies data-driven, les enseignes de prêt-à-porter sont en 

mesure de confectionner des vêtements de façon intelligente afin de fournir à leurs clients un 

article adapté à leurs besoins et, par conséquent, d'adopter des pratiques de consommation et de 

production durables. 

Dans ce contexte, la thèse étudie les avantages de l'utilisation de big data et de l'intelligence 

artificielle (IA) dans les entreprises de l'habillement, afin d'améliorer leurs opérations 

commerciales tout en recherchant des opportunités de gestion de big data à l'aide de solutions 

d'IA. Dans un premier temps, cette thèse identifie et classifie les techniques d'IA qui peuvent 

être utilisées à différents stades de la chaîne d'approvisionnement pour améliorer les opérations 

commerciales existantes. Dans un deuxième temps, des données relatives aux produits sont 

présentées afin de créer un modèle de classification et des règles de conception susceptibles de 

fournir des recommandations personnalisées ou une personnalisation permettant une meilleure 

expérience d'achat pour le client. Dans un troisième et dernier temps, la thèse s'appuie sur les 

évidences de l'industrie de l'habillement et la littérature existante pour suggérer des propositions 

qui peuvent guider les responsables dans le développement de stratégies data-driven pour 

améliorer la satisfaction du client par des services personnalisés. Enfin, cette thèse montre 

l'efficacité des solutions analytiques basées sur les données pour maintenir un avantage 

concurrentiel grâce aux données et aux connaissances déjà présentes dans une chaîne 

d'approvisionnement de l'habillement. Plus précisément, cette thèse contribue au domaine 

textile en identifiant des opportunités spécifiques de gestion de big data à l'aide de solutions 
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d'intelligence artificielle. Ces opportunités peuvent être une source de référence pour d'autres 

travaux de recherche dans le domaine de la technologie et de la gestion. 

Mots clés: Gestion big data, intelligence artificielle, chaîne d'approvisionnement de 

l'habillement, personnalisation, stratégies basées sur les données (data-driven). 
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摘要 

基于人工智能的服装供应链大数据管理：机遇与挑战 

在过去的十年里，大数据和人工智能已经在服装业处理各种商业问题方面得到了应

用。随着市场竞争的加剧和顾客个性化需求的增加，服装企业不断寻求改进经营策略

的手段，以提高反应速度和成本效益。在这个领域，大数据管理解决方案可以为服装

公司提供对自身供应链进行分析的机会，并识别有价值的、稀有的和不可模仿的大数

据资源，并用来创建数据驱动的经营策略，建立动态的能力来应对不确定的商业环

境。在这些数据驱动策略的帮助下，服装公司可以实现智能化服装生产，为客户提供

与其需求更加匹配的产品，从而推动可持续的消费和生产。 

本论文研究分析了服装企业采用大数据和人工智能的优势，用以改善其业务运营，同

时利用人工智能解决方案寻找大数据管理的机会。首先，本文对可用于供应链不同阶

段的人工智能技术进行了分析，并对其进行了分类，以改善现有的商业运作。其次，

本文提出了产品相关的数据，在此基础上建立了分类模型和设计规则，可以为客户提

供个性化推荐或定制化服务，为顾客提供更好的购物体验。第三，本文在行业实例和

现有文献分析的基础上，提出了指导管理者制定数据驱动战略的建议，通过个性化服

务提高客户满意度。最后，本文通过服装供应链已有的数据和知识分析，展示了数据

驱动的分析解决方案维持竞争优势的有效性。本论文通过使用人工智能解决方案识别

大数据管理的具体机会，为该领域的技术进步做出了贡献。这些机会可以作为技术和

管理领域其他研究工作的起点。 

 

关键词：大数据，人工智能，服装供应链，个性化服务，数据驱动策略 
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1.  Introduction 
This chapter introduces to the reader the practical and theoretical background of the research 

problems. It clarifies the position of the thesis by first discussing the practical reason for 

conducting the research and then providing the background to the research questions by 

highlighting previous research in the area. The chapter starts by providing the research aim 

and the focused research questions. Finally, the context of the coming chapters in the thesis is 

presented for readers to gain a better understanding of the contents of the chapters to follow. 

 

1.1. Toward Big Data Management in the Apparel Supply Chain 
Contemporary society is driven by mass marketing, mass production, and mass distribution. 

Even our apparel has been created for the broadest possible appeal to maximize efficiency and 

profitability (Godley, 1997). The business of making clothes for the masses is what constitutes 

today’s apparel industry, and in this modern economy, like most of the manufacturing industry, 

apparel is also based on large-scale business strategies, standardization, and mass marketing. 

Paraphrasing Holbrook & Hulbert (2002)—“Imagine that you seek to buy a pair of trousers. It 

would be a miracle if you were able to find a style that you like with a pattern that suits your 

taste in the right color and the appropriate fabric, all in a size that happens to fit you perfectly.” 

(Holbrook and Hulbert, 2002). 

However, this was not always the case. Before the age of mass production, customers went to 

their tailor and specified relevant details concerning their required garment (the size, the shape, 

the fabric, the color, the style, etc.). The tailor kept in stock the raw material and then 

constructed the garment to match the exact specifications provided. This was a time consuming 

and expensive way of producing clothes, and to many, it was a consumer luxury to visit the 

tailor (Rasmussen, 2010). During the world wars, when necessity outgrew desire, mass 

production of clothing was invented—i.e. manufacturers started producing clothing in fixed 

styles, colors, and sizes (Godley, 1997). This was acceptable for a long time until the twentieth 

century when society acknowledged social and cultural changes, designers started establishing 

themselves in manufacturing businesses, and customers became willing to spend more on the 

clothing they chose to wear. Consequently, the apparel industry needed to adapt to the changes 

and manage the supply of the latest style trends to fulfill consumer demand (Bhardwaj and 

Fairhurst, 2010a) 
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In the quest to achieve this, some apparel retailers gave rise to fast fashion, which inculcates a 

feeling of non-permanence among customers (Abrahamson, 2011; Barnes and Lea-Greenwood, 

2006). They take inspiration from the latest trends showcased during fashion weeks taking place 

all over the world and produce and provide a massive quantity of inexpensive, trendy garments 

for customers, increasing the number of seasons from quarterly to as much as weekly (Joy et 

al., 2012; Tokatli and Kizilgün, 2009). Therefore, it was important to have agile production 

systems in place that could rapidly adapt to new trends, maintaining the effectiveness and 

efficiency of supply-chain operations (Sull and Turconi, 2008). For instance, the Spanish fast 

fashion retailer Zara moved its production to Spain making the time-to-market shorter by taking 

advantage of flexible manufacturing and lean inventories (Tokatli, 2008). Furthermore, the 

proliferation of the internet and e-commerce added online retail channels to the traditional brick 

and mortar outlets, making it easier and more appealing for customers to purchase these new 

trends (Hammond, J. and Kohler, 2000). Today, customers can make a purchase without 

visiting a store, try on garments at their leisure at home, and return them if not satisfied. This 

behavior has led to an increase in textile waste, both due to impulse buying as well as product 

returns, contributing negatively to a sustainable society and reducing business profitability 

(Ofek et al., 2011). 

With this backdrop, there are several challenges for apparel retailers, producers, customers, and 

society as a whole. Retailers and producers have to face the costs incurred by returns and 

keeping sufficient inventory, as well as dealing with overproduction and waste (Mehrjoo, M. 

and Pasek, 2016). Even though apparel is offered in a gamut of choices, often the customer does 

not get the product that meets their expectations. Due to this, apparel companies have to deal 

with an approximately 40% return rate globally (Reagan, 2016). As such, the global apparel 

industry has become energy-consuming, polluting, and wasteful (Glynis, 2015), and the 

obligation for the industry to bring change to its supply-chain operations has become the need 

of the hour. Managers in apparel firms need to re-think the idea of mass marketing, as 

contemporary customers do not demand more, but more relevant apparel. At the same time, 

manufacturers need to move toward economies of scope (efficiencies formed by variety, not 

volume) and modify their processes by using available resources based on upcoming 

technologies. This would require managers to look into their supply chains for existing 

resources to develop their capabilities to handle uncertain customer demands and create 

competitive advantage in a changing business environment (X. Wu et al., 2006). Managers need 

to adopt digital technologies that can automate decision making, and vouch for meaningful 
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actions such as demand forecasting and smart manufacturing (Bertola and Teunissen, 2018; 

Luo et al., 2015). Technologies such as AI and big data analytics (BDA) have a key role to play 

in change management, enabling companies to understand their customers’ shopping behavior 

and garment preferences to reduce the possibility of overproducing inventory and to optimize 

product development, design, and sourcing (Shang et al., 2013). This would not only support 

the managers in making strategic analytics-driven decisions but it would also get the industry 

embarked on the journey toward a sustainable supply chain, which would increase business 

profitability, and contribute to consumer satisfaction. However, there are various challenges 

that management will face when employing digital technologies. A few of these are finding the 

right technologies, acquiring and assembling data, the current lack of skilled resources, the 

appropriate organizational structure, and doing these on a limited budget (Della Corte et al., 

2020; Fischer, 2018). 

An important step toward overcoming some of these challenges is the use of big data 

management integrated with AI solutions within a robust data management environment 

(Oliver, 2019). To achieve this, managers in apparel firms need to find relevant big data that 

has the potential to uncover new opportunities to generate revenue. In this age of digitalization, 

where customers can interact with companies online, and a great deal of information between 

industry stakeholders is exchanged digitally, it is not difficult for companies to find big data, 

but it is difficult to find the right data and use appropriate analytics and AI techniques to find 

valuable insights (Bughin et al., 2017). For instance, customers have always been contributing 

to this big data every time they make a purchase or choose to enroll in a loyalty program. They 

can now see the utilization of AI when something they searched for on Google appears in the 

form of advertisements in their Instagram feed. Some other contributors to big data within the 

apparel industry are the collections of products that have been produced since the beginning of 

record-keeping, production data that can help improve efficiency, product data related to the 

material, color, and style, and data related to body sizes. Every stage in the apparel supply chain 

and the corresponding actors work on and produce some data. Therefore, there is a clear 

opportunity to exploit this big data, as it is generally perceived as a valuable resource to increase 

the efficiency and effectiveness of business operations, to provide the right products at the right 

time to the right people with minimum waste, thereby generating more value for the business 

and customer (McAfee and Brynjolfsson, 2012). However, there are also challenges with big 

data management such as data security, storage, the management of unstructured data, the 

extraction of insights in a timely manner, and the organizational resistance that makes it difficult 
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for businesses to readily adopt big data and create data-driven strategies (Pînzaru et al., 2016, 

Labrinidis and Jagadish, 2012; Sivarajah et al., 2017). In the future, companies that pioneer big 

data management using AI and overcome the accompanying challenges may prove exciting as 

new paths to profitability emerge. 

1.2. Research Background 
With the emergence of globalization and digitalization, the concept of big data management 

and AI to connect businesses globally has gained attention (Kim and Lee, 2018). Big data, in 

its simplest form, is a massive amount of data that is available in various forms (image, text, 

audio) and is often stored in distributed systems or in the cloud (Ward and Barker, 2013). While 

big data management entails the organization, handling, and use of this big data, it usually 

requires specific technologies and analytical methods (De Mauro et al., 2016). AI is one of the 

technologies that can help in big data management. It uses the information gained from big data 

to allow machines to do things that were once only the domain of humans (Hutter, 2012). Big 

data management and AI have existed as concepts for decades, but the lack of data management 

strategies has obstructed their growth. However, today, there is simply an enormous amount of 

data available in various formats. Several organizations in the automobile, travel, grocery, 

confectionery, and other similar industries have used advanced analytics on big data to help 

managers to accelerate businesses growth, support smarter decision making, strengthen 

customer relationships, and improve team management (Akter et al., 2016; Kache and Seuring, 

2017; Mazzei et al., 2017; Raguseo and Vitari, 2018; Ram et al., 2016). The successful use of 

big data and AI requires a comprehensive strategy for using these technologies and the 

deployment of appropriate technical capabilities and architecture (Barton and Court, 2012). 

However, business leaders often struggle with having an organization-wide view of the 

opportunity, making it difficult to make an attractive case for analytics and to get the 

organization to commit itself to the potential changes big data management might bring about 

(Chin et al., 2017). 

Apparel firms, which operate on a delicate balance of different factors such as changing trends, 

distributed supply chains, and challenges such as the fluctuations in customers’ purchasing 

power and demands, the absence of unified sizes etc., is just beginning to use big data and AI 

as a tool to solve these problems. Over the last decade, the apparel industry has utilized big data 

and AI to a certain extent for improving supply-chain processes such as apparel production (Lee 

et al., 2012), fabric inspection (Nasira and Banumathi, 2014), distribution (Chen, Wang, et al., 

2014), and sales forecasting (Craparotta et al., n.d.; Giri, Thomassey, et al., 2019). Today, 
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research studies report additional customer data sources since collection methods in the industry 

have become systematic, storage systems have taken digital form, and analytical approaches 

come from the latest modern technologies to gain consumer insights (Reinartz et al., 2019). For 

instance, tracking customer movements in a store with the help of RFID and computer vision, 

or tracking customer movements on a website using eye-tracking technology, are contemporary 

methods of actively collecting data (Bonetti and Perry, 2017). Since, data is also becoming 

available from individuals leaving digital footprints such as online-based business transactions 

and data from social media sites or mobile applications, the importance of AI techniques has 

become even greater (Grewal et al., 2017). The amount of data available from actively collected 

data methods and passively gained data is huge and can provide companies with opportunities 

to track customer behavior and gain insights for trend predictions. By collecting a large volume 

of data from different sources in every step of the apparel supply chain and turning them into 

useful information, companies can quickly make important decisions based on the most popular 

styles, colors, fabrics, and sizes (Ericsson, 2011; Ericsson and Sundström, 2012). 

In addition to customer data, there are other sources of data to be found at the various stages of 

the apparel supply chain that can be collected. Data can come from the collections created by 

the product development team, providing rich information helpful to carry out predictive 

analyses. The data related to raw material used in the production is another essential data source 

helpful to plan inventory. The data related to the garment and its design, including details about 

the different garment categories and attributes are useful for efficient production planning (Mok 

et al., 2013). Manufacturers can use big data and AI techniques to identify the top-selling 

products to adjust production activities and provide designers with useful insights. Furthermore, 

retailers can decrease the volume of initial purchases, minimize inventories, and plan season 

collections based on real sales by shifting to demand-based offers from offer-based demand 

(Ericsson, D. and Sundström, 2015; Ericsson, 2011). 

Some existing apparel businesses have recognized the above needs and are proactively adopting 

AI techniques to increase business profitability. For example, two large and well-recognized 

actors within retail are experimenting with these technologies: Myntra and Zalando. Myntra has 

adopted deep learning to train classification models that can recognize garment attributes in an 

image (Singh Adhikari et al., 2019). Zalando has implemented AI to build recommendation 

systems that can provide personalized recommendations to the customers (Freno, 2017). 

However, new standards of service and experience are constantly being demanded by 
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customers, which requires businesses to becoming even more data-driven and manage AI and 

other advanced analytics with the purpose of offering customer-centric propositions. 

Following the line of thinking described above, another business recognizing the need for big 

data management is StitchFix, which is using data to provide a personalized assortment of mass-

produced garments to the customer based on their style profile (Zielnicki, 2019). Other 

activities based on the idea of tailored mass production have been showcased by several 

companies allowing customers to co-create garments, which are then produced in a mass-

customization setting (i.e. flexible production systems that lead to higher productivity and 

variety at a lower cost) (Peterson, 2016). From a broader perspective, the above described 

examples from the industry represent two different ways of organizing and managing 

individualized offerings. Firstly, one approach provides customers with an opportunity to create 

a “style profile” by responding to a few questions regarding their body type and measurements, 

favorite colors, styles, and other fashion preferences. Here, the data source is the customer’s 

personal style preferences. The recommendation algorithm uses such data to select items that 

can be suggested to the customer, while the feedback of the customer can then be used to 

automatically recalibrate its recommendations, subsequently reducing return rates (Vaccaro et 

al., 2018). These are all operations aimed at providing personalized style advice, where the 

garments are styled according to personal preferences, yet they are still mass-produced. 

Secondly, the other approach offers its customers the ability to co-design the garments using a 

web-based configurator that has limited styling options which the consumer can choose to put 

together a garment of their choice. The garments are produced in a flexible manufacturing 

system similar to a mass production process, even though the garments are customized. Here, 

the sources of data are related to production as the focus is to maintain production efficiency 

while providing the customer with an inexpensive product. 

Both ways of organizing individualized offerings have some limitations. In the former, the 

inventory cost is high for the business, while the customer pays a higher price for style advice 

and receives a mass-produced garment. In the latter, there is added production complexity for 

the business, while higher lead times and the difficulty in co-creating garments due to the 

customer’s lack of professional knowledge remain problematic. Consequently, a major problem 

with many big data management approaches in the market is that they are one-sided (Guan et 

al., 2016). There are limitations on how cost efficient they can be, especially considering they 

mostly depend on one or two data sources. Imagine what could be achieved by realizing the 

strength of integrating more important data sources. Such an approach might facilitate smarter 



7 
 

and faster decision-making and revamp the apparel supply chain into a demand chain process 

of producing garments. Diversified data sources, more additional big data, and advanced AI use 

within the context of apparel big data management suggest a possible data-driven strategy to 

achieve a higher level of consumer satisfaction, improved production operations, enhanced 

business profitability, and a move toward a greener supply chain. 

Consequently, a supply chain integrated and managed with data is one of the more important 

solutions necessary to bring improved effectiveness and efficiency in the way an apparel supply 

chain operates and gains competitive advantage. Big data management with AI has much 

potential to create and maintain such a way of re-thinking the apparel supply chain, such as 

providing new means of interactive communications, improved supply-chain organization, and 

a digitally connected supply chain. It can help in providing personalized services and products 

to customers. One way of providing customers with products that meet their demands is shown 

in Figure 1-1. 

 

Figure 1-1. A data-driven management strategy for apparel supply chain (CBIInsights, 2019) 
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In the figure, a data-driven strategy is depicted, where data management is infused with various 

digital technologies, including AI, to provide the customer with personalized products, 

experiences, and services. With this type of strategy, business leaders might find new ways of 

organizing their businesses and building competitive advantage. However, it is crucial to 

investigate the benefits and challenges of such a big data management strategy to improve 

business operations. It is thus one of the more important reasons why this dissertation has been 

completed. 

1.3. Research Gaps 
As per the discussion in the previous section, it is clear that the apparel supply chain is one of 

the world’s most dynamic supply chains and is facing numerous challenges due to globalization, 

technological advances, and varying customer needs. While competing in global markets for 

supplying the latest trends to customers, supply-chain managers are constantly looking for ways 

to improve business strategies to improve speed and cost efficiencies (Bhardwaj and Fairhurst, 

2010a). With increasing customer demands for individualization, the complexity of the product 

and thereby supply-chain operations tends to increase, becoming more difficult to manage 

(Shang et al., 2018). This requires newer strategies to manage supply-chain operations, and the 

need for improved knowledge on big data management within the apparel industry. The big 

data generated in the supply chain provide a lucrative tool to optimize the operations and 

stimulate agility, but applied research within the domain is lacking.  

The domain knowledge of senior executives in a business is critical to extract the right 

opportunities from data, and there is a strong need to support the industry with academic 

knowledge on managing big data and exploit AI. Managers need to ask the right questions and 

define precise goals. In a data-driven business, there is requirement of managers who 

themselves are reliant on data-driven decisions, to identify opportunities, think creatively, 

comprehend market developments, and suggest better offerings, but academic contributions to 

such requirements are currently insufficient. Contemporary technology within big data and AI 

can uncover hidden patterns, but managers need a new understanding of those patterns and the 

knowledge to create and manage data-driven business strategies to make intelligent decisions. 

Nevertheless, managing big data does not come without challenges. It is difficult to handle a 

huge volume of real-time data if appropriate platforms are not in place. Since the data comes 

from multiple sources, its security is questionable and can lead to problems for businesses if 

best practices for data security are not employed. Moreover, there is the challenge of translating 

the business goals developed by managers into actions that can be deployed using data analytics 
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and support data-driven strategies. It is important for managers in apparel firms to understand 

emerging techniques that can handle this data effectively and streamline not only product 

development but also other supply-chain operations. 

Therefore, combining technological knowledge and management approaches within the apparel 

industry might support businesses to reap the full benefits from big data, while also contributing 

to the academic domain of big data and AI. 

This poses the question: which of these technologies can help to manage and process big data 

captured in the supply chain, and convert it into a valuable resource for the business. Moreover, 

puts emphasis on the need to provide evidence on how these technologies can be adopted 

successfully to support big data management. In this context, the research gap identified here, 

is threefold. Firstly, since there is no proper research documented where one can identify the 

current work done in the domain of big data using AI techniques in the apparel supply chain, it 

is important to first find evidence among existing studies. Thus, the thesis identifies and 

classifies AI techniques that can be used at different stages of the supply chain to improve 

existing business operations. Secondly, little attention has been given to data sources based on 

manufacturing and product development variables such as product-related data, and so this 

thesis presents product-related data to create a classification model and design rules that may 

be an opportunity to provide personalized recommendations or customization enabling better 

shopping experiences for customers. Thirdly, the absence of a framework based on big data-

driven management strategies that can assist apparel e-commerce retailers to provide 

personalized services remains a challenge. Thus, the thesis draws from the evidence in the 

industry and existing literature to suggest propositions that may guide managers in developing 

data-driven strategies for improving customer satisfaction using personalized services. 

1.4. Research Aim and Questions 
With regards to this, the thesis aims to investigate whether apparel firms can improve their 

business operations by employing big data and AI, and in doing so, seek opportunities with big 

data management using AI solutions. The research questions that will help in achieving this 

purpose are shown below, as well as in Figure 1-2: 

1. What are the AI techniques that can be used at different stages of the apparel supply chain 

to improve business operations? 
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2. How can AI techniques be used to develop data-driven solutions using product-related data 

furnished by apparel product manufacturers and designers? 

 3. How can big data assist in providing personalized offerings to customers through apparel 

e-commerce retailers? 

Figure 1-2. Positioning research question on the big data management system in apparel supply chain 

As shown in Figure 1-2, the bottom half of the diagram outlines the supply-chain actors on 

which this thesis is focused. The reason for choosing these actors was their contribution in 

producing products and customer-related data as well as the availability of data from these 

sources. Research question 1 (RQ1) focuses on identifying the AI techniques that can be used 

to manage big data in the apparel supply chain, research question 2 (RQ2) focuses on managing 

and analyzing product-related data with AI techniques, and research question 3 (RQ3) focuses 

on identifying how big data can support apparel retailers to provide personalized services to its 

customers. 

1.5. Outline of the Thesis 
This thesis is composed of the cover essay and four appended articles. The structure of this 

thesis is outlined in Figure 1-3. 
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Figure 1-3. Structure of the thesis 

The cover essay consists of seven chapters. Chapter 1 introduces the research topic and 

background and presents the research gap, aim, and questions. This introductory chapter is 

followed by a description of the key concepts that the thesis touches upon and takes support 

from. This chapter describes the current state of the apparel supply chain, defines big data 

management in the apparel industry, and presents the different data that are derived from the 

supply chain, various ways of managing AI applications in the apparel supply chain, and the 

management theories to examine big data management using AI solutions. Chapter 3 provides 

an overview of the research design of the thesis, including the data collection process and units 

of analysis. Chapter 4 offers a summary of the appended articles and their contribution to the 

thesis, and Chapter 5 provides a synthesis of these contributions and discusses findings related 

to the research questions. Finally, Chapter 6 discusses the implications of the thesis’ findings, 

while Chapter 7 provides limitations, and suggestions for future research. 
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2.  Literature Review 
This chapter gives insights into the relevant literature, provides a frame of reference and lays 

a foundation for the purpose of this thesis. Section 2.1 provides the context of the apparel 

industry, the challenges within the apparel supply chain, and a deeper understanding on how 

it has been studied and researched. Section 2.2 lays the groundwork for the RQs and provides 

a summary of managing big data and AI in the apparel supply chain. Section 2.3 discusses the 

resource-based view (RBV) and dynamic capability view (DCV) of the firm to examine big data 

management and AI in the apparel supply chain. 

 

2.1. The Apparel Industry 
The apparel industry has one of the largest household consumptions. In 2017, the estimated 

purchase of clothing and textile by households in the EU was € 510.9 bn (Statista, 2019). This 

is influenced by the low prices of products and the reduction in the manufacturing and delivery 

lead times of garments to the customer. According to Nikolina, (2019), apparel contributes 2–

10% of the waste in the EU. Most of the clothes are thrown away or added to landfills. Globally, 

the apparel industry is responsible for 10% of carbon emissions and remains the second largest 

commercial polluter, second only to oil (Conca, 2015). 

This industry represents a dynamic sector in global trade as it is characterized by unpredictable 

demand, short product life cycles, quick response times, a large variety of product, and a 

volatile, inflexible, and complex supply-chain structure (Guemes-Castorena, D. and Ruiz, 2017; 

Lam and Postle, 2006; Ren et al., 2019; Silva et al., 2018). With globalization, it has become 

even more fragmented and competitive, with not only several major players but also countless 

niche stores and private companies that cater to specific demographics. There is a constant race 

to achieve lower cost and volume by bringing flexibility to the operations related to design, 

production, and delivery (Bhardwaj and Fairhurst, 2010a; Moon et al., 2017). 

The consumer in the contemporary apparel industry enjoys increased awareness and associated 

preferences related to the latest styles and designs (Bhardwaj and Fairhurst, 2010b). This is 

highly influenced by the proliferation of social media and the internet (Manyika et al., 2011), 

which is a pervasive medium, ideal for the dissemination of information related to the latest 

fashion trends, upcoming fashion weeks, and popular celebrities. Due to this, the apparel supply 

chain has had to rapidly change its collections to fulfill growing consumer demand (Bhardwaj 
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and Fairhurst, 2010b). Therefore, understanding consumer buying behavior and engagement 

has become essential. Instead of pushing the supply to the customer, it is now becoming 

demand-driven i.e. customer requirements are first taken into consideration, and the product is 

developed accordingly, then assembled, and sold (Ericsson, D. and Sundström, 2015; Pfahl and 

Moxham, 2014). 

Changes in customer behavior and consumption patterns have highlighted the need of 

businesses to broaden their supply chain strategies appropriately to efficiently respond to 

customer needs within a short period of time and to manage the complexity of the product 

design process (Bhardwaj and Fairhurst, 2010b). This indicates a shift from “supplier-driven” 

to “demand-driven” supply chains, with production becoming more sensitive to the needs of 

customers (Morris, 2011). In a demand-driven supply chain, the product development process 

is focused on the customer’s needs and demands (Ahmed and Shepherd, 2010). It requires the 

customers to be engaged much earlier in the product development process and entails active 

interaction between the customer and the producers. 

2.1.1. The Apparel Product 

The byproduct of the apparel industry is a garment. A basic garment, such as a round neck t-

shirt or a formal shirt, does not change radically over time, it is the fashion and seasonal 

garments that change with market demands and trends. The changes in seasonal apparel 

products are influenced by the prevailing weather, seasonal events, and cultural traditions. The 

changes in a fashion product largely depend on the adoption of a certain set of attributes and 

the styling of a garment by a large group of people within a specific period of time (Glock and 

Kunz, 2005). The task of effecting changes in these garments rest with the designers and their 

teams, and their responsibilities vary depending on the type of apparel business (Gwilt, 2012). 

For instance, the designer labels—led by the designers themselves—manage all aspects of the 

business, whereas in the case of mass produced garments, various stakeholders are involved in 

managing the production process and the design team is often referred to as the product 

development team (Renfrew and Renfrew, 2009). The strategies of the product development 

process and the supply chain can be modified to fit the needs of diverse market segments. In 

this thesis, the apparel business involving various actors who perform different operations to 

create the fashion apparel product itself, is studied. 
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2.1.2. The Apparel Supply Chain 

An apparel supply chain includes activities such as design, production, marketing, distribution, 

and customer support as depicted in Figure 2-1. As identified in the study by (Ariyatum, 2003), 

these supply-chain activities are performed with five factors that differentiate the apparel supply 

chain from other industries. The first is that the product development phase is driven by seasonal 

and fashion demands. The second is its focus on showcasing a collection of garments to the 

world. The third is that the product development process is iterative. The fourth emphasizes 

frequent planning and development due to the short life cycle of garments. Finally, the retail 

buyers make the ultimate decision regarding the final products. Owing to the considerable direct 

involvement of retailers in the new product development cycle, retail buyers are considered to 

be the key decision-makers on specifications governing fabric quality, style, color, sizes, and 

the quantity to be manufactured (Gereffi and Memedovic, 2003). 

The activities that comprise a supply chain—as depicted in Figure 2-1—can be managed within 

a single firm or divided among different firms (Gereffi and Frederick, 2010). Along with these, 

there are four primary management roles in apparel firms, namely planning, organizing, 

leading, and controlling, and these are performed at every stage of the supply chain. The 

designers employed by the retailers determine the product information, which includes details 

such as the type and design of garments, their technical specifications, sizes, and the colorways 

in which the garment needs to be produced, the type of fabric to be used, and the quantities of 

fabric and garments (Goworek, 2010). The garment manufacturers follow these instructions to 

create prototypes, in direct communication with the retailer. Meanwhile, the fabric 

manufacturers follows the same instructions to produce the required fabrics (Bruce and Daly, 

2011). Most of the time, fabric approval is required much earlier in the process, since the bulk 

production of fabrics requires significant time. During fabric production, the fiber is converted 

into a fabric with a series of value-added activities. Once the garment prototypes are approved, 

the managers at the production houses begin  production planning which provides instructions 

for pattern making, cutting, sewing, assembly, finishing, inspection, and packaging (Nayak and 

Padhye, 2015). The creation of a pattern is one of the most important steps as it produces a 

template for the fabric cutter (Glock and Kunz, 2005). After cutting, the fabric pieces are sewn 

together with the addition of yarn, trims, and accessories.  
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Figure 2-1. Traditional apparel supply chain (Mahmood and Kess, 2014) 

Finally, the produced products are distributed by distributors or logistic providers to different 

warehouses both locally and globally according to the plans created by managers at the retail 

firm (Nayak and Padhye, 2015). The brand owner creates marketing plans and sells through 

one of its retail channels to customers (McCormick et al., 2014). 
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In general, there are two types of supply chains: supplier-driven and buyer (customer)-driven. 

The apparel industry is a typical example of a supplier-driven supply-chain with substantial 

power asymmetries between the suppliers and retailers (or brand owners) of the final apparel 

products (Gereffi and Memedovic, 2003)—see Figure 2-1. While this way of doing business 

has resulted in a generation of great social and economic value, it has had an adverse effect on 

the environment (Akter, Ji, et al., 2020). The culture of “fast fashion” is one of the major reasons 

for this, as it has encouraged consumers to buy increasingly inexpensive garments leading to 

the proliferation of textile waste (McNeill and Moore, 2015). One of the challenges faced by 

apparel firms has been to reform the manner in which the current supply chain is driven. As 

already discussed, the apparel supply chain is increasingly shifting toward a demand-driven 

supply chain that requires digital solutions to provide customer-centric products. However, the 

groundswell of big data management solutions for creating such data-driven strategies still lack 

recognition from top management. 

To fully comprehend and implement a demand-driven strategy within the context of big data 

management, another challenge faced by apparel business leaders is the need to diversify their 

ecosystems and realize the power of data in meeting customer demands, on top of running 

efficient and effective operations. Achieving agility is an important challenge in implementing 

a demand-driven strategy and requires processing a large and varied quantity of information 

(Akhtar et al., 2018; Yang et al., 2021). This process is possible with the latest digital 

technologies such as big data, AI, and other advanced analytical techniques (Nayak and Padhye, 

2018). However, just like IT applications (Sambamurthy et al., 2003; Weill et al., 2002), these 

new digital technologies do not automatically improve agility. There needs to be an 

understanding of the techniques and the accompanying challenges such as poor data quality, 

limited analytical expertise, infrastructure to store and manage the data, and data security to 

improve the current business operations (Labrinidis and Jagadish, 2012; Sivarajah et al., 2017). 

Consequently, considering these challenges, the purpose of this thesis is to investigate whether 

apparel firms can improve business operations by employing big data and AI, and in doing so, 

seek opportunities with big data management using AI solutions. 

2.2. Big Data and Artificial Intelligence 
Big data is precisely what it sounds like: information on a large scale. But more generally it 

means a large collection of unstructured or structured data that are assembled together digitally 

and organized in a manner that makes it convenient for humans to rapidly obtain valuable 

insights (Oussous et al., 2018; Syed et al., 2013). In this way, big data can be one of the solutions 
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to answer previously unexplainable questions about what customers buy, when and how they 

buy, and the process through which they pay. As such, businesses can make better decisions 

related to pricing and the assortment of products, minimize inventory costs, and reduce 

markdowns by analyzing big data in real time or over a specific period (Aktas and Meng, 2017; 

Fisher and Raman, 2018). However, big data alone cannot help to achieve this, it requires 

assistance using advanced analytical techniques such as AI. More precisely, big data is the fuel 

that underpins AI performance. The greater the quantity of data fed into these AI processes, the 

better their performance. 

2.2.1. Big Data 

Data is not new and have been around even before computers and databases came into 

existence. What has changed today, is how that data are stored and managed. Today, in this 

digital age, most data are available digitally. Data are generated every time there is a digital 

action, and so the amount of data being created continues to grow rapidly. The term ‘big data’ 

corresponds to the huge amount of data that can be collected and used advantageously with the 

help of appropriate technologies (Matthias et al., 2017). The analysis of big data can derive 

valuable conclusions by combining data from different sources and converting it into 

information to create knowledge, make better predictions, and tailor services, which otherwise 

could not be accomplished using traditional data and methods (Henke et al., 2016). A basic 

understanding of the difference between traditional and big data is shown in Table 2-1. 

Table 2-1. Difference between traditional and big data (modified from Hu et al., 2014) 

 Traditional Data Big Data 
Volume Tens of terabytes or less Constantly updated (100 terabytes to 

petabytes) 
Data Flow Static data Constant flow of data 
Data 
Structure 

Pre-established structures Semi-structured or unstructured in 
nature 

Data 
Source 

Internal to the organization; 
centralized 

Internal and external; distributed 

Data 
Integration 

RDBMS HDFS, NoSQL 

Data 
Storage 

Interactive Batch or near real time 

Type of 
Analysis 

Diagnostic or descriptive Predictive or prescriptive 
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A standard definition of big data comes from Laney (2001), where big data means: 

“High-volume, high velocity, and high-variety information assets that demand 

cost-effective innovative forms of information processing for enhanced insight 

and decision making.” 

This definition emphasizes the three-V model of big data, where the three Vs are volume, 

velocity, and variety. Volume means that the data can be collected from myriad sources. There 

is a lot of unstructured data coming from social networks, websites, sensors, and mobile 

networks in comparison with structured data, but the ratio of useful information is reversed in 

favor of the latter (Russom, 2011). Information of relevance needs to be obtained from the huge 

volume of data collected, usually with the help of analytics tools, and it needs to be stored in 

special storage facilities such as data lakes and Hadoop open-source storage frameworks (Chen, 

Mao, et al., 2014). Velocity, which is the speed aspect of big data, corresponds to its generation, 

collection, and analysis. As already discussed, data can be gathered from multiple sources, 

however, its collection in real time is what makes it the “right data at the right time”. The speed 

with which data is gathered directly impacts the accuracy and timeliness of business decisions. 

The analysis of data requires appropriate hardware and software solutions to process streaming 

data promptly. Management needs answers to the questions posed from the virtual marketplace 

in real time (McAfee and Brynjolfsson, 2012). Albeit that volume and velocity are important 

aspects of big data, it is also essential that big data comprises data from varied sources and in 

different formats. Variety relates to the many formats in which the data is available—from 

unstructured text, emails, video, and audio to structured, numerical data. Big data platforms 

must recognize these varied formats to uncover hidden opportunities and provide additional 

value (Gupta and Gupta, 2016). 

However, there are different perspectives on the definition of big data, and one of the most 

influential definitions is that given by the International Data Corporation (IDC) in 2011 (J 

Gantz, 2011), which defines big data as: 

“Big data technologies describe a new generation of technologies and 

architectures, designed to economically extract value from very large volumes of 

a wide variety of data, by enabling high-velocity capture, discovery and/or 

analysis.” 

With this definition and suggestions from other research, the characteristics of big data can be 

defined by combining two additional Vs, veracity and value (Assunção et al., 2015; Rumsfeld 

https://www.sciencedirect.com/science/article/pii/S0148296316304982?casa_token=Thutfmh8BUAAAAAA:RIVtgGVyfzt8bJbiuraqPkNKJZSw4xDMGiC_3gExzeeFtIh78j4OpieGn331PiI_CDfUdeMmflc#bb0185
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et al., 2016; Yang et al., 2017; Yin and Kaynak, 2015). Veracity is associated with data quality, 

as it is a big challenge today to get credible data (Emani et al., 2015). Before insights can be 

derived from data, the quality of the data must be evaluated as it may not be relevant or there 

may be discrepancies in the data sample processed. Due to its ample quantity and speed, there 

is a high probability that not all data is accurate in nature and contains noise, which can impede 

the integrity of that data. Therefore, holding a big dataset does not guarantee that it is clean and 

accurate, it must be integrated, cleaned, made compatible, and be timeously accessible to get 

the best out of it (Gandomi and Haider, 2015). Value is the most crucial feature of big data, as 

it turns large quantities of data into commercial value, advancing the business and gaining it a 

stronger competitive position (Ji-fan Ren et al., 2017). This is also where BDA comes into play. 

Even though many companies invest in data storage and integration facilities, they fail to 

understand that this does equate to creating added value (Henke et al., 2016). 

Another view of big data can be found in the definition given by the US National Institute of 

Standards and Technology (NIST) which defines big data as: 

“Big data shall mean the data of which the data volume, acquisition speed, or 

data representation limits the capacity of using traditional relational methods to 

conduct effective analysis or the data which may be effectively processed with 

important horizontal zoom technologies.” 

This perspective of big data places emphasis on the technological aspects and shows that 

knowledge of efficient techniques and technologies is required to process and analyze big data. 

The use of advanced analytical techniques such as AI permits meaningful insights to be drawn, 

adding value to the decision-making process (Gandomi and Haider, 2015). The decision to use 

BDA should be based upon a cost-benefit analysis by computing the cost of processing big data 

and comparing it with the potential revenue that it will generate—it is crucial to know the 

various advanced techniques that can help businesses to generate this value. As per a McKinsey 

report, a successful BDA plan contains three elements: interlinked data inputs, analytical 

models, and decision-support tools (Biesdorf et al., 2013). A big data technology architecture 

is shown in Figure 2-2. The figure shows two stacks each for parallel computing and data 

analysis. With the use of distributed file systems, resources such as memory, storage, and 

processing power can be managed centrally. With these modules, applications such as AI, 

statistics, and database management can be performed on exceptionally large datasets in real 

time. 
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BDA, when defined as a process, depends on various disciplines to reveal hidden knowledge. 

BDA research utilizes either exploratory data analysis to generate hypotheses or propositions, 

or pursues predictions relying heavily on advanced AI, data mining, and statistical algorithms 

(Dhar, 2013). In this thesis, BDA research that implements AI, statistics, and visualization 

techniques to collect, process, analyze, visualize, and interpret results is taken into 

consideration. 

 

Figure 2-2. Big data technology architecture, modified from (Kaufmann, 2019) 

2.2.2. Big Data Management in the Apparel Supply Chain 

Big data management refers to collecting, organizing, storing, and utilizing big data using 

advanced analytics to improve business operations (Rossi and Hirama, 2015). The most critical 

aspect of big data management is the data itself. Much like most industries today, the apparel 

supply chain is home to a huge quantity and variety of data. As already mentioned, the 

byproduct of the apparel industry is the garment itself, which comprises style, material, and 

color, and is produced to specifications reflecting consumers’ requirements. Each one of these 

corresponds to the intrinsic knowledge of fashion designers, textile designers, pattern makers, 

production planners, managers, and consumer behavior analysts. This knowledge is an 

important source of data in the industry. The historical data that manufacturers and retailers 

hold, related to a garment’s design, production, and distribution, is another source of data (Jain 

et al., 2017). This kind of data is dynamic in nature and is available in various forms such as 

images, transactions, customer feedback, and keywords. There exists a relationship between 

these data that can be acquired, stored, and managed to make smart decisions that can help 

business leaders create competitive advantage (Dong et al., 2020; Zeng et al., 2013). Every 
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supply-chain actor produces, uses, and manages certain data. There are various systems that are 

used to manage, record, and share traditional data among different supply-chain actors. 

However, when dealing with big data, it is necessary to have the appropriate tools for effective 

and efficient management. In this thesis, three data sources have been taken into consideration, 

namely the retailer, design, and apparel manufacturer. All three sources contribute to the 

production and management of product-related data. The reason for using product-related data 

stems from the findings of the literature review, suggesting that there has been limited research 

conducted for managing product design and customer data using AI, while the reason for 

choosing these actors was the availability of data from these sources. 

By starting with data that are already available, the managers of the apparel supply chain can 

learn more about their data quality and the gaps in it (Kwon et al., 2014). This, in turn, can help 

them understand their technology priorities, including how much data history may be needed 

at what level of detail or aggregation, as well as how often is it updated (LaValle et al., 2011). 

The key is to build a use-case road map around the organization’s current data capabilities and 

enhance it over time, which then enables the business to pursue more complex scenarios as 

shown in Figure 2-3 (Kwon et al., 2014; Wang et al., 2016). This means that managers can 

begin with the internal data and seek revenue-generating opportunities. Once that is successful 

and the organization has sustained itself in an uncertain environment, managers can go one step 

further i.e. acquiring data from external sources to further their growth, and similarly, take 

another step forward by integrating these disparate data sources to provide customer-centric 

offerings. 

2.2.3. Artificial intelligence 

Market demands and trends are highly variable and businesses face ample competition in an 

increasingly saturated market. Consequently, big data alone is not enough to make a tangible 

difference (Biesdorf et al., 2013). To compete efficiently and effectively and grow, businesses 

need to rely on both their expertise and the data available to them (Bughin et al., 2017). They 

are required to ask the right questions and to know how to act on the answers they receive. Big 

data may be able to provide retailers more than they had ever imagined, but there has to be 

appropriate ways to collect and store this data (Bradlow et al., 2017; Grewal et al., 2017). 

To acquire this data, AI techniques can offer retailers powerful tools to create data models and 

maximize the use of data (Bughin et al., 2017; Henke et al., 2016; Kersting and Meyer, 2018). 

These models can use supervised learning to differentiate one product type from another. 
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Techniques such as neural networks employ supervised learning algorithms to learn to derive 

patterns and features from complicated data by impersonating how human brains process 

information (Ibrahim, 2016). Such techniques can be used to recognize specific patterns and 

shapes when processing apparel images. 

Figure 2-3. Step-wise big data management based on current organization capabilities (Fox et al., 

2018) 

Similarly, all other AI techniques require a large amount of data for the effective training of 

algorithms. For instance, the efficiency of a self-driving car increases as the number of data 

instances increases, since this ensures that the algorithm learns numerous scenarios and is able 

to react faster and better when they occur in reality. Likewise, the understanding of customer 

needs and behavior will become richer with the availability of more data. Utilizing data from 

various sources, AI can create a knowledge base that will ensure accurate predictions. 

Techniques such as machine learning and deep learning are using data inputs to learn and create 

rules for business analytics (David Kreyenhagen et al., 2014; Plummer, 2017; Tehrani and 

Ahrens, 2016). The problem here is to have the right data, i.e. data free of noise (O’Leary, 

2013). Accordingly, AI algorithms are often combined with additional analytical techniques to 

prepare and process the data for business problems related to prediction, classification, and 

generation. A simplified characterization of AI techniques is shown in Figure 2-4. 
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Figure 2-4. Artificial intelligence techniques characterization (Paper A, (Giri, Jain, et al., 2019)) 

 

2.2.3.1. Machine Learning 

Machine learning is a technical process by which computers are trained to perform assigned 

tasks without human intervention and learn from the patterns of the data itself. Mathematical 

models are built on historical data to predict and identify hidden patterns to make future 

decisions (Bishop, 2006). Machine learning can be classified as supervised or unsupervised 

learning. Supervised learning is a parametric model and it has inputs (independent variables) 

and target variables (dependent variables) (Stuart and Norvig, 2009). A supervised model’s 

performance can be improved by optimizing the model parameters through iterative processes 

(Mohri et al., 2012). Based on the research problem, it could be a classification or regression 

task, and this relies on dependent variables whether categorical or numerical. Unsupervised 

learning models have only input attributes or independent variables, with the main task of 

grouping similar data points. This grouping of similar pattern data points is called clustering 

and the process creates its own labels (Bishop, 2006). 

Supervised machine learning is one of the most powerful engines that enable AI systems to 

make business decisions faster and more accurately than humans. It turns big data into real, 

actionable insights, and enables organizations to use data to understand and prevent unwanted 

outcomes or to boost desired outcomes for their target variables. 

2.2.3.2. Decision Support Systems 

The decision support system (DSS) is used in organizations at a commercial level for making 

mid-level or high-level managerial decisions. It can be automated or regulated by a human or a 

blend of both. Several authors consider a DSS to be a software tool whereas others consider it 

to be a system that can be integrated with business lines to make decisions (Keen, 1980). 

Research in (Sprague, 1980) suggests that DSS combines mathematical models with 
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conventional data retrieval methods; it is flexible and adapts to the organizational environment 

as per the defined strategy. 

2.2.3.3. Expert Systems 

In AI, an “expert system” is a system that makes a decision without human intervention 

(Jackson, 1999). It uses a reasoning approach to solve complex problems, characterized by “if-

then” rules. The first system of its kind was developed in the 1970s before gaining popularity 

in the 1980s (Leondes, 2002). They were considered to be the first popular software applications 

in the field of AI (Stuart and Norvig, 2009). An expert systems can be classified as an inference 

engine and a knowledge base. The “knowledge base” works on the principle of facts and rules, 

while the “inference engine” uses the rules to learn the facts and derive new facts (Stella, N. 

and Chuks, 2011). 

2.2.3.4. Optimization 

Artificial intelligence has the ability to solve complex problems and find numerous solutions 

by means of intelligent searching (Luger and Stubblefield, 1993; Stuart and Norvig, 2009). 

Classical search algorithms start with some random guess which is improved using an iterative 

process. Hill climbing, beam search, and random optimization are some of these methods (Poole 

et al., 1998). Machine learning algorithms use search algorithms, which are based on 

optimization techniques. Simple exhaustive searches (Luger and Stubblefield, 1993; Nilsson, 

1998) are too slow and therefore the heuristics approach has been adapted to serve as a 

technique to find a solution. The limitation of the heuristics search approach is that it fails to 

work with smaller datasets (Tecuci, 2012). An evolutionary algorithm is another form of 

optimization search, which starts with initial guesses of the population permitting them to 

mutate, recombine, and then select the best one while discarding others. Popular evolutionary 

algorithms include genetic algorithms (GA), gene expression programming, and genetic 

programming (Holland, 1975; Holland et al., 1992). Distributed search methods can also be 

done using swarm intelligent algorithms. 

2.2.3.5. Image Recognition and Vision 

In AI, computer vision is a scientific area which trains a machine to achieve high-level 

interpretation of images or videos. These images or videos can come from many sources, such 

as the medical field, global position sensing, cameras, etc. (Ballard and Brown, 1982; Sonka et 

al., 2008). The principal tasks of computer vision algorithms are the extraction, pre-processing, 
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and exploring of high dimensional data as well as the creation of supervised or unsupervised 

models (Jahne, 2000). Models use the concept of geometry, statistics, physics, and machine 

learning theory to obtain insights into understanding the images being processed (Forsyth and 

Ponce, 2003). Object recognition, video tracking, and motion estimation are some of the sub-

areas in the field of computer vision (Tim Morris, 2004). 

In this thesis, the focus has been reduced to using supervised machine learning algorithms and 

techniques falling under DSSs to manage and analyze big data and to create data-driven AI 

solutions in articles B and C. The reason for choosing these techniques was because of the type 

of data being collected and the fact that the selected techniques have been successfully 

employed in other similar studies, with beneficial results. 

2.2.4. Managing Apparel Supply Chain Operations with Artificial Intelligence 

By managing supply chain operations with the help of AI, managers in apparel firms can 

achieve higher efficiencies in some business operations (Ngai et al., 2014; Waller and Fawcett, 

2013). For instance, managing logistics visibility with AI can help in tracking supplies and 

products faster (Sodero et al., 2019). The managers first need to identify how and where AI can 

achieve the greatest business impact (Abd Jelil, 2018). They need to scan all areas of the supply 

chain to identify the largest analytics opportunities, as well as those that are most critical to the 

organization’s strategy (Guo et al., 2011; Nayak and Padhye, 2018). This is in line with the idea 

presented by Figure 2-3 that managers should begin with their existing capabilities before 

acquiring new ones. It is also in line with RQ1, which seeks to find the different AI techniques 

that can be or are being used at different apparel supply chain stages. As per the different stages 

of the supply chain presented in Figure 2-1 and the different AI techniques presented in Figure 

2-4, the following discussion provides some insight into which techniques have been applied at 

different stages to manage apparel supply chain operations. 

2.2.4.1. Apparel Design 

This stage of the apparel supply chain can get some benefits from the application of AI for 

managing big data. However, there are only a few studies that have been working in this 

direction. For instance, Kim and Cho, (2000) developed a system based on an interactive 

genetic algorithm to support fashion design using domain-specific knowledge. The users could 

interact with the system by providing their preferences, while the system provided the nearest 

design based on the user requirements. A similar study presented an intelligent design system 

based on a genetic algorithm and a neural network that allowed the user to find clothing 
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combinations (Lin, 2007). More recently, Li et al., (2017) proposed a new model to evaluate 

the appearance of a fashion product. They used neuro-based design technology and eye-tracking 

equipment to collect data and data mining techniques were used to analyze the product attribute 

preferences. The results obtained could be used for making better production decisions. 

2.2.4.2. Fabric Production 

This is the supply chain stage that has been most popular in research for realizing AI 

applications. There has been much research conducted on automatic fabric inspection, where 

the machine learns different fabric defects with the help of different AI techniques such as 

image recognition, computer vision, and the support vector machine. (Darwish, 2013; Ghosh et 

al., 2011; Khalifa et al., 2012; Nasira and Banumathi, 2014; Siegmund et al., 2016). Other 

applications realized at this stage predict the behavior of fabrics, modeling the descriptors of 

the fabric handle, optimizing fiber to yarn spinning, and classifying fabrics. (Admuthe and 

Apte, 2009; Koustoumpardis et al., 2007; Li et al., 2012; Pavlinić and Geršak, 2004; Soufflet 

et al., 2004). 

2.2.4.3. Apparel Production 

Like fabric production, this stage has also attracted attention in research related to AI. There 

has been much research in supporting and automating pattern making operations, and 

improving the efficiency of the fabric cutting process, which is directly related to the fit of the 

garment. For instance, using anthropometric data to predict body dimensions (Liu, Wang, et al., 

2017) and ensure efficient fabric utilization during cutting (Vorasitchai and Madarasmi, 2003; 

Wong and Leung, 2008). There are several studies using machine learning algorithms for 

classifying clothing styles (David Kreyenhagen et al., 2014; Li et al., 2010; Wang et al., 2011). 

Moreover, there has been the adoption of AI techniques such as artificial neural networks for 

predicting the performance of the sewing operation on fabrics (Hui et al., 2007), fuzzy logic for 

production resource planning (Lee et al., 2012), the genetic algorithm and neural networks for 

garment defect classification (Wong et al., 2009; Yuen, Wong, Qian, Chan, et al., 2009), and 

the genetic algorithm and association rule mining for quality assurance (Lee et al., 2013, 2016). 

Furthermore, the application of DSSs and knowledge-based expert systems have also been 

realized in research for reducing the environmental cost by helping management making better 

decisions (Metaxiotis, 2004), for providing the fashion mix and match suggestions (Wong, 

W.K., Zeng, X.H. and Au, 2009), and for selecting the best material and corresponding supplier 

i.e. supplier selection and resource planning (Chen et al., 2005; Rabenasolo and Zeng, 2012). 
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2.2.4.4. Distribution and Retailing 

Retailing is one of the most important operations for gathering information on the behavior of 

customers and turning them into valuable insights that can add more value. Today, there are 

more retail channels available than simply the traditional physical outlet, including e-

commerce, social commerce, and mobile-commerce, providing more ways of collecting data 

for the retailers (Cao, L. and Li, 2015; Rodríguez-Torrico et al., 2017). This is also the reason 

for the increase in research related to retail innovation using digital technologies (Pantano et 

al., 2017; Pantano and Vannucci, 2019). In this era of digital commerce, garments are tried after 

their purchase, which clearly involves the possibility of product return. 

For this reason, distribution and retailing have been a research area of interest. There are 

instances of DSSs developed to monitor on-time delivery (Nakandala et al., 2013) and order 

allocation for logistics operations carried out at a global level (Chen, Wang, et al., 2014), which 

is an important factor in enhancing the customer experience for an e-commerce retailer. There 

are also DSSs under development designed to maintain and replenish stock levels for apparel 

fast fashion retailers, to avoid dead stock scenarios and reduce logistics costs (Hu and Yu, 2014; 

Martino et al., 2016; Sugumaran and Sukumaran, 2019). However, most of the AI applications 

have been aimed at trends, sales, and demand forecasting for apparel retailers such as using 

mobile sales data to analyze sales at different locations (Min, 2013), using a combination of 

neural network and fuzzy logic for predicting demand (Aksoy et al., 2012), and for forecasting 

color trends using advanced techniques (Hsiao et al., 2017; Yu et al., 2012). There are additional 

studies related to the area of forecasting using various AI techniques (Brahmadeep and 

Thomassey, 2016; Kumar and Poonkuzhali, 2018; Martins et al., 2016; Yesil et al., 2012; Yu 

et al., 2011). There are studies to strategize price points based on future demand prediction that 

can lead to an increase in revenue (Ferreira et al., 2016) and which can also be used to optimize 

supply chain operations (Martino et al., 2017). 

Recently, there has been an increase in sentiment analysis using customer reviews and feedback 

posted on social media sites by adopting techniques such as text mining and the Naïve Bayes 

classification algorithm (Fiarni et al., 2016; Giri et al., 2018). Another area of the application 

of AI can be found in developing recommendation systems that can help in providing improved 

suggestions for cross-selling products and enhancing sales performance (Wong et al., 2012). 

When buying apparel products through online channels, obtaining the correct size can become 

tricky, and it is one of the most frequent reasons for product returns. Hence, there has been 

much work done to further develop virtual trial room technology by improving the alignment 
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of virtual garments with the virtual 3D avatars of customer’s bodies (Yuan et al., 2013), and by 

improving the virtual try-on fit evaluation using machine learning techniques (Liu, Zeng, et al., 

2017). 

2.3.  Management Theories Applied in Big Data-Related Research 

As important as the understanding of the various tools and techniques is in creating big data 

models, it is vital to understand the different theories to answer the question of why we need 

these models and how can they help businesses to grow. Theories are significant tools that assist 

in analyzing various issues, and can facilitate deeper arguments (Glaser and Strauss, 2017). 

Moreover, some theories can help in supporting findings and discussions regarding the 

implications of big data management within the context of the apparel supply chain. Hence, 

contemplating the importance of theories, the study presented by de Camargo Fiorini et al., 

(2018) discussed the literature up until 2017, related to how different management theories 

could be implemented to improve the understanding of the impact of big data on organizational 

performance. Taking inspiration from this, this thesis presents appropriate theories, below, that 

are focused on understanding and evaluating big data, using management theories. In total, from 

a selection of 204 identified articles within the domain, 60 theories were identified that have 

been employed within research to improve the understanding of big data management and AI. 

For instance, Zeng and Glaister, (2018) studied the process of value creation by managers using 

big data and provided a framework for the same grounded in the knowledge-based view (KBV). 

Under the lens of contingency theory, studies have found a positive association of big data and 

AI on supply chain agility and the attainment of competitive advantage (Dubey et al., 2019; 

Jeble et al., 2018). Jain et al., (2018) combined the Technology Acceptance Model (TAM) and 

the theory of reasoned action to understand customer behavior on e-commerce platforms toward 

the hyper-personalization of women’s ethnic-wear garments. They implied that positive 

customer experiences could be achieved by using big data and analytic techniques to provide 

personalization on e-commerce platforms. Roßmann et al., (2018) built on the organizational 

information processing (OIPT) theory to examine the role of BDA and organizational change 

in finding a fit between the information processing requirements and the capabilities in an agile 

business environment. However, in this thesis the RBV and the DCV of the firm were chosen, 

as they were judged to be the most appropriate for compiling this thesis. These theories were 

selected as they individually provide insights into the phenomenon of big data and collectively 

provide a framework to examine big data management using AI in the apparel supply chain. 

One of the critical resources in big data management is the data itself, and the RBV offers the 
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value, rarity, imitability, and organizational (VRIO) framework to consider strategic resources 

(Barney, 2001; Cardeal and António, 2012). Dynamic capabilities refer to the manner in which 

organizational processes are organized and continuously re-organized to achieve lucrative 

rewards. It suggests ways for those organizations that desire to use big data to reconfigure their 

resources so that big data initiatives are replicable by them and can sustain uncertain situations. 

These theories are explained in detail below. 

 

2.3.1. Resource-Based View (RBV) 

The concept of the RBV was first proposed by Barney, (1991). It provides a connection between 

diverse resources controlled by an organization, the mobility of the resources within the specific 

industry, and the competitive advantage possessed by an organization (Barney et al., 2001). 

It strives to understand the reasons an organization grows and diversifies. An organization’s 

resources are used to assist it to establish strategies to progress its overall effectiveness and 

performance. These resources that preserve value in the context of the given organization’s 

markets are difficult to replicate by other firms (Meso and Smith, 2000). An organization’s 

access to resources and capacity to assemble and combine these resources in particular ways 

determines its capability in a given product area. As an organization gathers resources for one 

business, these resources will, to varying extents, be sufficiently compatible for use in other 

product areas (Capron and Hulland, 1999). The proponents of this view believe that 

organizations should look for sources of competitive advantage within the company instead of 

looking for it within the competitive environment (Hoopes et al., 2003; Peteraf, 1993). 

There are immense opportunities for big data research taking on the theoretical lens of resource-

based theory, as many studies have adopted this for different business problems. The study by 

(Saleem et al., 2020) adopted the RBV to propose that BDA was positively associated with 

technological innovation and the performance of small and mid-size enterprises (SMEs). Big 

data is often associated with value and has been used to examine the effect of data on an 

organization’s financial performance with the help of market performance and customer 

satisfaction data (Raguseo and Vitari, 2018). Srimarut and Mekhum, (2020) employed the RBV 

to show the positive role of supply chain connectivity in building BDA as a competitive 

resource. Moreover, it suggested that BDA had the capability of making the supply chain self-

reliant during market fluctuations. This perspective also holds true with regards to this thesis as 

it advocates gaining supply chain agility and fulfilling growing demands with the help of 

existing big data resources and AI. 
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In a similar fashion to how the RBV has helped understand the concept of big data management 

in other industries, it can also be used in the apparel supply chain. As discussed in section 2.2.2, 

managers in apparel firms must scrutinize the existing operations, data produced, and way they 

are managed. In doing so, they can understand their existing data capacity, analytics 

capabilities, and the gaps in the organizational infrastructure. This is the starting to discover 

opportunities of creating new ways of managing supply chain operations with the help of big 

data using AI. This approach of strategy development starts with the organization’s resources 

and relates those to capabilities together with configuration and re-configuration processes, 

which is a general outline of the DCV. 

2.3.2. Dynamic Capability View (DCV) 

Dynamic capability is “the firm’s ability to integrate, build, and reconfigure internal and 

external competencies to address rapidly changing environments” (Teece et al., 1997). The 

DCV focuses on an organization’s competitiveness in a dynamic market of “rapid and 

unpredictable change” (Eisenhardt and Martin, 2000). The dynamic capabilities framework 

presumes that the core competencies should be employed to adapt to short-term competitive 

situations that can be utilized to construct long-term competitive advantage. It is also an 

extension of the traditional RBV of the firm. When dynamic changes occur in an uncertain 

environment, the traditional RBV lacks a proper description of capabilities. This gap is tackled 

by the DCV by planning appropriate resources and capabilities to quickly respond to specific 

circumstances (Eisenhardt and Martin, 2000). The basic premise of the DCV is that an 

organization has the capacity to use its processes to respond to market changes and 

uncertainties, and to design new strategies of value creation to integrate, establish, and 

reconfigure organizational resources (Ambrosini and Bowman, 2009; Teece and Pisano, 2003). 

A study by Van Rijmenam et al., (2019) found BDA to be an important dynamic capability that 

supports strategic decision making during market fluctuations and uncertain environments. The 

study by Akter, Gunasekaran, et al., (2020) combined the RBV, the DCV and BDA to create 

and confirm a service system analytics capability model and its impact on competitive 

advantage. In another study, Fosso Wamba and Akter, (2019) also combined the RBV and the 

DCV to develop a model for supply chain analytics capabilities (SCACs) driven by big data. 

They found that analytics-driven supply chain agility to be an important moderator between the 

SCAC and an organization’s performance. There have been discussions about the importance 

of big data quality and value in the literature (Günther et al., 2017; Lakshen et al., 2016). In this 
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context, Shams and Solima, (2019) developed a data incubator to strategically deal with 

challenges in big data management related to data value and data veracity. Many studies have 

combined the RBV and the DCV to investigate the impact of big data. 

Similarly, this thesis, as per the DCV, proposes the use of AI to find opportunities within the 

organization’s data, to design and refine the business models and realign the structure during 

uncertain environments to make business operations more agile. With the help of big data 

management, an organization gains the capability to implement changes to operational and 

tactical activities. For instance, while managing big data using AI, if an organization finds an 

alternative way of organizing supply chain activities to gain benefits, it must be able to 

reconfigure the corresponding capabilities. 

2.3.3. Positioning the Research 

The importance of achieving agility in business operations for the apparel supply chain by using 

AI to create better business decisions with big data management, which may result in 

sustainable competitive advantage, has been discussed in this chapter. For this reason, I will use 

both the RBV and DCV to examine how big data management and AI can be used as valuable 

resources by the managers of an apparel supply chain. The advocates of the RBV reason that 

organizations should look inside the company to find the sources of competitive advantage 

instead of looking at the external competitive environment (Ji-fan Ren et al., 2017). The key 

concepts within this perspective are therefore organization resources and sustainable 

competitive advantage.  

An organization’s resources can be defined as “all assets, capabilities, organizational 

processes, firm attributes, information, and knowledge controlled by a firm that enables it to 

improve its efficiency and effectiveness” (Barney, 1991). With respect to this thesis, these 

resources are considered to be “product-related data, and customer data already available 

within the apparel supply chain, and AI capability”. To transform these resources into 

sustainable competitive advantage, they must have four attributes that can be estimated using 

the VRIO framework developed by Barney (Barney, 2001) as depicted in Figure 2-5. The title 

of this framework is an acronym composed of the first letters of its elements, namely value, 

rarity, inimitability and organization. While the first three words are used to evaluate the 

organization’s resources, the last word is used to evaluate its dynamic capability (Cardeal and 

António, 2012), i.e. the output of how well an organization integrates its resources is its 

dynamic capability. 
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To evaluate the resources considered in this thesis on these four elements, the framework 

presented in Figure 2-5 must be followed. Firstly, it starts with assessing whether big data 

management using AI enabled the organization to attain value by exploiting new opportunities 

for its growth and development. If the answer is “Yes,” then the resource can be considered 

valuable. Secondly, whether the big data and analytics strategy provided the organization with 

a unique capability should be investigated. Thirdly, whether the big data solutions developed 

were difficult or almost impossible to duplicate by the organization’s competitors should be 

examined. And finally, it should be established whether the organization has the capability to 

capture, exploit, and generate value from its valuable, rare and costly-to-imitate big data. 

 

 

Figure 2-5. The VRIO Framework 
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3.  Research Methodology 
This chapter provides an overview of the methodological choices, research perspective, and 

processes followed to find answers to the research questions. After presenting the research 

approach for the thesis— explaining the systematic literature review approach and the choice 

of quantitative and qualitative approaches, the chapter discusses the research process 

including the different data sources and tools used for data analysis.  

3.1. Research Approach 
This thesis follows the use of multiple methods to gain knowledge from a combination of 

qualitative and quantitative techniques. Such an approach allows to position individual methods 

in the appended articles, and develop a comprehensive understanding of the research area within 

the context of the methodology (Abowitz and Toole, 2010). It is also a methodological choice 

widely adopted in implementation (Palinkas et al., 2011) and applied research in distinct 

domains (see i.e. Nogry and Varly, 2018; Sutton, 2018). 

This thesis is a compilation of four research articles. While it adds to the fundamental 

knowledge and understanding of big data and AI in the apparel supply chain, it is primarily 

driven by specific industrial problems related to keeping pace with evolving customer needs, 

and finding new ways of creating competitive advantage, and in doing so contribute toward the 

larger societal issue of greener production and consumption practices. The thesis covers current 

emerging technologies, more specifically the tools and techniques falling under the umbrella of 

AI, which is believed to be an efficient technology to deal with big data (Kersting and Meyer, 

2018). Further, it adopts the VRIO framework within the RBV and the DCV management 

theories to compile the findings from the appended papers. The thesis is interdisciplinary in 

nature and contributes to the engineering and social science field. Consequently, a combination 

of relevant methods, both from the social and engineering sciences, were chosen as they 

synthesize the substantive expertise of an engineer with those of social science expertise, 

highlighting social research problems in technology research with the utility of a mixed rather 

than a single methodological approach.  

The appended papers in the thesis adopt qualitative and quantitative methods mainly focused 

on collecting and analyzing big data and the knowledge available in apparel supply chains using 

AI techniques. This is also in line with the idea of investigating whether apparel firms can 

improve business operations using big data and AI, and in doing so, seek opportunities with big 
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data management using AI. There are times when the method most appropriate to achieve the 

objectives of a research study cannot be used because of the constraints such as a lack of 

resources and/or required skills. In such situations, one should be aware of the problems that 

these limitations impose on the quality of the data. Hence, the choice of a method depended 

upon the purpose of the thesis, the resources available, and the skills of the researcher. As 

mentioned earlier, each appended article in this thesis is based on individual research work and 

includes its own methods and empirical data. 

At first, the thesis used an exploratory research approach i.e. reviewing the existing literature 

related to big data and AI within the context of the apparel industry, to identify the gaps, define 

the research problem, and limit the scope of the research. This exploratory research was 

necessary as the field of big data management using AI in the apparel supply chain is a research 

domain with vast research avenues. Moreover, considering the purpose of the thesis, it was 

important to find evidence in the literature to show the applicability of big data management 

and AI in the apparel supply chain. Additionally, conducting an exploratory study using a 

structured method such as a systematic literature review (SLR) provides a good opportunity for 

the researcher to comprehend the various studies done and find gaps that could be filled. Next, 

the research took on an empirical stance, where quantitative approaches for data collection were 

considered. An empirical stance was employed to seek opportunities with big data management 

using AI solutions. Several sources of data collection were explored such as product-related 

data from apparel companies, consumer fashion preferences surveys through social media, and 

interviews with retailers providing mass customization of garments. However, these efforts 

were deemed inappropriate due to introduction of the GDPR law. Since it was still in its nascent 

stage, companies were reluctant to share data. This led to a change in the approach of collecting 

data, and therefore other sources were explored. The product-related data was collected from 

an open source database widely used in research related to the apparel industry. Since, 

companies could not share their product data directly, this approach helped us to get a dataset 

that was very close to the real data. Moreover, collection and preparation of similar data from 

a company takes longer and using an open source dataset eliminates that delay. As the apparel 

product requires human intervention in its conceptualization, another source of product-related 

data considered was product development experts. These data helped to build empirical models, 

driven by AI and big data. While these methods helped to provide AI solutions to manage big 

data, there was still a need to find evidence for whether apparel firms could use big data 

management to improve business operations. Due to this, a qualitative approach was used to 
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interview apparel firms considered to be pioneers in managing big data. The interviews were 

conducted as part of a bigger research project by other researchers and were found to be 

applicable to this thesis. The data collected from this source was thoroughly studied and 

combined with theoretical knowledge to build a conceptual model that could further strengthen 

the theoretical underpinnings. The results from these studies were deliberated to identify a 

common thread that could tie these into one unit. After careful consideration, the RBV and the 

DCV were chosen to explain these findings as a single unit. The reason for this decision was 

that the different articles employed data that were already present within the apparel supply 

chain and were unique to different firms. Using such data, firms could create data-driven 

strategies that could help them in achieving a sustainable competitive advantage. A summary 

of the different approaches and methods followed in the appended articles is shown in Table 3-

1 and described in the subsections below. 

Table 3-1. Summary of methods in the appended articles 

 

3.1.1. A Literature Review Approach 

 Systematic literature review (SLR), has been used for a long time to get an idea of the recent 

advances in the related research field (Okoli, 2015), even though an SLR is a time-consuming 

Article # A B C D 

Topic 
AI at different stages of 
apparel supply chain 

Modeling product 
data in apparel 
using data mining 

Modeling data 
from experts using 
AI 

Satisfaction 
through 
personalized 
services 

Data Source 
 
Scientific articles 

Scientific open 
source database 

Experts in 
academics and 
industry, scientific 
articles 

Three Swedish 
retailers, scientific 
articles 

Context Apparel industry Apparel industry Apparel industry Apparel industry 

Method of 
Data 

Collection 
Systematic literature review 

Open source 
database 

Sensory evaluation 
experiments Personal interviews 

Analysis 
Method of 

Unit of 
analysis 

Classification 
Data mining & 
machine learning 
algorithms 

Fuzzy Logic Middle-range 
theorizing 

RQ Answered 1 2 2 3 
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process and usually requires more than one researcher. However, a well-constructed SLR can 

be considered to be a major contribution to the literature and helps in answering various 

questions (Mallett et al., 2012). Therefore, in this thesis, an SLR was used in article A as an 

information source to focus on the big data and AI methods used in the apparel industry. An 

SLR was chosen to make the research more rational, transparent, and reproducible (Booth et 

al., 2016). To an extent, big data management goes hand in hand with AI, as AI depends heavily 

on big data for success. While reviewing the literature, it was found that relatively less research 

adopted big data to create empirical models. Since one of the inclusion criteria to consider an 

article in the review process was that it must have designed an empirical model, the focus was 

reduced to AI, while looking for instances of big data within these articles. 

The review process commenced with collecting and preparing data from two scientific 

databases—Scopus and Web of Science. The detailed article selection and review process is 

provided in the appended article A. In employing this course of action, 149 research articles 

were thoroughly reviewed to answer the paper research questions (PRQ) posed in the article 

and reproduced below. 

“PRQ1. What is the impact of AI on the fashion and apparel industry over the past decades? 

PRQ2. Where has AI been applied in the fashion and apparel supply chain? 

 PRQ3. To what extent has research addressed the supply chain problems from a B2B and/or 

B2C perspective?” 

 By scrutinizing the literature, various interesting findings related to the adoption of AI 

techniques in research and their realization as practical applications came to light. Hence, 

conducting an SLR imparted the thesis with a pertinent discussion on the influence of AI at 

different stages of the apparel supply chain. In addition, it also provided a clear classification 

of supply chain stages and AI, discussed in detail in the appended article A. As a result of these 

categorizations, research gaps were identified in the application of AI techniques, at the supply 

chain stages and from a business (B2B and B2C) perspective. Based on these gaps, the 

prospects of the AI in this domain were identified. 
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3.1.2.  Quantitative Methods 

 A data modeling-based approach is one of the most commonly used quantitative methods in 

engineering science. It includes creating physical, conceptual, or mathematical models which 

help scientists to replicate the reality under investigation through simplification (Saaty and 

Alexander, 1981). However, one limitation related to this approach is that these models can 

sometimes be an over-simplification of the reality, and so their applicability in practical 

scenarios becomes less practical. In this thesis, a more recent development—computer-based 

modeling—was adopted that takes advantage of the impending technological progress in 

computer programming which makes the models robust and easily applicable. The reason for 

choosing this as an approach was the increasing processing speed and power of computers, and 

their ability to manage big data with ease. Besides, it is easier to combine computer modeling 

with other scientific research methods due to their nature of being perceivable, operable, 

understandable, and robust. The models thus developed were determined by establishing 

mathematical relationships between variables that described numerically using computer 

programming. This was used to fulfill the purpose in the appended article B, which aimed to 

develop a classification framework for predicting garment categories and sub-categories given 

the product attributes. The article employs four machine learning techniques, namely Naïve 

Bayes, decision trees, random forest, and Bayesian forest. 

Sensory evaluation is intended to provide a systematic and objective method for carrying out a 

perception-based analysis of a product’s design (Ruan and Zeng, 2004). It can identify the 

relationship between human factors and product elements, and has been applied in the food, 

cosmetic, and automotive industries to evaluate consumer’s perceptions of a product (Amerine 

et al., 2013; Civille and Oftedal, 2012). An apparel product is also made considering human 

needs and perceptions; therefore, sensory evaluation can be used to analyze expert’s knowledge 

of it. This analysis can support product development and design. Despite the benefits, sensory 

testing is prone to errors and biases that can lead to inaccurate results. To eliminate some of 

these limitations, comprehensive instructions were provided, and participants were situated in 

separate rooms. In this thesis, the sensory evaluation method was utilized in article C, where 

the aim was to evaluate distinct apparel styles and real fabric swatches to characterize the 

relationship between product designers’ knowledge and product design parameters. 

To do this, the sensory evaluation process was carried out in three phases. It started with the 

analysis of existing literature to identify and select relevant fabric handles, apparel styles, and 
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product parameters. Next, 25 appropriate images were chosen, corresponding to each of the 

nine apparel styles and were further reduced to five in each style by conducting an online survey 

among fashion designers from France, Germany, India, China, and Sweden. The method for 

distributing the survey was in line with a snowballing approach, where it was shared with a list 

of designers who then forwarded it to their contacts. With the responses from 67 designers, 

mood boards for nine styles were created, as discussed in article C. In the final phase, face-to-

face experiments were conducted, where 20 participants from China, Sweden, and India were 

chosen. The participants were experts in the industry and academia within fashion design, 

textile design, and product development. During the experiment, each participant was provided 

with five real fabric swatches and mood boards of nine apparel styles, along with a brief 

questionnaire to fill in their evaluation of various sensory parameters such as fabric handle, 

season, the occasion of wear, and anthropometric points. They assessed the fabric, apparel 

styles, and sensory product attributes using linguistic terminology and recorded their responses 

on a Likert scale. 

3.1.3. Qualitative Method 

The qualitative method employed in this thesis was an interview-based approach. There are a 

range of interview formats, conducted with both individuals and groups, where semi-structured 

interviews are becoming increasingly prevalent in research (DiCicco-Bloom and Crabtree, 

2006; Rowley, 2012). Qualitative interviews afford researchers opportunities to explore, in an 

in-depth manner, matters that are unique to the experiences of the interviewees, allowing 

insights into how different phenomena of interest are experienced and perceived. Qualitative 

research interviews are selected when the researcher attempts to comprehend the interviewee’s 

subjective view of an aspect rather than generating generalizable understandings of large groups 

of people. However, conducting interviews is time consuming and resource intensive, and 

requires appropriate interviewing skills (Rowley, 2012). For this reason, the interviews were 

conducted as part of a bigger research project and performed with the help of experts, resulting 

in transcript versions of the interviews. For this thesis, seven of the qualitative interviews from 

three companies were analyzed to get an in-depth understanding of how apparel e-commerce 

retailers used big data to provide personalized services to their customers. The three retailers 

were chosen based on their experience in the online apparel business and are considered to be 

pioneers in the field of providing tailored or mass-customized product offerings. 
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Once the interview data was collected, the data transcription began. The most common form of 

transcription in qualitative interviews is verbatim transcription, which refers to the word-for-

word reproduction of verbal data, where the written words are an exact replication of the audio-

recorded words (Poland, 1995). Transcribing data from qualitative interviews is very time 

consuming (Halcomb and Davidson, 2006). Furthermore, the process yields vast amounts of 

material, which must be iteratively scrutinized and waded through when analyzing the data. In 

addition, the transcription of the interviews by the researchers themselves allows them to 

identify analytical structures, similarities, and dissimilarities between various interviewees’ 

perspectives. Despite its advantages, one common and important weakness of this method is 

that it might not be possible to generalize the findings to other industries or settings, since some 

factors remain unique from one business to another. Moreover, sometimes questions are raised 

regarding the credibility of the results obtained. However, the use of triangulation, in the form 

of different investigators increases the possibility of obtaining credible results (Lincoln and 

Guba, 1985). 

In the appended paper D, an analysis of transcript interviews based on a semi-structured 

personal interview approach was adopted. The empirical data used in paper D, was part of 

another research project between 2016–2018 owned by the Swedish Institute for Innovative 

Retailing (SIIR) at the University of Borås, and commissioned to collect practice-oriented cases 

to serve as illustrations and/or explorations of the retail phenomenon, customer experience, and 

customer satisfaction. During the research project, semi-structured interviews were conducted 

with key employees in ten different types of retail companies, including industries such as 

apparel, cosmetics, home textiles, and home electronics. The companies operated different 

channels that included bricks-and-mortar stores, online, and both online and offline sales. This 

study purposefully selected the empirical findings from three of these companies as they were 

matching pairs and offered online strategies and apparel. The cases were audio-recorded and 

labeled based on the company name, informants’ designation and function, description of the 

session, and duration (as depicted in Table I in article D). The interviews were conducted with 

key employees from the three companies, performed in Swedish, and then translated into 

English. To avoid bias, the informants were selected based on their experience and knowledge, 

and from different hierarchical levels and functions. The data consisted of seven in-depth 

interviews with employees at the three firms, both at a senior and junior management level, as 

well as handling operational functions such as logistics and supply chain management. 
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The empirical data was analyzed using conventional techniques from qualitative research. 

Firstly, the data collected through the interviews and extensive review of the literature were 

analyzed in depth by breaking the interviews down with the help of a general theoretical 

foundation, bridging the domain with the help of middle-range theory. This resulted in an 

empirical generalization of personalized services within apparel e-commerce fulfillment that 

could be supported and verified using the suggested conceptual framework. Thus, the theory-

driven analysis captured empirical claims with the help of a foundational premise that could 

extend the notion of personalized services in apparel e-commerce. 

3.2. Research Process 
The research process began in September 2016 under the framework of the Erasmus Mundus 

Joint Doctorate Program, “Sustainable Management and Design for Textiles (SMDTex),” 

funded by the European Commission. The research conducted in this thesis had a pre-defined 

topic and mobility in two European and one Chinese university set by a collaboration between 

the partner universities and the funding agencies (European Commission Education, Audio-

visual and Culture Executive Agency, and Chinese Scholarship Council). The three specialized 

departments for this research project at each university were: a. The Human-Centered Design 

Department (HCD) at the École Nationale Supérieure des Arts et Industries Textiles (ENSAIT), 

University of Lille, France; b. The Textile Management Department at the University of Borås, 

Sweden; and c. The College of Textile and Clothing Engineering at Soochow University, China. 

The total duration of the project was 48 months with 18 months at each of the two European 

universities and 12 months at the Chinese university. 

Considering the three different departments, the interdisciplinary nature of the research is 

apparent, and hence this thesis contributes to the engineering and management disciplines. Even 

though working in these two disciplines simultaneously is challenging, it is also important 

considering the topic under investigation. Initially, the thesis favored an exploratory research 

method and started with reviewing the literature to identify various research streams that the 

research topic touched, and the ones that required the most attention. These streams have been 

discussed in detail in Chapter 2 of this thesis. 

With this knowledge, a preliminary plan for the thesis was devised to be followed at each 

university. During the first research period at ENSAIT, a systematic literature review was 

conducted with a focus on the application of AI and big data in research related to the apparel 

industry, resulting in article A. This article provided further direction to reduce the research 
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scope to the study of opportunities with data in the area of product and customer data, as it was 

established that little work had been done in this direction. The second and third research 

periods were focused on exploring these different types of data in the apparel supply chain, 

collecting the relevant data, exploring distinct tools and techniques to analyze it, and developing 

models using the different types of data collected. The remaining articles were based on the 

outcomes derived from the work done in the last two research periods. As has already been 

discussed, this thesis uses different types of data collected using multiple methods. Hence, 

articles B and C uses a quantitative method approach to scrutinize product-related data, and 

article D uses a qualitative method approach to create a conceptual model of providing 

satisfaction using personalized services with the help of customer data by apparel e-commerce 

retailers. A brief timeline and the research process followed is shown in Figure 3-1. 

Figure 3-1. The research process 

3.2.1. Data Sources 

As already mentioned, because of the interdisciplinary nature of this thesis, it has been 

established on a multiple method approach, using both primary and secondary data sources. In 

addition, to fully understand the concept and requirement of big data and AI in the apparel 

industry, various scientific and non-scientific (e.g. white papers, industry reports) data sources 

were explored and analyzed. Primary data was produced by planning interviews and surveys 
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with experts in the industry and academia, while secondary scientific sources were used for the 

systematic literature review and to obtain a clear understanding of the key concepts involved. 

Considering the aim of the thesis i.e. to investigate whether apparel firms could improve their 

business operations by employing big data and AI, and in doing so, seek opportunities with big 

data management using AI solutions. The first appended article presents a systematic literature 

review to synthesize recent research to form a body of empirical knowledge. Based on this 

knowledge, the research process was further developed leading to the collection of data from 

certain primary sources using methods as described in section 3.1. In article B, an online open 

source database, as shown in Table 3-2, with over 300,000 fashion images was used. This data 

was important because of the product attributes that the images were tagged with, which were 

further used for garment categorization. In article C, data was collected from fashion designers, 

textile designers, and product developers with the help of sensory experiments and interviews. 

These experiments were designed to gather expert knowledge related to a garment and to 

establish a knowledge base of design rules that could help in automating the product 

development process. In article D, interviews from technologically advanced apparel e-

commerce retailers were used, where the retailers provided a personalized services by using big 

data management, information sharing and data analytics. This was done to develop a 

theoretical framework by proposing satisfaction through personalized services as a middle-

range theory to bridge customer perceived value theory and empirical research. The collected 

data were both qualitative and quantitative in nature as shown in Table 3-3. The results of 

analyzing the collected data generated knowledge that could be used by the scientific 

community as well as industry practitioners. 

Table 3-2. Data used in article B 

 
Dataset 

Initial Final 

No. of data points No. of attributes No. of data points No. of attributes 

All garments 289222 1000 276253 1000 

Upper garments 137770 1000 131620 430 

Lower garments 56037 1000 55915 467 

Whole-body 
garments 

82446 1000 82202 453 

 

Collecting data from a mixture of collection methods helped in achieving a robust and holistic 

perspective on the researched phenomenon. The larger part of the collected data was used to 
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produce the appended articles. However, some other data from semi-structured interviews with 

experts in academia and industry were used to gain a broader understanding of the phenomenon 

under study and the current thinking of the practitioners. 

Table 3-3. Summary of data collection 

Data Collection 
Method 

Data Collected 

Scientific 
literature 

149 articles with an empirical study conducted using AI techniques (article 
A) 

Open source 
database 

A database containing 300,000 data instances of product attributes, 
categories, and sub-categories 

Participants in 
sensory evaluation 

Discussion with 20 experts from academia and the apparel industry 
 Responses recorded with the help of a questionnaire 

Semi-structured 
interviews 

Seven in-depth interviews (transcribed) with three firms  

Additional 
methods 

o Survey responses with five textile and fashion designers 
o Online survey responses from 67 fashion and apparel designers  

 

3.2.2. Data Analysis 

Three of the appended articles in this thesis follow quantitative (articles B and C) or qualitative 

(article D) methods to analyze data. The reasons for choosing different approaches have been 

discussed in detail in section 3.1. Article A adopted a systematic literature review approach that 

used scientific literature published in the field of study as data, and identified the impact of AI 

in the apparel industry. This contributed to meeting the overall purpose of the thesis i.e. whether 

apparel firms can improve business operations using big data and AI, and seek opportunities 

with big data management using AI solutions. With a rigorous review process, relevant articles 

were filtered and critically analyzed to determine the gaps and future research directions. 

Furthermore, it provided an indication on which techniques could be used where in the supply 

chain to automate operations. Article B used machine learning techniques to analyze product 

attribute data and create a classification model. Article C dealt with the data collected through 

the sensory evaluation experimental approach and was analyzed using an AI technique and 

fuzzy logic to create a fuzzy inference system (FIS). These articles provided evidence of 

managing big data using AI solutions. Article D used the data collected through semi-structured 

interviews and the concept of middle-range theory to connect the collected empirical evidence 

with the general theory. Similarly to article A, the findings from this article also contributed to 
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the answering the question on whether apparel firms could improve business operations using 

big data and AI. 

As discussed in section 3.1, the theoretical lens used in this thesis was that of the RBV and the 

DCV, combining the results of the four articles to not only answer the research questions, but 

to also fulfill the overall purpose, as discussed in section 2.4. With each article, the aim was to 

investigate whether by employing big data and AI, apparel firms could improve business 

operations, and in doing so, identify big data management opportunities using AI solutions. As 

discussed earlier, article A presents the impact of AI in the apparel industry at various supply 

chain stages, which shows the support that AI provides in automating various business 

operations. Articles B and C utilize data available in the supply chain and apply different AI 

techniques to show how they can be used to improve business operations. Article D presents a 

framework that suggests increasing customer perceived value by the provision of personalized 

services by apparel e-commerce retailers and does this by focusing on the customer data 

collected by them and utilized to enhance customer satisfaction. This corresponds to the idea 

of the RBV and the DCV that suggests a firm looks for resources internally and uses them to 

establish capabilities and create sustainable competitive advantage. Moreover, it suggests 

evaluating the different resources on four aspects, namely value, rarity, inimitability, and 

organization capability. Even though the firm may have the appropriate data, it has to develop 

the technical and managerial capabilities to harness the power of that data to sustain it in a 

competitive business environment. These theories provided a structured tool in the form of the 

VRIO framework, discussed in section 2.4.3, that can be used for evaluating resources and 

establishing dynamic capabilities. Using the RBV and the DCV theoretical lens and the results 

from the four articles, the three research questions along with the overall purpose are answered 

in detail in Chapter 5. 

3.3. Research Quality 
This research involves both quantitative and qualitative data obtained from primary as well as 

secondary sources. Therefore, three conventional criteria, namely internal validity, external 

validity, and objectivity were used to establish the quality of the research (Guba and Lincoln, 

1989). 

3.3.1. Internal Validity 

Internal validity uses pattern matching and logical models (mostly from the secondary data 

sources) to explain and build the concept (Rabinovich and Cheon, 2011) and ensures that the 
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research outcomes are replicable by other researchers. Each appended paper in this thesis 

presents a brief overview of the literature to explore and establish the research gap and work 

toward filling the gap, and then explains the contribution of the study to the research gap in the 

results and conclusions section. Moreover, the theoretical framework used in the thesis was 

established and can be adopted by other researchers to replicate the results of this thesis. 

3.3.2. External Validity 

External validity addresses the generalizability of the results. To ensure external validity of the 

research, standard methods with an adequate sample size were used throughout this PhD study. 

The studies conducted in this thesis are within the context of the apparel industry. However, the 

results from this thesis can be applied to other domains within consumer goods such as the food 

industry, cosmetic industry, electronics industry, or automation industry. These areas also have 

an increased need to match consumer needs with products due to the increasing nature of global 

competition. Similarly to the apparel industry, big data management and AI can help these 

industries build data-driven strategies that could assist them in sustaining their competitive 

advantage. 

3.3.3. Objectivity 

To ensure that the research inquiry was free of bias and/or prejudice, various standard 

procedures, as defined in the literature for specific methods, were followed during this research. 

In article A, to guarantee that all the relevant literature had been covered in the study, two 

widely used and well-acknowledged citation databases (Scopus and Web of Science) were used. 

Maximum precautions were taken in formulating the search query to confirm an exhaustive 

search of the related articles. Moreover, the standard procedure for SLR was followed (Booth 

et al., 2016; Okoli, 2015). In articles B and C, several evaluation methods including accuracy, 

precision, recall, and F-score were calculated for each machine learning technique and 

compared with standards from the literature to ensure the stability and consensus of the results 

(Ferri et al., 2009; Gupta et al., 2012; Ibrahim, 2016; Jiao and Du, 2016). In addition, in articles 

C and D, experts for the semi-structured interviews (Drever, 1995; Whiting, 2008) and sensory 

evaluation (Ruan and Zeng, 2004) were chosen from different backgrounds to include diverse 

views. Moreover, the methods adopted by each study have been described thoroughly in the 

articles to ensure transparency and reproducibility. 
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4.  Summary of the appended articles 
This chapter presents an overview of the research contribution of the thesis, followed by a 

summary of the papers appended in this cover essay. For each paper, the purpose, an overview 

of the research method, the main finding(s), and the contribution to the thesis are outlined. 

This thesis is based on four journal articles to address the three research questions. Table 4-1 

shows the relationship between the appended papers and the proposed research questions, while 

Table 3-1 in the previous chapter highlights the focus area of each appended paper. 

Table 4-1. Relationship between the research questions and the appended articles. 

Article # A B C D 

RQ1 X    

RQ2  X X  

RQ3    X 

 

4.1. Article A 
Title: A detailed review of AI applied in the fashion and apparel industry 

Purpose: The increasing use of AI in the fashion and apparel industry has made it important to 

look at the various focus areas and the impact it has had on the different stages of the supply 

chain. Hence, the purpose of this article was to address three research questions, 1) What has 

been the impact of AI in the apparel industry? 2) Where have AI methods been applied in the 

apparel supply chain? 3) To what extent has research addressed the supply chain problems from 

a B2B and/or B2C perspective? 

Methodology: To answer the research questions, an SLR of research articles associated with 

AI in the fashion and apparel industry was conducted. A total of 1,019 articles were retrieved 

from two popular scientific databases, Scopus and Web of Science. After performing a rigorous 

article screening process, 149 articles were reviewed and categorized according to the AI 

techniques applied and the supply chain stages to which they referred. Moreover, the supply 

chain stages were classified into business-to-business (B2B) and business-to-consumer (B2C) 

categories. 

Findings: It was found that most of the research relating to the application of AI in the apparel 

industry was conducted from 2009 to 2019, with machine learning and expert systems being 
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the most popular. The research into the application of deep learning and transfer learning were 

scant. In addition, very little research discussed big data in the fashion and apparel industry, 

showing immense potential in the realization of data analytics and AI. Further, the most focused 

supply chain stages were apparel production, fabric production, and distribution, while design 

was least covered. Moreover, most of the studies focused on B2B with little focus on B2C 

business problems. 

Practical implications: The implications and future direction discussed in this study could 

benefit academic and industrial researchers as well as industrial practitioners. 

Originality/value: Apparel industry, being one of the largest industries, needs to bring 

transformation in the traditional way of operating processes by adopting AI techniques at the 

industrial level. 

Contribution to the thesis: This article discusses the various techniques in AI together with 

its application in the apparel industry. The findings yielded a lack of focus on big data 

management, the design process, and business-to-customer solutions. Both product design and 

customer-oriented solutions are central to a business’s success. A data-driven design process 

can help immensely in achieving a customer-oriented product and to generate business value. 

Hence, this article channels the focus of this research to “product data” and “customer data” in 

the context of apparel products. The adoption of AI methods at various supply chain stages 

indicates that there is need for automation of the various supply chain operations, and it is 

mainly due to the increase in consumer demands and competition that the industry is seeking 

agility to gain competitive advantage. 

4.2. Article B 
Title: Garment categorization using data mining techniques 

Purpose: There has been rampant use of the term big data in the business world steering the 

extensive adoption of techniques like data mining, machine learning, and AI. The apparel 

industry, in particular, can gain many benefits by adopting these techniques as it generates 

different forms of data at every stage of the supply chain. In research, some of these data types 

have been employed to generate models targeted at automating specific supply-chain processes. 

In this research, the focus was on utilizing the data related to the product i.e. the garment to 

create a classification model that can predict the clothing category (upper, lower, or whole-body 

garment) and the clothing sub-category (jeans, shirt, dress, etc.) based on product attributes. 
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The purpose of this article was to use data mining and symmetry-based learning techniques on 

this product data to create a classification model consisting of two subsystems, the first for 

predicting the garment category and the second for predicting the garment sub-category. 

Methodology: To create the classification model, four machine learning techniques were used 

to compare and identify the one with better results. The following four techniques—Decision 

tree, Naïve Bayes, random forest, and Bayesian forest—were applied on an open source dataset 

“DeepFashion,” which contains approximately 300 k data points with three clothing categories, 

50 clothing sub-categories, and 1,000 garment attributes. The two subsystems were first trained 

individually and then integrated using soft classification. 

Findings: The classification model thus created consisted of two individual subsystems, one to 

identify the clothing category and the other to identify the clothing sub-category. It was 

observed that the performance of the random forest classifier was comparatively better with 

accuracies of 86%, 73%, 82%, and 90% for the garment category, and sub-categories of upper-

body, lower-body, and whole-body garments, respectively. 

Practical Implications: Every garment retailer and/or production house collects similar data 

related to garments i.e. the garment categories and attributes in their archives. In addition, these 

are also the details present on the product pages of e-commerce websites. Hence, the data can 

be obtained from these sources and used to create segmentation based on the attributes used for 

various garments. This segmentation can be used to classify the data based on the methodology 

described in this article. Such a classification can have various applications such as improving 

the existing recommendation algorithms by providing words instead of images, enhancing the 

parsing algorithms, etc. Moreover, as discussed in (Tu et al., 2020), in the internet era there is 

an availability of massive datasets in various formats, making it essential to design ways in 

which to handle access to and integration of such data. The presented model can be trained with 

additional data formats and so incorporate the access and integration of data from multiple 

resources (especially data from the internet) as it provides a uniform terminology of garment 

categories, sub-categories, and their attributes. 

Contribution to the thesis: In this thesis, it was targeted by using two different types of data: 

“product data” and “expert knowledge data.” This article focused on the former and used an 

open source product database before employing data mining and machine learning techniques 

to create a classification model. This model included two subsystems: one for predicting the 

clothing category and the other for predicting the clothing sub-category. In hindsight, this 
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classification model could be used to improve personalized recommendations or it could be 

used by supply chain managers to build a common semantic ontology for information exchange 

between different operators. This is one of the opportunities identified in this thesis with big 

data management using AI solutions. 

4.3. Article C 
Title: Mass-customized fashion: Tapping into the mind of an expert in the apparel industry 

Purpose: Even though the amount of data is increasing in the fashion and apparel industry and 

some businesses are using it to a great extent, the industry is far from being free from human 

intervention. It is important to gather expert knowledge and use it to create models that can be 

powered by existing data to provide mass-customized or customer-centric products. Therefore, 

the purpose of this article was to tap into one of the expert categories of the apparel industry, 

i.e. the product designer’s mind, and capture valuable knowledge that could help in creating 

such a knowledge base. This knowledge was used to realize a data-driven design process, which 

could assist product designers in the fashion and apparel industry to develop products faster 

based on various design criteria. 

Methodology: As garment design and development is subjective and depends on the perception 

of the designer, the study adopted a sensory-evaluation-based methodology to acquire expert 

knowledge. To do this, we first collected real fabric swatches, their technical properties, and 

four pairs of fabric handle descriptors. Next, we selected nine apparel style descriptors and their 

representative images to create mood boards. A questionnaire was developed to conduct semi-

structured interviews during the sensory evaluation with fashion and apparel experts from 

industry and academia. To analyze the collected data, the study used a popular AI technique to 

analyze uncertain data i.e. fuzzy logic. 

Findings: The application of fuzzy logic to the collected data led to the creation of a knowledge 

base containing a set of 51 design rules that could be helpful in conceptualizing products 

digitally. A graphical user interface was developed based on the fuzzy inference system 

integrated with the 51 design rules. 

Practical Implications: In this study, an intelligent knowledge-based inference system was 

proposed to support digital product development by automating fabric selection. The proposed 

DSS has a potential application in digital prototyping and the development of products. The 
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purpose of the system is to assist stakeholders in the supply chain make quick decisions for 

complex problems. 

Contribution to the thesis: The purpose of this article was to connect the technical properties 

of a fabric with the consumer needs of the garment by conducting sensory experiments with 

experts in the fashion and apparel industry. The data thus obtained was used to create decision 

rules using data mining and machine learning, which could be used to further improve the 

existing design algorithms in designer-oriented recommendation systems. This article presented 

the utilization of AI techniques on existing data in the industry, and how it could help in making 

decisions that could create added value. Another opportunity identified in this thesis with big 

data management using AI solutions was that of a DSS to choose the most suitable fabric in a 

dynamic product development process that could be used by apparel firms to integrate with 

existing product configurators or other product development tools to automate fabric selection. 

4.4. Article D 
Title: Toward a conceptualization of personalized services in apparel e-commerce fulfillment 

Purpose: The apparel industry has been a victim of technology proliferation and globalization, 

which has led to increased competition globally. Apparel firms are constantly working on 

finding new ways of gaining a competitive advantage by creating more value with their 

products. Increasingly customers are moving toward shopping through online retail channels. 

Even so, the challenge of translating a potential sale remains, products and services being two 

sides of the same coin both of which need to be given equal attention. Today, customers´ 

perceived value does not only depend on the products, but also on the services provided by a 

firm. Consequently, it is important to shift the focus beyond the product and discuss the value 

of personalized services in the context of e-commerce fulfillment. Therefore, the purpose of the 

article was twofold: 1) to develop a conceptual framework proposing satisfaction through 

personalized services as a middle-range theory, and 2) to suggest foundational premises to 

support the framework, which in turn would shape middle-range theory within the context of 

apparel e-commerce fulfillment. 

Methodology: To fulfill the aim of the article, in this theory-driven paper, the authors apply 

the Scientific Circle of Enquiry (SCE), as it demonstrates the role of theorizing with the help 

of middle-range theory and empirical evidence and as such provides a methodological 

scaffolding that connects theory formulation and verification. The authors synthesized existing 

literature related to customer perceived value and satisfaction customer experiences, followed 
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by abduction focusing on understanding the empirical domain as it occurred in practice from 

company cases. The presented case studies were based on semi-structured interviews with three 

Swedish online retailers within the apparel industry. 

Findings: Based on the theoretical foundations and empirical generalizations, three 

propositions were suggested. The premises regarding satisfaction through personalized service 

applied in the domain of apparel e-commerce fulfillment are: a) to ensure customer satisfaction 

require a value co-creation perspective using data during the pre-purchase phase, b) to ensure 

customer satisfaction and retention require added-value perspective during the post-purchase 

phase of the shopping journey, and c) to ensure satisfaction and convenience require an added-

value perspective at the last mile. 

Practical Implications: Apparel firms lose a substantial amount of potential revenue globally 

due to the poor online customer experience which leads to e-commerce not reaching its full 

potential. To enhance customer value, apparel e-commerce businesses need to find a resort in 

advanced technologies and analytics in order to address customer satisfaction, and it is 

suggested that retailers shift their focus beyond the products and find ways to improve 

personalized service offerings to gain market advantage, improve fulfillment, drive sales, and 

increase customer perceived value. 

Contribution to the thesis: While reading the existing literature on consumer perceived value, 

it became apparent that the product as well as the other touchpoints of the customer purchasing 

journey on an online retail channel were equally important in enhancing the customer’s overall 

experience and benefited from utilizing data during these stages. Thus, providing personalized 

services could be another way of improving business profitability with big data management in 

the apparel industry. Big data management using AI could help managers react faster to 

changing customer demands and market fluctuations. Moreover, it could help to make the 

online shopping experience slicker for the customer. A supply chain manager who converts the 

existing data into knowledge and perceives it to be an important capability can gain competitive 

advantage by providing customers with personalized services. Such a data-driven supply chain 

can be maintained with the help of AI techniques. Herein lies another opportunity for apparel 

e-commerce retailers to benefit from big data management. 
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5.  Synthesis of the Results 
This chapter presents the analysis of results in consideration of the frame of reference presented 

in Chapter 2 to address the overall purpose of the thesis and answer the research questions. 

The purpose of the thesis is to investigate whether apparel firms can improve their business 

operations by employing big data and AI, and in doing so, seek opportunities with big data 

management using AI solutions. In this chapter the specific RQs are presented with analysis 

and answers that correlate to different parts of the purpose. However, the overall purpose needs 

to be addressed and elaborated on before answering the specific questions, so that together 

they present new knowledge and fulfill the purpose of the thesis. 

5.1. The Overall Purpose 
Businesses spend millions on analytics solutions to improve their business value and ultimately 

make business operations more effective and efficient (Ji-fan Ren et al., 2017). However, the 

effect of data-driven strategies on the success of a business is not short of obstacles (McAfee 

and Brynjolfsson, 2012). The appended scientific papers together all put emphasis on the 

importance of big data management and how to leverage AI solutions to provide 

personalization, create competitive advantage, and move toward a sustainable supply chain. But 

what are the specific opportunities with big data management using AI solutions? 

Considering the definition of big data management in Chapter 2 (p.39) as collecting, organizing, 

storing, and utilizing big data using advanced analytics to improve business operations, the 

specific opportunities with big data management using AI solutions could be presented 

according to that structure. However, such a presentation would be missing managerial ideas 

and theory. I chose, instead, to identify the specific opportunities within the conceptual 

framework based on two management theories: the RBV and the DCV outlined in Chapter 2. 

It was suggested that the idea of employing the VRIO framework (Barney, 2001) to the field of 

big data and analytics solutions would contribute to a more precise knowledge on the specific 

opportunities with big data management using AI solutions (Akter et al., 2016). The RBV 

theory of a firm helps to overcome the obstacles related to transforming its investment in big 

data into competitive advantage and find appropriate solutions. The DCV theory supports this 

by suggesting big data management as a valuable capability of a firm that is already available 

and can be used to drive effectiveness and efficiency, and deal with uncertain business 

situations (van Rijmenam et al., 2019). 
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Table 5-1. Analysis of appended articles using the VRIO framework 

Resource Value Rarity Imitability Organization 

Apparel 

product data 

and machine 

learning 

algorithms 

(article B) 

This data can 

become a valuable 

resource when an 

appropriate AI 

technique is used. 

It can help in 

improving product 

recommendations 

thereby creating 

symbolic value for 

the customer and 

business. 

This type of data 

is unique to an 

organization as it 

depends on the 

type of garment 

collections it 

offers. Further, 

algorithms 

developed can 

make the 

analytics 

capability 

proprietary. 

The possibility 

of duplicating 

this solution 

depends on the 

complexity and 

timeliness of the 

product. 

The organization 

must have the 

capability of 

processing and 

storing a huge 

amount of data. 

Moreover, 

relevant data 

science 

capabilities must 

be present. 

Expert 

Knowledge 

and decision 

support 

system 

(article C) 

Similarly to the 

above data, this 

data can be 

exploited using 

relevant AI 

techniques. 

However, data 

collection can be 

difficult as it 

involves capturing 

the expert’s 

knowledge. 

This data was 

used to create 

design rules that 

are dependent on 

the experts. 

Hence, the data 

is unique to the 

organization. 

The 

implementation 

of the DSS is 

subject to an 

organization’s 

analytical 

capability that 

makes it difficult 

to imitate. 

The organization 

must have the 

right analytics 

capability which 

must align with 

its long-term 

business 

strategy. 

Customer 

data and 

data-driven 

personalized 

services 

(article D) 

Customer data is 

one of the most 

important and 

valuable resources 

for an 

organization’s 

growth and 

development. 

This data may be 

unique to the 

organization as it 

depends on the 

customer base. 

This model will 

engage 

organizations in 

evolving from 

the exploratory 

use to a more 

institutionalized 

form of use, and 

The organization 

must have the 

perspective of 

providing 

personalized 

services to its 

customers in 
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As discussed in section 2.3.3, an organization must evaluate the resources under question based 

on the four aspects of value, rarity, imitability, and organization, to translate the resources into 

sustainable competitive advantage when looking at the firm from an RBV and a DCV 

perspective (Barney, 2001). On the basis of the framework shown in Figure 2-5, the different 

solutions presented in this thesis were evaluated and an analysis is summarized in Table 5-1. 

The first aspect of the framework was to evaluate if the big data management solution helped 

in generating value for the firm. The second and third aspects were to establish if the big data 

management solution was unique to the firm and difficult to replicate. Finally, the fourth aspect 

was to determine if the firm had the capability of integrating this valuable, rare, and inimitable 

resource to achieve sustainable competitive advantage. 

5.1.1. Concluding the Overall Purpose 

Among the several paths through which big data and AI can lead to competitive advantage 

(Côrte-Real et al., 2017), this thesis shows the effectiveness of data-driven analytical solutions 

in sustaining competitive advantage via data and knowledge already present within an apparel 

supply chain. Big data and AI solutions seem to improve the understanding of what customers 

want, and firms are able to better customize their offerings to increase customers’ satisfaction 

and loyalty (Kitchens et al., 2018; Kumar et al., 2019; Tan et al., 2015) and to decrease customer 

acquisition costs. Both are key ingredients for enhanced cash flows and more generally for 

enhanced financial performance (Wamba et al., 2017). More importantly, this thesis also 

contributes to the field by identifying specific opportunities with big data management using 

AI solutions. The first is a classification framework to identify different apparel products using 

AI techniques that can be used by apparel retailers to improve personalized recommendations 

or by the supply chain managers to build a common semantic ontology for information 

exchange between different operators. The second is a DSS to choose the most suitable fabric 

in a dynamic product development process that can be used by apparel firms to integrate with 

existing product configurators or other product development tools to automate fabric selection. 

Finally, the third is a theoretical framework based on customer perceived value and empirical 

evidence that can provide managers in apparel e-commerce firms with ingredients to devise 

data-drive strategies to deliver personalized experiences. The challenges of using big data 

hence makes it 

difficult to 

imitate. 

their business 

strategy. 
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management and AI have already been discussed in Chapter 2, but these opportunities can be a 

starting point for additional research, where the first two solutions can be further developed, 

and the third solution can be used to verify its applicability in practical scenarios. 

After addressing the overall purpose, the next section deals with answering the three research 

questions shown in Figure 5-1 and their contributions to the purpose. 

 

Figure 5-1. Big data and artificial intelligence in the apparel industry. 

 

5.2. Research Question 1 
“What are the AI techniques that can be used at different stages of the apparel supply chain to 

improve business operations?” 

The purpose of this RQ is to find the various AI techniques that have been used at different 

stages of the apparel supply chain. This is in line with the overall purpose as it contributes to 

finding an answer to ‘whether big data and AI can help apparel firms to improve their business 

operations.’ As such this was achieved by finding evidence of the application of AI in the 

existing literature with the help of a systematic literature review. As per the findings of this 

review (also discussed in detail in section 2.2.4), it was found that AI does offer some 

opportunities for improving supply chain operations in the apparel industry (David 

Kreyenhagen et al., 2014; Li et al., 2017; Martino et al., 2016; Pantano and Vannucci, 2019; 
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Siegmund et al., 2016; Sodero et al., 2019). It can help in creating platforms for sharing 

information, automating supply chain operations, and building relationships among customers, 

suppliers, and retailers in new ways. Apparel firms need to take hold of the various big data 

flows and manage these new relationships to promote sustainable production and consumption 

patterns (Ngai et al., 2014). Businesses have perceived big data as a valuable resource and 

integrated AI to increase revenue, reduce costs, enhance resource utilization, improve the 

customer experience, all of which is line with the proposed management theories in Chapter 2 

(see e.g. Shams and Solima, 2019; Wamba et al., 2017).  

Regardless, the realization of these AI techniques in practical scenarios in the apparel supply 

chain are inadequate (Guo et al., 2011; Nayak and Padhye, 2018). This is due to the numerous 

challenges that apparel firms face while employing AI techniques such as the lack of labeled 

data, the high cost and impact of computational time, the dynamic product attributes and 

cultural resistance (Abd Jelil, 2018). In this context, the appended article A contributed to 

answering RQ1 by identifying the extent to which AI has been determined to solve various 

problems at different supply chain stages. It provided the categorization of research articles 

based on four operational processes in the apparel industry: design, fabric production, apparel 

production, and distribution (including retailing) and five AI classification techniques: machine 

learning, expert system, DSS, image recognition and computer vision, and optimization, as 

discussed in detail in section 2.2.3. An analysis of the findings in answering RQ1 is presented 

in the following section. 

The overall trend of the articles published in three decades from 1989 to 2018 is shown in 

Figure 5-2. As can be observed, maximum research in the field of AI in apparel supply chain 

has been carried out in the last decade (2009-2018), which accounts for approximately 56% of 

the total articles reviewed. While in the first two decades, it was 11% and 33% respectively. 

Hence, even though AI methods were introduced long back in the 1950s (Stuart and Norvig, 

2009) but their capability was realized much later in the last decade. This is possible due to the 

availability of platforms and higher computational power at lower cost to manage and process 

big data using AI. 
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Figure 5-2. Overall trend of AI in fashion and apparel since 1989 (article A) 

The detailed trend of articles published per year in journals and conference proceedings is 

shown in Figure 5-3. As can be seen, the overall importance of this research domain has been 

similar in both journals and conferences. The only downward slope is visible for conference 

publications between 2013 and 2016 as highlighted in Figure 5-3. Moreover, the AI class 

“machine learning” has been used multiple times in journal articles since 1991. There are two 

peaks visible for journal articles in the years 2007 and 2017, with four and seven articles 

published, respectively. Whereas for conference articles, the AI class “machine learning” has 

been used since the year 2000 with three major peaks in the years 2010, 2012, and 2016 with 

four, three, and seven articles, respectively. On the other hand, the AI class “expert system” has 

been widely used since 1994 in journal articles while in conference articles there has been no 

research since 2014. For the AI class “DSS,” there has been very little work in conference 

articles while a gradual increase in presence has been realized in journal articles since 2010. 

For ‘image recognition,’ its presence is visible since 2009 in both journal and conference 

articles, being the least applied AI class. In contrast to other classes, for optimization, there 

were more conference articles than journal articles. Additionally, it was found that most of the 

research relating to AI in the apparel supply chain has been carried out in the last decade (2009–

2018), accounting for 56% of the total number of publications during the period 1989–2018. 
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This shows that even though AI methods have existed since 1989, they have only recently 

gained popularity as a valuable resource to improve business operations. Although AI has left 

its footprint in research, it is still far from being implemented at the industrial level. In addition 

to the probable reasons for this provided by Abd Jelil, (2018), another reason could be the lack 

of expertise of researchers working in AI in the apparel industry and at the same time, the 

professionals working in the industry itself may lack expertise in AI. Furthermore, industries 

might be skeptical about the benefits of big data management and AI. Therefore, it is important 

that they look at the cost-benefit tradeoffs to be able to exploit the full potential of big data 

management and AI.   

 

Figure 5-3. Distribution of articles by applied AI over time (article A) 

Another important finding was that most of the research studies have focused on B2B business 

problems, accounting for 81% of the total number of publications. Whereas, little research has 

been conducted from a B2C perspective, accounting for approximately 8% of the total 

publications. This clearly illustrates that research needs to focus more on B2C business 

problems. Therefore, apparel industries need to shift their focus to B2C, considering big data 

management and AI as resources that could help analyze omnichannel consumer footprints and 

aid in creating a personalized consumer database or profiles to improve business profitability 

and provide a competitive advantage. 
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Additionally, most of the techniques used in the research articles studied fall under the machine 

learning and expert systems class, which has been extensively applied at the supply chain stages 

of apparel production, fabric production, and distribution. In this domain, research articles 

published on DSSs, optimization, and image recognition classes are more or less similar in 

number. However, the least representation of these algorithms was observed at the design stage. 

It leaves the impression that there has been little focus on design-related problems and 

consequently there is huge scope for AI applications at the design stage. For instance, AI 

methods could be used to create systems that could help fashion and product designers capture 

consumer needs and preferences more accurately and conveniently. Therefore, the products 

offered could be more targeted to specific market segments. The AI methods applied in 149 

articles can be seen in Tables 5-2 and 5-3. 

Table 5-2. AI methods used at various supply chain stages and processes in journal articles (article A) 

AI Class Method/ Technique Used Supply 
chain 
stage 

Process  B2B/
B2C 

Article 
Count 

Reference 

Machine 
Learning 

BP-ANN 9 back propagation artificial neural 
network; k-means clustering; sequential clustering; 
fuzzy logic; A two-level clustering method (SOM 
network+ K-means); Naïve Bayes; Support vector 
machine; Gene expression programming (GEP); 
FCM (fuzzy clustering using MSE); Non-
parametric regression forecasting; supervised 
clustering; K-Medoids;CN2-SD; ANN regression; 
RFM modeling; Association rule; ELM (extreme 
learning machine); GA; fuzzy constraint logic 
system, fuzzy rules, fuzzy sets; feed-forward neural 
network, back-propagation algorithm; decision tree, 
classification, and regression tree, factor analysis; 
Treelearner; root mean square; Fuzzy Efficiency 
based Classifier System; Bucket Brigade 
Algorithm; neural networks using the error back-
propagation mode, e neurofuzzy engine; fuzzy 
dynamic integratedfiMgment (FDIJ); DIDT 
technique (Top-Down Induction of Decision Trees 
ID3); data mining; text mining; semantic data 
analysis;  

Apparel 
Manufact
uring 10, 
Design 1, 
Distributi
on 14, 
Fabric 
Productio
n 11 

Cutting 2; 
Dyeing/ 
Printing/ 
Finishing/ 
Inspection 
1; Finished 
Garments 
2; Retailing 
12; Sewing 
4; Spinning 
9;  

B2B/
B2C 
4, 
B2B 
25, 
B2C 
5 

34  
 
 
 
 
Available 
in article A 
 

Decision 
Support 
System 

Fuzzy logic; fuzzy association rule mining 
(FARM); classification, regression, clustering and 
association analysis; Linear optimization with 
constraints; Fuzzy inference; Fuzzy aggregation; 
adaptive-network-based fuzzy inference system 
(ANFIS); analytic hierarchy process (AHP); 
TOPSIS; 

Apparel 
Manufact
uring 4, 
Distributi
on 6, 
Fabric 
Productio
n 1,  

Finished 
Garments 
4; Retailing 
6; Spinning 
1;  

B2B 
9, 
B2C 
2 

11 Available 
in article A 
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Expert 
System 

Association rules; ES named ES-EXITUS has been 
implemented using the SSM and the DMM; fuzzy 
association rule mining; fuzzy logic; clustering and 
probabilistic neural network (PNN); hybrid OLAP-
association rule mining; ontology, semantic web, 
multiple agents; genetic algorithm; gradient descent 
optimization, fuzzy sets; Chi-square test, 
correspondence analysis; parametric cubic spline 
and bicubic surface patch, object-oriented 
technology for building the knowledge base; linear 
programming, computer-based heuristic; Semantic 
network, heuristic rules; Bézier curve models 
evolutionary model; sensitivity analysis, cognitive 
mapping technique, cluster analysis; normalization 
model; programming language used Microsoft 
Visual C++ version 4.0, rule-based expert system; 
object-oriented representation technique; t-test, 
sensory evaluation; 

Apparel 
Manufact
uring 5, 
Design 4, 
Distributi
on 8, 
Fabric 
Productio
n 9,  

Cutting 1; 
Dyeing, 
Printing, 
Finishing, 
Inspection 
5; Fashion 
Design 2; 
Finished 
Garments 
1; Retailing 
5; Sewing 
2; Textile 
Design 2; 
Weaving or 
knitting 1; 
Wholesalin
g 1;  

B2B/
B2C 
3, 
B2B 
21, 
B2C 
2 

26 Available 
in article A 
 

Optimization 

Constraint and non-constraint optimization; 
simulation-based model; fuzzy rule optimization; 
Tabu-Bees algorithm; linear approximation; 
evolutionary algorithms; genetic algorithm; Morse 
function, topological analysis; content-based 
filtering, wavelet decomposition using Haar 
transform collaborative filtering, vector correlation 
using the Pearson correlation coefficient; symbolic 
regression module; multiple regression analysis, 
extrapolative forecasting and an adaptive Holt-
Winters forecasting; 

Apparel 
Manufact
uring 4, 
Design 2, 
Distributi
on 2, 
Fabric 
Productio
n 3,  

Cutting 2; 
Fashion 
Design 1; 
Finished 
Garments; 
Retailing 2; 
Sewing 1; 
Spinning 1; 
Weaving or 
knitting 1; 
Wholesalin
g 1;  

 B2B 
11 

11  

Vision 

ANN and image processing; K-means clustering, 
Naïve Bayesian, and a multi-layered perceptron 
(MLP); NN and GA; back-propagation neural 
network (NN);  

Apparel 
Manufact
uring 2, 
Fabric 
Productio
n 3,  

Finished 
Garments 
2; Sewing 
1; Spinning 
1; Textile 
Design; 
Weaving or 
knitting 1; 

B2B 
5 

5 Available 
in article A 
 

 

Table 5-3. AI methods used at various supply chain stages and processes in conference articles (article 

A) 

AI Class Methods/Techniques Used 
Supply 

chain stage 
Process  

B2B/ 
B2C 

Article 
count 

Reference 

Machine 
Learning 

SOA-based data mining framework, 
classification, ARIMA and KNN models, 
text mining, naive Bayes classifier, SOM 
neural network, EM cluster and ELM 
(extreme learning machine) same prediction, 
SVM and AdaBoost, artificial neural 
network, case-based reasoning, supervised 
learning, self-organizing maps, principal 
component analysis, type-2 fuzzy sets, 
clustering, correlation analysis, optimal 
bandwidth selection in kernel density, 
ontology, RDF, multilayer perceptron, J48 
decision tree, k-nearest neighbor, classifier 
ripper, C4.5 and PART, neuro-fuzzy with 
subtractive clustering and genetic algorithm 
(ANFIS-GA) technique, Java, C/C++, 
Viswanathan-Bagchi algorithm, correlation, 
wavelet transform, neural network. 

Fabric 
Production 
11, 
Distributio
n 7, 
Apparel 
Manufactur
ing 9, 
Design 1,  

Weaving or 
knitting 3, 
Retailing 8, 
Spinning 5, 
Dyeing, 
printing 
and 
finishing 2, 
Finished 
Garments 
3, Sewing 
3, Cutting 
2, Textile 
Design 1, 
Fashion 
Design 1 

B2B/B2C 
2, B2B 
23, B2C 
3 

28 Available 
in article A 
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Decision 
support 
system 

Self-adaptive genetic algorithm, genetic 
algorithm, top-down and bottom-up analysis, 
dynamic optimization algorithms, maximum 
principle of Pontryaguin.  

Distributio
n 1, Fabric 
Production 
1 

Finished 
Garments 
1, Retailing 
1 

B2B 1, 
B2B/B2C 
1 

2 Available 
in article A 
 

Expert 
System 

Rule-based, rough set theory, fuzzy, case-
based reasoning, fuzzy logic, fuzzy logic 
sensory evaluation, fuzzy neural network, 
unsupervised learning, fuzzy clustering, 
genetic algorithm, approximate reasoning 
module, rule-based system shell, metric-
based fuzzy logic and artificial neural 
network, If-Then Rules for knowledge base, 
least-square regression analysis, linear 
regression, event series. 

Distributio
n 2, Fabric 
Production 
7, Apparel 
manufactur
ing 6 

Retailing 2, 
Spinning 3, 
Dyeing, 
Printing, 
Finishing 
and 
Inspection 
2, Finished 
garment 1, 
Yarn to 
Fabric 1, 
Cutting 1 

B2B 14, 
B2B/B2C 
1 

15 Available 
in article A 
 

Optimization 

Stochastic descent, list algorithm, 
evolutionary computing and genetic 
algorithm, fuzzy set, geometric analysis 
method, Mirabit algorithm, Apriori 
algorithm, heuristic methods,  

Fabric 
Production 
4, Apparel 
manufactur
ing 4, 
Design 1  

Spinning 3, 
Finished 
garments 1, 
Dyeing, 
printing 
and 
finishing 1, 
Cutting 3 

B2B 8, 
B2B/B2C 
1 

9 Available 
in article A 
 

Vision 

Conditional random fields 
(CRF), Bayesian classification, CNN based 
classifier, computer vision, classification, 
consensus style centralizing auto-encoder 
(CSCAE), Gabor filter, Gaussian kernel, 
image processing using IMAQ, median filter, 
stereovision method. 

Fabric 
Production 
4, 
Distributio
n 3  

Weaving or 
knitting 1, 
Spinning 3, 
Retailing 3 

B2B 5, 
B2C 1, 
B2B/B2C 
1 

7 Available 
in article A 
 

 

5.2.1. Concluding RQ 1 

Consequently, with the help of the first RQ, the thesis identifies the extent to which AI has been 

adopted in research to provide opportunities with big data management and improve business 

operations in apparel firms. As per the analysis provided above, the most applied AI categories 

in research related to the apparel industry have been machine learning and expert systems. It 

was observed that the techniques most used in machine learning were predictive algorithms 

such as regression and support vector machine, whereas in the case of expert systems the 

techniques most used were artificial neural networks, genetic algorithm, and fuzzy logic for 

modeling apparel supply chain problems. Certainly, limited application of algorithms such as 

deep learning and transfer learning were found. Very few research articles talked about big data 

in the area of apparel research, which indicated that the industry has not fully realized the 

potential of big data management. It also indicates that there are challenges and barriers to 

successful implementation of big data and AI, and both need to be studied in much greater 

detail. In addition, it was found that apparel supply chain stages—apparel production, fabric 

production, and distribution—and retailing received the greatest attention when applying AI 

techniques, whereas product design had the least focus. Additionally, a significant contribution 
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was noted toward B2B problems compared to B2C. Therefore, research needs to adopt a more 

B2C-centric perspective to be able to offer consumer-oriented solutions to the industry. The 

adoption of AI methods at various supply chain stages indicates that there is need of automation 

of the various supply chain operations, as it mainly due to the increase in consumer demands 

and competition that the industry is seeking agility to gain competitive advanatge (Amed et al., 

2017). 

5.3. Research Question 2 
“How can AI techniques be used to develop data-driven solutions using product-related data 

furnished by apparel product manufacturers and designers?” 

As is evident from the discussion in the previous section, AI techniques can be beneficial at 

every stage of the apparel supply chain, from the operations related to apparel design and 

manufacturing to sales and marketing of finished products, but it can have various challenges 

if employed. The future of the apparel industry is intelligent as it has innumerable sources of 

data (Nayak and Padhye, 2018). These data can be considered as valuable resources to the firm 

as they can be used for optimizing supply chain operations and generating competitive 

advantage. For instance, AI can be used to predict accurate time-to-market by integrating 

historical data and real-time weather data, agile supply chain practices can be incorporated with 

the help of instantaneous data on inventory and trend forecasting, and personalized product 

recommendations can be offered to different customer segments (Darvazeh, 2020; Dash et al., 

2019). In this context, the purpose of this research question was to provide specific 

opportunities to manage this big data using AI. Since it was found that the application of AI 

was scarce at the design stage, product-related data was used. The product-related data, be it 

the product attributes, different fabrics used for different styles, the properties of those fabrics, 

or the various styles, are a valuable source of big data. Other important sources of product-

related data are the product development experts. Since apparel is a dynamic industry with 

human intervention necessary at almost every stage, the expert’s product knowledge becomes 

a rich and valuable resource. The data related to the product is one of the most important data 

available to apparel firms that to help devise data-driven strategies that are unique and 

inimitable. Considering this, articles B and C, utilize these product-related data and apply 

different AI techniques to provide data-driven solutions in an attempt to answer RQ2. 
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5.3.1. Garment Categorizing Using Product Data 

As contemporary customers have shifted their reliance on online retail channels to make 

purchases, the need arises for powerful and intelligent systems that can recommend, 

personalize, or help the customers in making purchase decisions. Such models (DSSs) can help 

the customers in finding the right garment to match their requirements. The first step toward 

achieving this is to make the models recognize the different garment categories and 

corresponding garment attributes, which can be done with the help of product-related data 

available to the retailers. It is important to recommend the right garment to the customer as it 

directly impacts the customer’s shopping experience and their perception of the retailer itself 

(Manfredi et al., 2014). The stronger the recommendation algorithm, the better the results will. 

Moreover, classifying products based on their attributes can be beneficial for demand 

forecasting, and efficient assortment planning and comparison for retailers and producers 

(Ghani et al., 2006). In this regard, one of the opportunities identified for managing product-

related big data available in the apparel industry using one of the AI classes i.e. machine 

learning techniques, was to support the development of a classification framework. Since, there 

are many machine learning techniques available, four of them were chosen based on their wide 

applicability to similar problems. The four techniques chosen were: Naïve Bayes, decision 

trees, random forest and Bayesian forest. The intelligent classification model learns from an 

existing training dataset (details provided in section 3.3 Table 3-2) containing garment 

attributes, categories (upper wear, bottom wear, and whole-body wear garment) and sub-

categories (shirt, jeans, dress, blouse, etc.). An instance of the developed classification 

framework is shown in Figure 5-4.  

The mathematical computation of the model developed is provided to ensure repeatability. 

Managers in apparel firms can use this to customize a solution to maintain dynamic capability. 

Let us consider that the apparel product dataset X is represented by 𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑛), where 

𝑛 being the total number of instances in the dataset. Each instance is of the form (𝐹, 𝐶), where 

F is a set of product attributes represented by 𝐹 = (𝑓1, 𝑓2, … , 𝑓𝑚) and C is a set of target classes 

represented by 𝐶 = (𝑐1, 𝑐2, … , 𝑐𝑤). The set of instances 𝑋 is divided into two sets, train set 𝑋𝑡𝑟  

and test set 𝑋𝑡𝑒 . The instances in 𝑋𝑡𝑟  i.e. (𝐹, 𝐶)𝑡𝑟 are used to train the model 𝑀𝐴 i.e. the model 

to classify garment categories (upper, lower, and whole). Similarly, models 𝑀𝑈, 𝑀𝐿, and 𝑀𝑊 

are trained to classify garment sub-categories belonging to upper, lower, and whole-body 
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garments, respectively. The datasets used for training these models are as explained in article 

B. 

 

Figure 5 4. Classification framework developed using product data (article B) 

Following this, the test set 𝑋𝑡𝑒  was used to integrate the functionality of the trained models. In 

this case, the set of features 𝐹𝑡𝑒 from (𝐹, 𝐶)𝑡𝑒  was used. When the first instance from 𝐹𝑡𝑒 is 

given to model 𝑀𝐴, it makes a decision 𝑑𝑖
𝐴 among the class probabilities 𝑃𝐴  = (𝑝1, 𝑝2, … , 𝑝𝑟), 

and the final decision is made using the following formula: 

 𝑑𝑖
𝐴 = 𝑗 ∃ 𝑝𝑗 =  max(𝑃𝐴)  

Depending on the decision 𝑑𝑖
𝐴, the instance 𝐹𝑡𝑒 passes through one of the classifiers from 𝑀𝑈, 

𝑀𝐿, and 𝑀𝑊, where M signifies classifier, subscript indicates the respective dataset U, L, or W. 

If 𝑑𝑖 is lower (L), then 𝑀𝐿will be utilized for making further classification of the instance and 

make a decision (𝑑𝑖
𝐵)𝐿 from the class probabilities in (𝑃𝑘

𝐵)𝐿 = (𝑝1, 𝑝2, … , 𝑝𝑙), where 𝑙 is the 

number of target classes in the lower body garment categories, as explained below: 

 (𝑑𝑖
𝐵)𝑗  = {

𝑘 ∃𝑝𝑘
𝐵 = max((𝑑𝑖

𝐵)𝑗)

{𝑘, 𝑙}∃𝑝𝑘
𝐵 = max

1
(𝑑𝑖

𝐵)𝑗 , 𝑝𝑙
𝐵 = max

2
(𝑑𝑖

𝐵)𝑗 

 𝑖𝑓 max
1

(𝑑𝑖
𝐵)𝑗 − max

2
(𝑑𝑖

𝐵)𝑗 > 𝑡ℎ

otherwise
 

where, max
1

((𝑑𝑖
𝐵)𝑗) represents the maximum number in (𝑑𝑖

𝐵)𝑗, and max
2

((𝑑𝑖
𝐵)𝑗) represents the 

second highest number in (𝑑𝑖
𝐵)𝑗. The accuracy of the model is calculated by checking whether 

the final label is same as the class 𝐶 in the test data set, i.e. if 𝐶 ∈ (𝑑𝑖
𝐵)𝑗. Hence, the resultant 

class provided by the model is given by (𝑑𝑖
𝐵)𝑗. 
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The operation of the developed system is as follows. When subsystem 1 receives a string of 

garment attributes, it will first try to label the data instance into one of the three target classes: 

upper, lower, or whole-body garments. The class with the highest probability will be considered 

to be the resultant label from subsystem 1. If the label of the new set of data was lower-body 

garment, the string of garment attributes will now pass through the second subsystem. Since it 

has already been determined that it is a lower-body garment, the classifier trained with dataset 

L will get activated and try to further label the data instance into a specific lower garment sub-

category. In this case, the classifier will compute the probabilities of all the lower garment sub-

category classes and compare these values to a pre-set threshold value. Based on this value, 

subsystem 2 will decide the label of the new data instance. For instance, the classifier may label 

the data instance “trousers” as it had the highest probability. In another case, where two labels 

have equal or very close probabilities at subsystem 2, then if the classifier delivers the class 

with the highest probability—even though the difference between the two values may be as low 

as 0.1—the classification result can be considered to be biased. This would mean that even 

though the new data instance was close to more than one type of lower garment sub-category, 

the classifier does not handle this ambiguity well. Consequently, having subsystem 2 provide 

probabilities of these two classes, instead of a single predicted class, can help reaching an 

intelligent decision, in turn improving the model accuracy for future data instances.  

 

Figure 5-5. Accuracies at different thresholds for a) Naïve Bayes, b) decision tree, c) Bayesian forest, 

and d) random forest (article B) 
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In this way, the system becomes equipped to handle ambiguous cases, which can occur 

frequently in a large dataset, given the complexity of an apparel product. The model accuracy 

achieved by the four algorithms is shown in Figure 5-5. 

 

5.3.2. Product Design Rules Development Using Expert Knowledge 

Utilization of the latest digital technologies to manage and use big data and extract knowledge 

from industry experts is an important and popular topic of research within the context of the 

apparel industry (Griva et al., 2018; Wong, W.K., Zeng, X.H. and Au, 2009). With the help of 

the experts’ knowledge, the current supply chain processes can be automated which in turn will 

help in bringing agility to the supply chain. One such expert’s knowledge was captured with 

the help of sensory evaluation, and this knowledge was modeled using a fuzzy logic AI 

technique. The relationships between the inputs and outputs information in the fuzzy proposed 

system are described as linguistic variables, which are more flexible and realistic in reflecting 

real-world situations. The proposed DSS has a potential application in digital prototyping and 

the development of products. The purpose of the system is to provide aid to the human resources 

working in the supply chain in making quick decisions for complex problems. This is also 

another opportunity with AI for apparel firms to create design rules that can be integrated into 

the existing recommendation or product development systems. 

The basic architecture of the FIS is shown in Figure 5-6. The system helps the product designer 

to select an appropriate fabric, supporting product conceptualization and development in the 

apparel industry. Moreover, a graphical user interface was created for easy depiction of the 

inference system, as shown in Figure 5-7. 

 

Figure 5-6. Fuzzy inference system using product-related data from the apparel industry (Article C) 
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Figure 5-7. Graphical user interface for fabric selection, FIS 1 (left) and FIS 2 (right) (Article C) 

For instance, when a user enters the input values as depicted in Table 5-4 and clicks the find 

fabric button, the system provides a value between 1–8 that corresponds to the fabric closest to 

the user’s requirements. 

Table 5-4. Inputs for the graphical user interface or FIS 1 and FIS 2 

FIS # Inputs Sensory descriptors Membership 
function range 

 
 
 

1 

Type of Garment Top wear, Bottom wear 0–1 
Occasion of wear Casual, Work, Sport, Party 0–4 
Season Spring, Summer, Autumn, Winter 0–4 

Style themes Trendy, Preppy, Hipster, Feminine, 
Edgy, Elegant, Casual, Boho, 
Athletic 

0–9 

 
 
 
 

2 

Fabric handle: Soft-Hard Extremely soft, soft, slightly soft, 
intermediate, slightly hard, hard, 
extremely hard 

0–7 

Fabric handle: Rough-Smooth Extremely rough, …, Extremely 
smooth 

0–7 

Fabric handle: Compact weave-Loose 
weave 

Extremely compact weave, …, 
Extremely loose weave 

0–7 

Fabric handle: Light weight-Heavy 
weight 

Extremely lightweight, …, 
Extremely heavy weight 

0–7 

Output Fabric Wool Barathea, Cotton Mousseline, 
Linen Heavy, Polyester Chiffon, 
Wool Basketweave, Silk with 
elastane, Linen Holland, and 
Polyester Sateen 

0–8 
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5.3.3. Concluding RQ 2 

The aim of the second RQ was to establish how AI techniques could be used to devise data-

driven solutions using product-related data in the apparel supply chain. According to the 

discussion provided in the last two sections, the thesis identifies two opportunities to manage 

product-related big data using machine learning and DSSs for the managers in apparel firms. 

The two articles B and C use these AI techniques to manage and analyze the collected data and 

provide data-driven solutions. Both approaches contribute toward the automation of supply 

chain operations that can help provide customers with products that closer meet their needs. 

This also answers the part regarding the overall purpose, i.e., “seeking opportunities with big 

data management using AI solutions.” With the help of these solutions, apparel firms can 

automate some operations to instill organizational agility. 

5.4. Research Question 3 
“How can big data assist in providing personalized offerings to customers through apparel e-

commerce retailers?” 

As important as AI is for all stages of the apparel supply chain, its importance for online 

channels is increasing enormously (Pantano et al., 2017; Pantano and Viassone, 2015; 

Sundström, 2019). With the advent of digitalization and the internet, there has been a rampant 

increase in purchases through online retail channels (Hagberg et al., 2016). Retail channels, at 

least in the traditional ready-to-wear sense, are the sole point of interaction with customers. 

These are the touchpoints that hold the utmost value as the experience the customer has during 

this interaction decides the future relationship between the customer and the retailer. These 

interactions are also a rich source of data related to the costumers’ preferences and can be used 

to draw insights helpful in building an agile supply chain and enhancing the customer 

satisfaction (Cao, L. and Li, 2015). In this context, the purpose of the third RQ was to establish 

how big data could help apparel e-commerce retailers to provide personalized services, thereby 

improving the customer satisfaction. The appended article D examined the use of customer data 

for providing personalized services while holding the argument that the e-retailers need to shift 

their focus beyond the product and provide personalized services to the customer. The rationale 

was that since the customer interacts with the product much later during the shopping process 

i.e. post-delivery, it is important to hold the customer’s attention with the help of services during 

their shopping process through an online retail channel. The effective use of big data 
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management and other organizational resources can assist apparel firms in improving their 

offerings and maintaining a competitive advantage. 

5.4.1. Customer Satisfaction through Personalized Services on e-commerce 

Platforms 

In a digital world, where a customer can make a purchase even through social networking 

mediums such as Instagram or Facebook, the apparel retailers need to provide customers with 

more than just a product. Customers seek value in personalized experiences and expect its 

occurrence much earlier in the shopping process (Bilgihan et al., 2016; Walsh and Godfrey, 

2000). To do this, managers need to identify opportunities and challenges to make timely and 

market-oriented decisions that also favor customers. Moreover, they need to respond to rapid 

changes in the competitive environment. For this, firms may need to develop flexible strategies 

grounded in big data management and AI (Akter et al., 2016). 

Personalizing services involves knowing how to connect the customer with the product and by 

extension the firm, as early as the customers’ initial search for a product. Providing such a level 

of personalization is challenging and requires extensive domain experience in product, service, 

and order management with expert knowledge of digital business to evaluate the existing 

technical outlook, recognize gaps, and surface opportunities. Using and managing the data 

collected by businesses on the internet with the help of AI is one possible way of achieving the 

expected level of personalization. This data can be used to deduce optimal shopping scenarios, 

create urgency to purchase and deliver the service personalization and convenience that 

customers’ demand and which inherently drives perceived value. The probability of re-purchase 

is greater if the retailer succeeds in providing something unique and of value to the customer. 

In this regard, Figure 5-8 presents a model that portrays the essential ingredients required in 

providing personalized services using big data during the shopping journey by an apparel e-

commerce retailer. The theoretical framework is built on satisfaction through personalized 

services as the principle of middle-range theory, which bridges the customer perceived value 

theory with empirical evidence. The empirical evidence suggests that a customer requires that 

the business should also focus on personalized services in a way that it improves fulfillment. 

Combining the findings from the empirical evidence and ideas from the theory, three 

foundational premises are provided (as shown in Figure 5-8). It is suggested that the apparel e-

commerce retailers should shift their focus beyond the product to services, where the model 

presented can be used as a reference. This is in line with the firms competing at a global level, 
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striving to bring a competitive advantage that can sustain increasing customer demands. Adding 

a personalized service perspective to the e-commerce business strategy will support providing 

unique experiences and increase overall value to the customer. A fine-tuned and unique 

shopping experience can go a long way to ensuring customer satisfaction and building loyalty 

in new and returning customers. Regardless of the various changes in the industry, it remains 

evident that personalizing customer service in a way that improves fulfillment will always be 

relevant for a successful customer experience strategy. 

 

Figure 5-8. A conceptual model for viewing and using personalized services 

5.4.2. Concluding RQ3: 

The aim of the third research question was to establish how big data could help apparel e-

commerce retailers in providing personalized offerings to its customers. According to the 

discussion provided above, efficiently incorporating big data management in devising business 

strategies could help in providing personalized services and as such, improve the customer 

experience. Big data management using AI could help managers react faster to changing 

customer demands and market fluctuations. Moreover, it could help to make the online 

shopping experience smoother for the customer. A supply chain manager who converts the 

existing data into knowledge and perceives it to be an important capability can gain competitive 

advantage by providing customers with personalized services. Such a data-driven supply chain 
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can be maintained with the help of AI techniques. Herein, another opportunity is provided for 

apparel e-commerce retailers with big data management. 
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6.  Implications and discussion 
In the previous chapter, a synthesis of the findings from the four appended articles is presented 

as the results of the thesis. In this chapter, building on those findings that address the research 

questions, diverse implications are provided for the apparel supply chain, and for practitioners 

who are interested in adopting big data management and AI solutions. 

6.1.  Implications for Practice 
The opportunities presented in this thesis are for those managers who are increasingly interested 

in big data management using AI solutions and perceive it to be a tool that can be used to 

provide personalized products and services to customers. With the help of the discussion 

presented in Chapter 5 for elaborating on the research questions and fulfilling the overall 

purpose, several implications for practice can be presented: 

1. The findings of this thesis point out that big data management can assist apparel firms in 

creating additional value and support the organizations agility ambitions. It can help firms 

satisfy their customers with personalized products and services and maintain their 

competitive edge. To support this, the theoretical framework presented in article D can be 

used as a reference. However, managers in the firms should not overlook the challenges that 

accompany big data and AI. It is important to consider both the technical and managerial 

capabilities required by the firm to create sustainable competitive advantage using big data 

and AI. 

2. The opportunities and gaps identified in article A provides a road map for apparel firms. 

Using this map, they can find the appropriate AI techniques that they can use at different 

supply chain stages for tackling various B2B and B2C business problems. 

3. The big data management solution presented in article B can be helpful for apparel retailers 

and producers. Every garment retailer and/or production house collects similar data related 

to garments i.e. garment categories and attributes. In addition, these is also data that can be 

collected from the product pages of the e-commerce websites. The data obtained from these 

sources can be used to create product profiles based on the attributes used in various 

garments. These profiles can then be used to classify the data based on the methodology 

described in article B. Such a classification can have various applications such as in 

improving the existing recommendation algorithms by providing words instead of images 

and enhancing the parsing algorithms. These applications can further help managers to 

provide personalized product recommendations to customers. 
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4. The data-driven fabric selection solution presented in article C can be employed during 

conceptualization of a garment at the product development stage. Here, the developed 

solution is built on data extracted from expert knowledge, which is unique to every 

organization and can be utilized to populate the model for use by a specific firm. The 

proposed DSS can provide aid to the human resources working in the supply chain in 

making quick decisions for complex problems. Moreover, it is also an example that can be 

used by managers to show that big data management and AI solutions are there to support 

them in performing various operations, which is a challenge that apparel firms often face 

while making decisions regarding automation (Abd Jelil, 2018). 

However, managers should be aware of the fact that some differences may emerge, depending 

on the particular big data solutions in which they want to invest, and depending on the structure 

of the particular organization and their specific business problems. There are some open 

challenges related to identifying and replicating the best big data management solution practices 

that could enhance financial performance, which still have to be overcome (Ji-fan Ren et al., 

2017). Hence, directing managerial attention first toward generating actionable business goals 

to increase business value and then toward customer satisfaction could be an effective way of 

channeling the overwhelming amount of data toward operational objectives, without 

immediately targeting financial performance. 

6.2.  Discussion 
In its aim to investigate whether apparel firms could improve business operations using big data 

and AI, and provide opportunities with big data management using AI, this thesis commences 

by accentuating the importance of big data and AI in the apparel supply chain. Further, it goes 

through the existing literature related to the supply chain, big data, AI with the apparel industry 

as the central theme and managerial theories applied in the context of big data. Finally, after 

providing a summary of the appended articles, a synthesis of the findings of these articles is 

presented to answer the three research questions and the overall purpose. 

This thesis provides knowledge on different AI techniques that can be applied at various apparel 

supply chain stages to automate business operations and achieve agility during rapidly changing 

market trends and business environments. It founds a general lack of applicability of AI on data 

related to the product and the customer. Thus, two opportunities were identified to use AI 

techniques to build data-driven solutions that could help the apparel supply chain provide its 
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customers with products that were closer to their specific needs. The first solution was a 

classification framework developed using four machine learning techniques (an AI sub-class), 

Naïve Bayes, decision trees, random forest, and Bayesian forest. To select the best algorithm, 

the performance was calculated, and it was found that random forest achieved the highest 

accuracy among all the algorithms. This model can be integrated with existing recommendation 

systems or used to create a new one to provide personalized recommendations to customers. 

The second solution is was a DSS developed using fuzzy logic, an AI technique. This solution 

helps in choosing an appropriate fabric depending on the needs of the user. This type of model 

can be integrated with product configurators and/or used internally by the product development 

department to provide customized garments. Finally, the thesis provides a model for apparel 

retailers to assist them in using big data to deliver personalized services to its customers. This 

model was built using the evidence found in the industry and in research and provides proposals 

for apparel retailers aiming to deliver personalized services to its customers. 

The big data management solutions presented in this thesis demonstrate the opportunities for 

apparel firms to look into its supply chain to identify big data resources that are valuable, rare, 

and inimitable, and use them to create data-driven strategies and establish dynamic capabilities 

to sustain the organization in an uncertain business environment. With the help of these data-

driven strategies, apparel firms can produce garments smartly to provide the customers with a 

product that is closer to their specific needs, and as such drive sustainable consumption and 

production practices. 
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7.  Future Research and Recommendations 
This chapter highlights the limitations of the present research work, based on which suggestions 

for future research directions are made. 

Recalling the theoretical backdrop of this thesis, it is noteworthy that building dynamic 

capabilities on existing resources is a complex and iterative process. It requires for the firm to 

recognize and evaluate its resources thoroughly before using them in establishing capabilities 

and it is a long process. Similarly, the research conducted in this thesis is only a steppingstone 

in the direction of making a self-reliant apparel supply chain. The scope of this thesis was 

limited to big data management and AI, whereas it could be interesting to integrate other 

upcoming digital technologies including but not limited to virtual reality, augmented reality, 

the internet of things, and block chain technology. In addition, the thesis focused on the RBV 

and the DCV by using the VRIO framework to evaluate the different data-driven solutions. 

However, there are other promising managerial frameworks that might uncover other 

interesting managerial implications. The thesis did not study several important management 

issues accompanying big data such as security, surveillance, organizational climate, 

technological structure, high cost, and variety. These, encapsulated in this thesis, pose a 

particularly promising future research avenue. 

The work done in article B can be extended by incorporating product images and bringing in 

data from more sources to strengthen the classification framework. The classification 

framework developed showed promising results with a satisfactory accuracy achieved by the 

various algorithms. However, considering the availability of other much faster machine 

learning algorithms and advanced machines, fine-tuning the algorithm could be an area of 

research to improve accuracy and computational time. Moreover, additional data or a larger 

dataset could be used to improve the learning of the model. Similarly, the design rules 

developed in article C could be further developed with the help of additional data. Further 

investigation could be done to examine the impact on an organization’s structure and 

capabilities with the adoption of these kinds of data-driven strategies. 

The conceptual model in article D suggesting personalized services as a middle-range theory to 

enhance customer perceived value could be tested with empirical data from different 

businesses, not restricted to the apparel industry. The focus of this article was the development 

of a conceptual model using theory and empirical evidence. One of the limitations of this study 

concerns verification from case studies. Even the most detailed narratives are usually a 
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simplification of what was communicated, and even though the transcripts from the cases were 

rich, I chose to present few quotes and took them of the context of the narratives. It is therefore 

likely that a revisiting of the data would reveal other issues and aspects of the data. However, 

as the study focuses on conceptualization and is theory-driven, this limitation was deemed 

appropriate. One of the future directions would be to undertake more in-depth empirical 

research supporting the model suggested. 

It is evident from the article A that the apparel sector still lacks an integrated platform for data 

sharing and communication among its stakeholders and consumers. An integrated platform has 

become a necessity to quickly respond to customers’ growing needs and preferences and 

improving consumer satisfaction and loyalty. AI has a lot of potential to create and maintain 

such a platform. This platform could help the industry to provide interactive communication, 

and improved supply chain organization, leading to a digitally connected supply chain. If the 

apparel industry can successfully adopt the aforementioned AI techniques, it would be easier to 

integrate B2B and B2C processes, leading to a sustainable business orientation of B2B2C. This 

will be fully achievable only when the apparel industry embraces the ‘FAIR’ data principles 

(Boeckhout et al., 2018) in strategizing their business. 

Finally, the data and conceptual models proposed in this thesis can be generalized to be applied 

in other fast-moving consumer goods such as packaged foods, mobile phones, and similar 

products. In summary, the work of this thesis meets the scope of its ambitions and expands 

multiple research horizons. 
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ABSTRACT The enormous impact of artificial intelligence has been realized in transforming the fashion and
apparel industry in the past decades. However, the research in this domain is scattered and mainly focuses
on one of the stages of the supply chain. Due to this, it is difficult to comprehend the work conducted in
the distinct domain of the fashion and apparel industry. Therefore, this paper aims to study the impact and
the significance of artificial intelligence in the fashion and apparel industry in the last decades throughout
the supply chain. Following this objective, we performed a systematic literature review of research articles
(journal and conference) associated with artificial intelligence in the fashion and apparel industry. Articles
were retrieved from two popular databases ‘‘Scopus’’ and ‘‘Web of Science’’ and the article screening
was completed in five phases resulting in 149 articles. This was followed by article categorization which
was grounded on the proposed taxonomy and was completed in two steps. First, the research articles were
categorized according to the artificial intelligence methods applied such as machine learning, expert systems,
decision support system, optimization, and image recognition and computer vision. Second, the articles were
categorized based on supply chain stages targeted such as design, fabric production, apparel production, and
distribution. In addition, the supply chain stages were further classified based on business-to-business (B2B)
and business-to-consumer (B2C) to give a broader outlook of the industry. As a result of the categorizations,
research gaps were identified in the applications of AI techniques, at the supply chain stages and from a
business (B2B/B2C) perspective. Based on these gaps, the future prospects of the AI in this domain are
discussed. These can benefit the researchers in academics and industrial practitioners working in the domain
of the fashion and apparel industry.

INDEX TERMS Artificial intelligence, big data analytics, machine learning, expert systems, fashion and
apparel industry.

I. INTRODUCTION
Fashion and apparel (F&A) industry is one of the largest
economies contributing 38% to the Asia Pacific, 26% to
Europe and 22% toNorthAmerica [1]. According to Business
of Fashion, (2019), F&A sales are projected to grow by
7.5% and 5.5% in the Asia Pacific and Europe respectively.
F&A is also one of the largest waste producers globally [3]
because of problems like overproduction and product returns.

The associate editor coordinating the review of this manuscript and
approving it for publication was Zijian Zhang.

The principal reason behind this is the consumer’s dis-
satisfaction with the products offered by the industry in
terms of size, color, and style. Hence, it is essential for
the industry to become customer-centric for successfully
regulating environment-friendly manufacturing practices.
Consequently, it is important that the industry adopt sus-
tainable production practices to alleviate waste production
and management. One of the ways of achieving this can
be by taking advantage of emerging Artificial Intelligence
(AI) techniques for creating a sustainable digital supply
chain [4].
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In the past decades, AI has transformed many industries
like health, transportation, and manufacturing due to its capa-
bility to solve problems using conventional mathematical
models [5]–[7]. The application of AI has been recognized
in the F&A industry at various stages such as apparel design,
pattern making, forecasting sales production, supply chain
management [8], [9].

With the emergence of globalization and digitalization,
AI has gained attention to connect businesses globally. In the
last decade, the F&A industry has utilized AI to a certain
extent for improving supply chain processes like apparel
production [10], fabric inspection [11], distribution [12]. This
was important as the F&A industry is volatile and it is always
challenging to quickly respond to change in trends and con-
tinuously evolving consumer’s demands.

An additional impact of digitalization is noticed in con-
sumer behavior in the F&A industry. The increase in aware-
ness and advent of new offline and online mediums has
changed the contemporary consumer’s decision-making pat-
tern, influenced by the various online and offline medi-
ums [13]. It is, therefore, important to create digital platforms
for efficient requirements elicitation and collection. This can
be attained by utilizing the benefits accompanied by Informa-
tion technology (IT), Artificial intelligence (AI) techniques,
big data analytical tools and other current technologies [14].

Evidently, the F&A industry is one of the most dynamic
industries with new data being generated every time a new
garment is designed, produced and sold [15]. However,
the industry still lacks the extensive adoption of AI methods.
The industry is still using computational tools based on clas-
sical algorithms and modern AI techniques are confined to
academic research. Hence, it is a requisite for the industry to
adopt new AI techniques to have a competitive advantage and
improve business profitability. To do this, it is indispensable
to have a consolidated description of different AI techniques
used in research to target various business problems in the
F&A supply chain.

After scrutinizing the extant literature in this domain,
we encountered a few review articles, where the focus was
on either AI or supply chain in F&A. For instance, the review
conducted in [8] shows categorization of research articles on
the basis of four operation processes in the apparel industry:
apparel design, manufacturing, retailing, and supply chain
management. This study presented the limitations of aca-
demic research that hinders the application of AI methods
at an industrial level and also found that the F&A indus-
try received less recognition from AI research groups. The
work represented in [16] was restricted to AI algorithms,
‘‘Decision support systems’’ and ‘‘Intelligent systems’’ in
the textile and apparel supply chain. In addition, this study
only considered journal articles for the review. In contrast to
these two reviews, the review carried out in [17] focuses on
‘‘Data mining and Machine learning models’’ implemented
in the textile industry. According to this study, classification
techniques were applied more frequently as compared to
clustering techniques.

Despite valuable contributions to the previous literature
reviews, when observed, none of the reviews studied the
overall impact of AI in the F&A industry. In addition, there is
a need to have a broader outlook of AI techniques employed
for improving business operations at different supply chain
stages. Furthermore, no study emphasized on defining the
F&A supply chain stages according to the business perspec-
tive. Every business is composed of Business-to-Business
(B2B) and Business-to-Consumer (B2C) transactions. In a
traditional business setting, every personnel involved in busi-
ness operations has knowledge confined to a specific domain.
However, with the proliferation of AI technology, the com-
plexity of business operations has risen, making it important
for individuals (industrial researchers, academic researchers,
managers) to have interdisciplinary knowledge.

By segregating the supply chain operations into B2B and
B2C, the purpose is to provide a roadmap for individuals who
are willing to expand the horizon of their expertise to help
the F&A industry in improving their business models and
profitability.

The objectives of this study are threefold. First, to do an
in-depth analysis of the ongoing trend of AI in the F&A
industry over the last decades. For this, no time constraint
was introduced while retrieving the articles from scientific
databases. Second, to understand the exploitation of AI tech-
niques employed at various F&A chain stages. This is to
examine the industrial transformation from a technical per-
spective. Third, to comprehend the utilization of AI tech-
niques with a business perspective in F&A supply chain.
Hence, this paper addresses the following research questions:

RQ1. What is the impact of Artificial Intelligence on F&A
Industry over the past decades?

RQ2. Where have the AI methods been applied in F&A
supply chain?

RQ3. To what extent has research addressed the supply
chain problems from a B2B and/or B2C perspective?

In this direction, this research aims to conduct a systematic
and comprehensive literature review of AI methods applied
in the F&A industry in the past decades. This study is viable
for an independent researcher to understand AI trend in F&A
irrespective of their domain. Another important attribute of
this work is the consideration of all journal and conference
publications, which is rarely found in other review studies.

The remaining article is organized as follows: Section II
outlines the research framework for conducting the system-
atic literature review. Section III describes the steps involved
in the article screening process. Section IV represents the
taxonomy proposed for the classification of AI methods
and F&A supply chain. This is followed by section V that
discusses the analysis and findings of the review process.
SectionVI andVII present the research gaps identified, future
implications, conclusion, and limitations.

II. RESEARCH FRAMEWORK
In an attempt to answer the research questions, this study
presents a systematic literature review (SLR) focusing on
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FIGURE 1. Systematic literature review: Research framework.

TABLE 1. Competencies of researchers.

artificial intelligence methods applied in the F&A industry.
An SLR methodology was chosen to make the research more
rational, transparent and reproducible [18].

Based on the research focus, the methodology adopted
is shown in Figure 1. The review process commenced with
collecting and preparing data from scientific databases. Sub-
sequently, articles were selected in five phases (depicted in
Figure 2), strictly adhering to the inclusion and exclusion
criteria defined in table 4 and 5. Finally, the selected articles
were considered for classification (described in section IV)
and further analysis complying with the research questions.
There were two researchers involved in the entire review
process and one expert researcher for the validation of the
classification process. The competencies of each researcher
can be seen in the following Table 1.

III. ARTICLE SCREENING PROCESS
The article screening process is presented in Figure 2. It is
comprised of three steps, namely article retrieval, article
selection, and information extraction.

TABLE 2. Synonyms of the targeted search keywords.

A. ARTICLE RETRIEVAL
This section discusses the steps involved in article retrieval,
which is the initial part of the article selection process. The
first step was to choose the databases to conduct the SLR.
Two popular scientific databases, Scopus and Web of Sci-
ence, were selected because of their popularity in academia.
In addition, these databases index most of the journals
and conference proceedings. Especially, most of the work
in this research’s domain is also indexed in these two
databases [19], [20].

This was followed by formulating the search string, which
included all the synonyms related to artificial intelligence and
the F&A industry (shown in Table 2). The final search string
defined for both the databases are as follows:

1) SEARCH STRING FOR SCOPUS
TITLE-ABS-KEY ( (‘‘Machine learning’’ OR‘‘deep

learning’’ OR ‘‘data mining’’ OR ‘‘artificial intelligence’’
OR ‘‘data analytics’’ OR ‘‘expert system’’OR ‘‘knowledge
system’’ OR ‘‘intelligent system’’ OR’’decision support
system’’) AND ( ( fashion OR garment∗ OR apparel∗ OR

cloth∗ OR textile∗ ) industry∗ ) ) AND ( LIMIT-TO
(LANGUAGE, ‘‘ENGLISH’’ ) ) )

2) SEARCH STRING FOR WEB OF SCIENCE
TS = (((‘‘Machine learning�� OR ‘‘deep learning’’ OR
‘‘data mining’’ OR ’’artificial intelligence’’ OR ‘‘data

analytics’’ OR ‘‘expert system’’ OR ‘‘knowledge system’’
OR ‘‘intelligent system’’ OR ‘‘decision support system’’)
AND ( ( fashion OR garment∗ OR apparel∗ OR cloth∗ OR

textile∗ ) industr∗ ) ))

Refined By: LANGUAGES: (ENGLISH)

where,
TITLE-ABS-KEY/ TS = Title, Abstract, and Keywords
AND/ OR = Boolean operators to connect different

keywords

∗ = used for loose/approximate phrase

‘‘ = used for exact phrase
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FIGURE 2. Article screening process.
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TABLE 3. Extracted documents.

TABLE 4. Inclusion criteria.

TABLE 5. Exclusion criteria.

The execution of these search strings on Scopus and
Web of Science yielded 768 and 251 articles (total
articles 1019) respectively. The different document types are
shown in Table 3. In Scopus, the research articles were found
from a time-period of 33 years (1989-2018).Whereas onWeb
of Science, the time period was of 18 years (1991-2017).
It should be noted that no time constraint was applied while
searching for articles as the aimwas to study all the work done
in the research domain, fulfilling the goal of RQ1. The article
selection process was carried out using certain inclusion and
exclusion criteria enumerated in Table 4 and 5.

B. ARTICLE SELECTION
This section describes the rigorous screening process
employed by the two researchers involved in order to select
the articles relevant to address the research questions. The
screening included five phases as shown in Figure 2. In the
‘Phase 1’, the articles were filtered by document type in
accordance with inclusion criteria 2 and exclusion criteria 1,

resulting into 684 articles in Scopus and 203 articles inWeb of
Science (total articles 887). In the ‘Phase 2’, the articles from
both data sets were merged into one and redundant articles
were eliminated, reducing the articles to 527 from journals
and 192 from conference proceedings (total articles 719).
In the ‘Phase 3’, initial screening was carried out by analyz-
ing the ‘‘Title-Abstract-Keywords’’, conforming to inclusion
criteria 3 & 4 and exclusion criteria 3. The initial screening
was conducted in two sub-phases. First, the two researchers
analyzed articles according to their competencies. Second,
the two researchers cross-validated the analysis based on
their major competencies (refer to Table 1). At this stage,
the number of articles decreased to 298 from journals and
137 from conference proceedings (total articles 435).

Similarly, considering the same inclusion and exclusion
criteria in the ‘Phase 4’, the two researchers first studied
and analyzed the ‘‘Full text’’ of the articles, and then cross-
validated the analysis based on their major competencies
(refer Table 1). While accessing the full texts, a few con-
ference articles were encountered having published only
abstracts. Such abstracts were excluded from the study.
At this point, the number of remaining articles were 123
from journals and 98 from conference proceedings (total
articles 221).

Lastly, in the ‘Phase 5’, the articles were scanned based
on the exclusion criteria 4. The rationale was to include
studies where the conceptual AI model was implemented
and empirically validated. The final count of the articles was
87 from journals and 62 from conference proceedings (total
articles 149). In all the phases, the articles were excluded
based on the consensus between the two researchers.

The final 149 articles were considered for the classifica-
tion based on supply chain stages, applied artificial intelli-
gence techniques, and business perspective: B2B and B2C.
To accomplish this, different stages in F&A supply chain
and classes in AI (explained in detail in section IV) were
defined. Further, the F&A supply chain stages were cate-
gorized into Business-to-Business (B2B) and Business-to-
Customer (B2C). This classification was important to get a
clear outlook of the different AI classes applied at the F&A
supply chain stages to address the research questions as this
would help to identify opportunities with AI to accomplish
business-related problems in F&A industry.

C. INFORMATION EXTRACTION
This section discusses the process followed for extracting
information and classifying the selected articles based on
supply chain stages, artificial intelligence classes, B2B and
B2C to address our research questions RQ1, RQ2, and RQ3.
The 149 articles were thoroughly examined to extract the
following information:

1) Applied AI class and algorithm
2) Supply chain stage under study
3) Business perspective: B2B and B2C
4) Research gaps Identified

95380 VOLUME 7, 2019



C. Giri et al.: Detailed Review of Artificial Intelligence Applied in the Fashion and Apparel Industry

FIGURE 3. Article classification based on research questions.

The article classification conforming to the research
questions is represented in Figure 3. As it can be seen,
RQ1 is focused on understanding the overall trend of AI
in the F&A industry. Hence, the focus of the screen-
ing process was limited to those articles discussing the
implementation and execution of AI techniques in the
F&A industry. To acknowledge RQ1, AI techniques were
divided into five categories: Machine Learning, Deci-
sion Support System, Expert System, Optimization, and
Image Recognition & Vision. The algorithms considered
under each class are discussed in section IV.B. While
extracting information, these classes were assigned to the
articles.

RQ2 is aimed at identifying the various stages in the supply
chain at which the AI method was employed. Hence, dur-
ing the information extraction stage, the supply chain stage
under study was recorded. To acknowledge RQ2, the supply
chain stages were classified as Design, Fabric Production,
Apparel Production, and Distribution. The processes consid-
ered under these stages are shown in Figure 4. While extract-
ing information, the articles were assigned these supply chain
stages.

RQ3 aims to understand the extent of business prob-
lems being a focus of research studies. To do this,
the supply chain stages identified were further catego-
rized from a business perspective into B2B and B2C (dis-
cussed in detail in section IV.A and Table 6). These classes
were allocated to the research articles during information
extraction.

This classification of research articles was verified with
the help of an expert researcher actively involved in research
related to artificial intelligence and F&A industry from the
past two decades. The competency of the expert researcher is
also mentioned in Table 1.

TABLE 6. B2B and B2C activities in the F&A industry.

IV. ADOPTED STRUCTURE FOR CLASSIFICATION OF
ARTICLES
This section elucidates the structure of the fashion and
apparel supply chain and attempts to cluster different sup-
ply chain stages into B2B and B2C. This is discussed in
sub-section IV.A, which proposes a taxonomy to address
RQ 2 and RQ 3 respectively. Similarly, AI techniques were
assembled into five classes as explained in the sub-section
IV.B to propose a taxonomy to address RQ 1.

A. PROPOSED TAXONOMY OF FASHION & APPAREL
SUPPLY CHAIN STAGES
The fashion and apparel supply chain is a complex network of
various actors designated worldwide. It deals with a diversity
of rawmaterials: fiber, yarn, fabric, dyestuff, and other chem-
icals, and the related processes are broadly classified into
four stages: design, fabric production, apparel production,
and distribution as shown in figure 4. Traditionally, the supply
chain follows a push system [21], where the brand owners or
retailers (buyer) provide the manufacturers with information
like the design or technical specification of the fabric and
garment to be produced, the volume of the products, sizes in
which the garment is to be produced. The fabric and garment
producers follow the instructions to create samples, which
upon approval by the buyer are converted into finished fabric
and garment respectively. Usually, the finished fabrics are
the raw material for the apparel production process. Finally,
the finished garments are transported to a wholesaler or
retailer. In the case of the wholesaler, there is another actor,
which acts as a distributor between the consumer and the
wholesaler. On the other hand, in the case of the retailer,
the garments are sold through one or more channels, for
instance, brick & mortar stores, web-shops (e-commerce),
departmental stores, multi-brand retailers.

The designers employed by retailers are responsible for
creating collections based on the current market and trend
analysis. In most scenarios, retailers do not own any produc-
tion house and play an important role to bring the products
into the market. Hence, in the conventional supply chain,
all the actors from design up to retailers/brand owners are

VOLUME 7, 2019 95381



C. Giri et al.: Detailed Review of Artificial Intelligence Applied in the Fashion and Apparel Industry

FIGURE 4. Stages in F&A supply chain.

considered as Business to business (B2B) as their primary
customers are other businesses, while retailers are considered
as business to consumer (B2C) as their primary customers
are the end-users or consumers. However, in the past decade,
with the advent of e-commerce, the definition of B2B and
B2C has evolved [22]. Therefore, it has become important for
the industry to adapt to this change and create new business
strategies. It has also become vital to give a comprehensive
demarcation between B2B and B2C, and how AI can help in
combating problems at these segments.

1) B2B (BUSINESS-TO-BUSINESS)
The F&A industry has a convoluted supply chain due to
diverse product categories and their short lifecycle. The con-
temporary consumer has increased awareness and informa-
tion related to the latest styles and designs [23]. Therefore,
consumer buying behavior and engagement has changed.
This is highly influenced by the proliferation of social media
and internet [24], which is a widespread medium for dis-
semination of information related to the latest fashion trends,
upcoming fashion weeks and popular celebrities. Due to this,
the F&A supply chain has to rapidly change the collections
to fulfill the growing consumer demand [25]. Hence, it is
driven by a combination of business-to-business (B2B) and
business-to-consumer (B2C) transactions. In any business,
the number of B2B transactions is higher in comparison to
that of B2C transactions [26], [27]. Themain reason for this is
that for every product there can be as many B2B transactions
as there are sub-components or raw materials involved, while
there will be only one B2C transaction.

Business to business (B2B) in the F&A industry is
referred to as the commerce between two or more businesses.
A B2B transaction, thus, will occur when a business demands
raw material for the production process to manufacture the

product (e.g. garment manufacturer buying yarn), needs ser-
vices for operational reasons (e.g. employing a third-party
logistics service provider), re-sells goods and services pro-
duced by other businesses (e.g. a retailer buying products
from manufacturer). The goal of a B2B transaction is to help
their business stay profitable, competitive and successful.
Table 2 shows the classification of the supply chain into B2B.

2) B2C (BUSINESS-TO-CONSUMER)
B2C refers to the transactions conducted directly between a
business and consumers who are the end-users of its product
and/or services [28]. Behind a B2C transaction is a well-
researched consumer regarding their options in order to find
the best price and quality tradeoff. Traditionally, B2C referred
to outlet shopping, however, with the rise of internet, smart-
phones and other mobile technology, a set of completely
new B2C business channels have developed in the form of
e-commerce, m-commerce, social media commerce or selling
products and services over the internet [29]. It has become
important for B2C companies to be omnipresent because
of uncertainty in consumer behavior over different retail
channels [30]. The success of a B2C model depends on the
capacity of a business to evolve based on new technologies
that are widely used by the consumers. Businesses that rely
on B2C sales must maintain good relations with consumers
to ensure their retention and loyalty.

In addition to this, another set of B2C transactions have
evolved with the adoption of mass customization (MC) to ful-
fill growing consumer needs. In this, consumer interactions
with the business increases and can even occur at the product
development stage. Hence, fashion or textile design, dyeing,
printing, cutting, sewing & assembly can all have customer
involvement. Table 2 shows the classification of the supply
chain into B2B and B2C.
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FIGURE 5. Classification of AI in the F&A industry.

B. PROPOSED TAXONOMY OF APPLIED AI METHODS
IN F&A SUPPLY CHAIN
Artificial intelligence has already proved its capability to
solve the real world problems due to its heuristic characteris-
tics of generalizing data. In the last three decades, the F&A
industry has undergone a number of changes and AI has
played a key role in this transformation. Currently, the F&A
industry is equipped with advanced machines required at the
various stages of apparel production, which has improved the
overall efficiency of the industrial processes [9]. Application
of AI is well explained and categorized by operating pro-
cesses at a managerial level in the F&A [8]. However, these
researches lack the categorization of the applied AI in the
F&A supply chain. The study in [8] explains the research
issues in the operating process of the apparel industry. This
study found that AI research has 45% contribution to apparel
manufacturing issues, approximately 9% to apparel forecast-
ing and 4.2% to fashion recommendation.

Research in [17] is a comprehensive review of classifica-
tion and clustering techniques utilized in the F&A industry
and shows that classification algorithms have been used more
than clustering. On the contrary, this research work does not
talk about linear and non-linear predictive models. Moreover,
this research does not convey about the current applica-
tions of computer vision and deep learning [31], customer
analytics [32], optimization techniques [33], and big data ana-
lytics for digital manufacturing and customization [15], [34].
Taking into account the recent research conducted in the area
of AI in F&A, this study categorizes the AI into five broad
classes as shown in Figure 5.

1) MACHINE LEARNING
Machine Learning is a technical process by which the com-
puters are trained to perform the assigned task without human
intervention and learns from the patterns of the data itself.
Mathematical models are built on historical data to predict
and find hidden patterns to make a future decision [35].
Machine Learning can be classified as Supervised or Unsu-
pervised learning.

Supervised Learning- is a parametric model and it has
input (independent variables) and target variable (depen-
dent variable) [36]. Supervised model performance can be
improved by optimizing the model parameters through itera-
tive processes [37]. Based on the research problem, it could be
a classification or regression task and this relies on dependent
variable whether it is categorical or numerical.

Unsupervised Learning- models have only input
attributes or independent variables with the main task of
grouping similar data points. This grouping the similar pat-
tern data points is called clustering and this process creates
their own labels [35].

Machine learning has been implemented in the F&A
industry for sales prediction [38], trend analysis, color
prediction [39], demand forecasting [40], fabric defect
detection [41], predicting fabric behavior using mechanical
properties [42].

2) DECISION SUPPORT SYSTEMS
The decision support system (DSS) is used in an organization
at the commercial level for taking mid-level or high-level
managerial decisions. It can be automatized or regulated by a
human or blend of both. Few authors considered the decision
support systems as a software tool whereas others considered
it as a system that can be integrated with the business to
make intelligent decisions [43]. Research in [44] states that
DSS combines the mathematical model with conventional
data retrieval methods; it is flexible and adapts to the
organizational environment as per defined strategy. In the
F&A industry, it is widely used to industrialize innumerable
tasks by optimizing decision making process in the supply
chain [45] Decision support systems help the various actors
in apparel manufacturing and production to choose appro-
priate process and resources to decrease the overall cost and
enhance the performance of the apparel supply chain [46].

3) EXPERT SYSTEMS
In artificial intelligence, ‘Expert system’ is a system that
makes a decision without human intervention [47]. It uses
a reasoning approach to solve the complex problem, char-
acterized by ‘‘if-then’’ rules. The first system was found
around the 1970s and then gained popularity by 1980s [48].
They were considered the first popular software in the field
of AI [36]. Expert systems are classified as Inference engine
and knowledge base. ‘Knowledge base’ works on the prin-
ciple of facts and rules, while ‘inference engine’ uses the
rules to learn the facts and derive new facts [49]. In the
F&A industry, it is applied in apparel manufacturing and
production to select appropriate processes and equipment in
order to generate minimal environmental pollution [50]. Fur-
thermore, it has been applied for creating a recommendation
engine in fashion retailing to improve the overall satisfaction
of customers [51].

4) OPTIMIZATION
Artificial intelligence has the ability to solve complex
problems and find numerous solutions by intelligent
searching [36], [52]. Classical search algorithm starts with
some random guess and this is improved using the iterative
process. ‘Hill climbing’, ‘Beam search’ and ‘Random opti-
mization’ are some of these methods [53]. Machine learning
algorithms use ‘search algorithms’, which are based on opti-
mization techniques. Simple exhaustive searches [52], [54]
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are too slow and therefore ‘Heuristics’ approach is adapted to
serve as a technique to find a solution. The limitation of the
heuristics search approach is that it fails to work with smaller
datasets [55]. An evolutionary algorithm is another form of
optimization search, which starts with the initial guesses of
the population permitting them to mutate, recombine and
select the best one while discarding others. Popular Evolu-
tionary algorithms are genetic algorithms (GA), gene expres-
sion programming and genetic programming [56], [57].
Distributed search method could be done using ‘swarm
intelligent’ algorithms. GA is extensively used in the F&A
industry to overcome the problems of scheduling and design
layout of the apparel production [58], [59]. GA has the ability
to respond to quick changes in the fashion industry. This
algorithm has been used to improve the fitting services as
well [60].

5) IMAGE RECOGNITION AND VISION
In Artificial intelligence, Computer vision is a scientific area,
which trains a machine to achieve high-level interpretation
of the images or videos. These images or videos can come
from many sources such as the medical field, global sensing
position, cameras [61], [62]. The principal tasks of computer
vision algorithms are extraction, pre-processing, exploring
the high dimensional data and creating supervised or unsu-
pervised models [63]. Models use the concept of geometry,
statistics, physics, andmachine learning theory to get insights
into the image understanding [64]. Object recognition, video
tracking, motion estimation are some of the sub-areas in the
field of computer vision [65]. Machine vision is applied in
F&A to automate many industrial applications like inspection
and process control [66]. Image recognition and vision is also
popular for content-based image retrieval systems, virtual try-
on and augmented reality in the F&A industry [67]–[69].

V. ANALYSIS AND FINDINGS
According to our research framework, we selected 149 arti-
cles, which includes articles from both journals and confer-
ence proceedings. The articles were classified based on the
taxonomy discussed in the previous section (refer section IV).
This section discusses the result of our review addressing the
three research questions in the form of distribution of articles.
Section V.A and V.B correspond to RQ 1 by presenting the
overall trend of AI in the F&A industry. Section V.C supports
RQ 2 by showing articles that applied AI methods at various
F&A supply chain stages. Section V.D correlates to RQ 3
by exhibiting articles by B2B and B2C. All the extracted
information from the articles a) AI class, b) Methods,
c) Supply chain stages and processes, d) B2B/B2C and the
corresponding count of articles are consolidated in the form
of Table 8 and 9 for journals and conferences respectively.

A. THE OVERALL DISTRIBUTION OF ARTICLES OVER TIME
The overall trend of the articles published in three decades
(1989 to 2018) is shown in figure 6. As can be observed,
maximum research in the field of AI in F&A has been

FIGURE 6. Decade-wise article representation of AI in F&A.

carried out in the last decade (2009-2018), which accounts
for approximately 56% of the total articles reviewed. While
in the first two decades, it was 11% and 33% respectively.
Hence, even though AImethods were introduced long back in
the 1950s [36] but their capability was realized much later in
the last decade.

The detailed trend per year of articles published in journals
and conference proceedings is depicted in Figure 7. As can be
seen, the overall importance of this research domain has been
equal in both journals and conferences. The only downward
slope is visible for conference publications between the year
2013 and 2016 as highlighted in Figure 7. Apart from this,
figure 8 shows the top 10 authors and institutions contributing
to the literature of AI in the F&A industry.

B. DISTRIBUTION OF ARTICLES BY APPLIED AI OVER TIME
In this section, a comprehensive result of the review in terms
of the number of articles classified based on the AI classes
defined in section IV.B is shown in figure 9. The maximum
number of articles are published in the field of machine
learning with a total contribution of 42%, followed by expert
systemswith 28%, and the least contribution of the other three
AI classes.

The distribution of articles in journals and conferences
since 1989 has been shown in figure 10. The AI class
‘Machine learning’ has been applied multiple times in journal
articles since 1991. There are two peaks visible for journal
articles in the year 2007 and 2017 with 4 and 7 articles
published respectively.Whereas for conference articles, it has
been applied since the year 2000 with three major peaks
in the year 2010, 2012 and 2016 with 4, 3, and 7 articles
respectively. On the other hand, the AI class ‘Expert sys-
tem’ was widely used since 1994 in journal articles while
in conference articles there has been no research after 2014.
For AI class ‘decision support system’, there has been very
little work in conference articles, while a gradual increase in
presence is realized in journal articles since 2010. For ‘image
recognition’, its presence is visible since 2009 in both journal
and conference articles, being the least applied AI class (also
shown in figure 10). In addition, it can be noticed that since
the year 2017, its application has increased in journal articles.
In contrast to other classes, for optimization, there were more
articles in the conference as compared to journals.
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FIGURE 7. Overall trend of AI in F&A since 1989.

FIGURE 8. Top 10 affiliations and authors.

C. DISTRIBUTION OF ARTICLES BY APPLICATION
OF AI IN F&A SUPPLY CHAIN
As shown in table 7, machine learning and expert systems
have been applied widely at the four F&A supply chain
stages, with least research in design. This is followed by
optimization that has been applied with the least focus at the
distribution stage.

The classification of articles by applied AI methods in
F&A supply chain is shown in figure 11. In apparel produc-
tion, all AI classes are applied in journal articles, while in
conference articles image recognition and decision support
system has been not used. In design, research has focused on
three AI classes: optimization, machine learning, and expert
systems for journal articles, whereas the expert system is not
applied in conference articles. In distribution, majorly used

AI classes are machine learning, decision support systems,
and expert systems in journal articles, while the focus has
been on machine learning and image recognition in confer-
ence articles. In fabric production, all AI classes have been
widely used with a major focus on machine learning and
Expert systems. Additionally, there has been growing use of
image recognition in fabric inspection, which is a process
under fabric production (described in section IV.A).

D. DISTRIBUTION OF ARTICLES BY B2B
AND B2C OVER TIME
As discussed in the previous sections the importance of B2B
and B2C in F&A, we classified the articles based on their
business focus. As can be seen in figure 12, research is
focused on solving the issues related to B2B and there is

VOLUME 7, 2019 95385



C. Giri et al.: Detailed Review of Artificial Intelligence Applied in the Fashion and Apparel Industry

FIGURE 9. Total distribution of articles by AI methods applied.

FIGURE 10. Distribution of articles by applied AI over time.

TABLE 7. Count of applied artificial articles in F&A supply chain.

little attention on B2C both in journal and conference articles.
To get a clear picture, figure 13 shows the distribution of
articles in three decades separately for B2B, B2C and both.

There were total 149 articles reviewed, out of which 122,
13 and 14 belonged to B2B, B2C and both (B2B/B2C)

respectively. If we consider B2B, as shown in figure 13,
substantial research has been carried out in all three decades
as compared to B2C. In the case of B2C, the total number
of articles published in itself is low i.e. 13. Out of this,
only two were published in the second decade and rest were
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FIGURE 11. Distribution by supply chain processes.

FIGURE 12. Distribution of articles by B2B and B2C.

published in decade 3. There were no articles published in
decade 1. By both, it is meant that the focus of the study
is both B2B and B2C. The total number of articles, in this
case, is 14, out of which ten were published in the third
decade and four in the second decade. There were no arti-
cles published in decade 1 for this as well. As a conclu-
sion, we can say that little work has been done with the
perspective of B2C and there is a need to attend to this
gap.

VI. DISCUSSION AND IMPLICATIONS
Based on the review conducted following the proposed
research framework and addressing the three research ques-
tions, this study recognized a number of gaps with respect to
applied AI in the F&A industry. These gaps in research pro-
vide the foundation to recommend future research direction
in the F&A and AI domain.

A. GAPS AND IMPLICATIONS
As discussed in section IV.A, most of the research related to
AI in F&A industry has been carried out in the last decade
(2009 to 2018), accounting to 56% of the total number of pub-
lications in the year 1989-2018. This shows that even though
the AI methods existed since 1989, they have recently gained
popularity in research related to F&A industrial problems.
AlthoughAI has left its footprint in research, it is still far from
being implemented at the industrial level. One of the reasons
for this is that researchers working in AI may lack expertise
in F&A and at the same time, the professionals working in
the industry may lack expertise in AI. In addition, industries
are skeptical about the benefits of AI and big data analytics.
Therefore, it is important that they look at the cost and benefit
tradeoff to be able to exploit the full potential of AI.

In section V.B, we classified the articles based on their
focus on B2B and B2C. The result demonstrates that most
of the research work has been carried to target B2B business
problems, accounting to 81% of the total number of publi-
cations. Whereas, little research has been conducted with a
B2C perspective, accounting to approximately 8% of the total
publications. This clearly illustrates that research needs to
focus on B2C business problems. According to the State of
Fashion (2019), two of the major industrial challenges faced
will be rapidly changing consumer preferences and com-
petition from online and omnichannel. Therefore, research
related to the F&A industry needs to shift their focus to B2C,
taking into account the importance of AI. AI can help to
analyze consumer footprint omnichannel, which can help in
creating personalized consumer database or profiles helping
to improve business profitability and providing a competitive
advantage.

In section V.C and V.D, we classified the articles based
on applied AI method in the F&A supply chain. Most of
the research articles fall under machine learning and expert
systems class, which has been extensively applied at the
supply chain stages: apparel production, fabric production,
and distribution. Decision support systems, optimization and
image recognition class have a more or less similar number of
research articles published in this domain. Their application
was seen to some extent at all three stages. However, least
representation of these algorithms was observed at the design
stage. It gives an impression that little focus has been given
to design-related problems and hence, there is a huge scope
of AI applications at this stage. For instance, AI methods can
be used to create systems that can help fashion and product
designers to capture consumer needs and preferences more
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FIGURE 13. Decade-wise article representation of B2B, B2C and both.

FIGURE 14. Word cloud using text mining on abstracts.

accurately and conveniently. Hence, the products offered
can be more targeted to the market segments. In addition,
predictive tools that use consumer’s historical (past transac-
tions) and social media (real-time demand) data can facilitate
the product development/designing process. The AI methods
applied in 149 articles can be seen in Table 8 and 9.

To get an outlook of the most popular AI methods used
and their applications in F&A, we applied text mining on the
abstracts of the selected 149 articles. Accordingly, a word
cloud was created shown in figure 14. As a result, it was

observed that genetic algorithm, artificial neural network,
and fuzzy logic are the most popular methods applied for
prediction (yarn, fabric properties, color), evaluation (qual-
ity inspection, defect detection), forecasting (trend analysis,
supplier selection, demand forecasting).

B. FUTURE RESEARCH AREAS
Based on the analysis and gaps identified, we suggest some
future directions of AI methods in the F&A supply chain.
Machine learning techniques could be beneficial for fashion
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TABLE 8. AI methods used at various supply chain stages and processes in journal articles.
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TABLE 9. AI methods used at various supply chain stages and processes in conference articles.

and product designers. They can take its advantage in pre-
dictive analysis of future trends based on historical and real-
time data. This can also prove promising in improving the
existing recommendation engines, which currently rely on
collaborative or content-based filtering. These engines can
be improved by integrating with consumer data from social
media and real-time trends from fashion blogs, magazines
and other social networks like Pinterest, Instagram. Addition-
ally, the performance of existing predictive models can be

enhanced with the help of advanced techniques like ensemble
learning and transfer learning. An instance is the use of
random forest instead of decision trees, the use of which has
outperformed the classical model in terms of computational
time [201], [202].

Another application area in F&A is mass customization,
where machine learning can be used to reduce the lead
times by creating a classifier that could be trained on the
existing style database, enabling the product designers to
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prepare the raw material inventory in advance. Pre-trained
deep learning models using a library like Keras [203], incep-
tion model [204] along with big data analytics can be used
to create co-design platforms with style recommendations
helping consumers in co-designing garments.

One of the important application of image recognition and
computer vision is to target the key consumer pain point of not
having an appropriate size of the garment. This problem has
been addressed with the help of virtual fitting tools. However,
these tools are still at a nascent stage and can be highly
improved with the help of these techniques.

As we have noticed that fuzzy techniques and genetic
algorithms are exhaustively used for expert systems, decision
support systems and optimization. These techniques can be
combined with advanced AI techniques to enhance the com-
putational ability of a machine learning algorithm. Similarly,
if the classical forecasting model is combined with AI it can
lead to better forecasting in terms of seasonality and trends.

It is evident from the review that the F&A industry still
lacks an integrated platform for data sharing and commu-
nication amongst its stakeholders and consumers. An inte-
grated platform has become a necessity to quickly respond
to customer’s growing needs and preferences and improving
consumer satisfaction and loyalty. AI has a lot of poten-
tials to create and maintain such a platform. This platform
can help the industry to provide interactive communication,
improved supply chain organization, hence, leading to a
digitally connected supply chain. Another possibility is by
merging AI techniques with blockchain technology, which
can ensure security and transparency between consumers and
various supply chain actors. The industry can be benefitted
by integrating their business with cloud-based technologies
like Microsoft Azure, Amazon web services, IBM Watson,
etc., and parallel computing tools for big data analytics like
Hadoop and Hive. If the fashion industry can successfully
adopt the aforementioned AI techniques, it will be easier
to integrate B2B and B2C leading to a sustainable business
orientation of B2B2C. This will be fully achievable only
when the F&A industry equip ‘FAIR’ data principle [205] in
strategizing their business.

VII. CONCLUSION
The aim of the study was to conduct a systematic litera-
ture review to address the three defined research questions
(RQ1, RQ2, and RQ3). In line with the research framework,
we retrieved 1019 articles published between 1989 and 2018,
from two popular academic databases: Scopus and Web of
Science. The article screening process was carried out in five
phases (shown in figure 2), which resulted in 149 articles.
To extract information from these articles and address our
research questions, a taxonomy was proposed considering
AI methods and F&A supply chain stages acknowledging
RQ1 and RQ2 respectively. To acknowledge RQ3, F&A sup-
ply chain was further classified into B2B and B2C.

The research analysis says that most of the work in the field
of F&A was carried out in the last decade (2009-2018) with

the most applied AI categories being ‘‘Machine Learning’’
and ‘‘Expert Systems’’. It was observed that the techniques
most used in Machine Learning were predictive algorithms
like regression and SVM, and whereas in the case of Expert
Systems were ‘‘Artificial Neural Network’’, ‘‘Genetic Algo-
rithm’’ and ‘‘Fuzzy Logic’’ for modeling F&A supply chain
problems. Certainly, no application of algorithms like ‘‘deep
learning’’ and ‘‘transfer learning’’ was realized. Further, very
few research articles talked about ‘‘Big Data’’ in the field
of F&A, which clearly states that the industry has not fully
realized the potential of data analytics and AI.

This research found that F&A supply chain stages:
‘‘Apparel Production’’, ‘‘Fabric Production’’ and
‘‘Distribution’’ received maximum attention when applying
AI techniques, whereas ‘‘Design’’ was the least focused.
Additionally, a significant contribution was noted towards
B2B problems compared to B2C. Hence, research needs to
adopt a B2C perspective to be able to offer consumer-oriented
solutions to the industry.

A comprehensive review reveals the research gap and
implication presented in section VI stating that F&A needs a
transformation in their supply chain by using AI techniques at
the industrial level. With this, the industry can move towards
a digital and sustainable supply chain. The implications and
future directions proposed in this study can be beneficial for
academic and industrial researchers, and industrial practition-
ers, who are willing to provide a substantial contribution to
the subject area.

Regardless of this valuable work, there are some lim-
itations to this study. First, the articles were searched in
two databases, while there could be other databases that
are relevant. Second, the publications apart from English
were excluded. There could be valuable research available in
other languages. Third, even though the review process was
completed rigorously, it could still be prone to human error.
Fourth, this study was restricted to researches with an empir-
ical validation of the proposed AI models. There could be
beneficial theoretical and conceptual frameworks in research,
which were missed because of the exclusion criterion. Fifth,
even though the synonyms considered for article retrieval
were carefully decided, the study could have missed some
articles due to different terminology being used. Seventh,
grey literature was excluded from the review process, which
also includes industrial reports. These reports can provide
helpful insights and contribution in this domain.

ACKNOWLEDGMENT
The authors would like to thank and appreciate the support
of the expert researcher for helping us with validating the
proposed taxonomy.

REFERENCES
[1] Lenzing, Statista. Demand Share of Apparel Market Worldwide From

2005 to 2020, by Region. Accessed: May 10, 2019. [Online].
Available: https://www.statista.com/statistics/821457/demand-share-of-
global-apparel-market-by-region/

VOLUME 7, 2019 95391



C. Giri et al.: Detailed Review of Artificial Intelligence Applied in the Fashion and Apparel Industry

[2] Statista. Worldwide Forecasted Sales Growth in the Fashion Indus-
try in 2019, by Region. Accessed: May 10, 2019. [Online]. Avail-
able: https://www.statista.com/statistics/802943/fashion-industry-sales-
growth-worldwide-by-region/

[3] G. Sweeny, ‘‘It’s the second dirtiest thing in the world—And you’re
wearing it,’’ AlterNet, Aug. 2015.

[4] X. Shang, X. Liu, G. Xiong, C. Cheng, Y. Ma, and T. R. Nyberg,
‘‘Social manufacturing cloud service platform for the mass customization
in apparel industry,’’ in Proc. IEEE Int. Conf. Service Oper. Logistics,
Informat., Jul. 2013, pp. 220–224.

[5] J. H. Thrall, X. Li, Q. Li, C. Cruz, S. Do, K. Dreyer, and J. Brink,
‘‘Artificial intelligence and machine learning in radiology: Opportunities,
challenges, pitfalls, and criteria for success,’’ J. Amer. College Radiol.,
vol. 15, no. 3, pp. 504–508, 2018.

[6] G. Xiong, F. Zhu, X. Liu, X. Dong, W. Huang, S. Chen, and K. Zhao,
‘‘Cyber-physical-social system in intelligent transportation,’’ IEEE/CAA
J. Autom. Sinica, vol. 2, no. 3, pp. 320–333, Jul. 2015.

[7] X. Xu and Q. Hua, ‘‘Industrial big data analysis in smart factory: Current
status and research strategies,’’ IEEE Access, vol. 5, pp. 17543–17551,
2017.

[8] Z. X. Guo, W. K. Wong, S. Y. S. Leung, and M. Li, ‘‘Applications of
artificial intelligence in the apparel industry: A review,’’ Text. Res. J.,
vol. 81, no. 18, pp. 1871–1892, 2011.

[9] R. Nayak and R. Padhye, ‘‘Artificial intelligence and its application
in the apparel industry,’’ in Automation in Garment Manufacturing.
Amsterdam, The Netherlands: Elsevier, 2018, pp. 109–138.

[10] C. K. H. Lee, K. L. Choy, K. M. Y. Law, and G. T. S. Ho, ‘‘An intel-
ligent system for production resources planning in Hong Kong garment
industry,’’ in Proc. IEEE Int. Conf. Ind. Eng. Eng. Manage., Dec. 2012,
pp. 889–893.

[11] G. M. Nasira and P. Banumathi, ‘‘An intelligent system for automatic
fabric inspection,’’ Asian J. Inf. Technol., vol. 13, no. 6, pp. 308–312,
2014.

[12] M.-K. Chen, Y.-H. Wang, and T.-Y. Hung, ‘‘Establishing an order allo-
cation decision support system via learning curve model for apparel
logistics,’’ J. Ind. Prod. Eng., vol. 31, no. 5, pp. 274–285, 2014.

[13] C. Giri, N. Harale, S. Thomassey, and X. Zeng, ‘‘Analysis of consumer
emotions about fashion brands: An exploratory study,’’ in Proc. Data Sci.
Knowl. Eng. Sens. Decis. Support, 2018, pp. 1567–1574.

[14] A. Acharya, S. K. Singh, V. Pereira, and P. Singh, ‘‘Big data, knowledge
co-creation and decision making in fashion industry,’’ Int. J. Inf. Manage.,
vol. 42, pp. 90–101, Oct. 2018.

[15] S. Jain, J. Bruniaux, X. Zeng, and P. Bruniaux, ‘‘Big data in fashion
industry,’’ IOP Conf., Mater. Sci. Eng., vol. 254, no. 15, Oct. 2017,
Art. no. 152005.

[16] E. W. T. Ngai, S. Peng, P. Alexander, and K. K. L. Moon, ‘‘Decision
support and intelligent systems in the textile and apparel supply chain:
An academic review of research articles,’’ Expert Syst. Appl., vol. 41,
no. 1, pp. 81–91, 2014.

[17] P. Yildirim, D. Birant, and T. Alpyildiz, ‘‘Data mining and machine
learning in textile industry,’’ Wiley Interdiscip. Rev. Data Mining Knowl.
Discovery, vol. 8, no. 1, p. e1228, Jan. 2018.

[18] A. Booth, A. Sutton, and D. Papaioannou, Systematic Approaches to a
Successful Literature Review. Newbury Park, CA, USA: Sage, 2016.

[19] S. A. AlRyalat, L. W. Malkawi, and S. M. Momani, ‘‘Comparing biblio-
metric analysis using pubmed, scopus, and Web of science databases,’’ J.
Vis. Express, to be published.

[20] A. Martín-Martín, E. Orduna-Malea, M. Thelwall, and
E. D. López-Cózar, ‘‘Google scholar, Web of science, and scopus:
A systematic comparison of citations in 252 subject categories,’’ J.
Informetrics, vol. 12, no. 4, pp. 1160–1177, Nov. 2018.

[21] B.Mihm, ‘‘Fast fashion in a flat world: Global sourcing strategies,’’ IBER,
vol. 9, no. 6, Jun. 2010.

[22] P. Sen, B2B Marketing Evolution: Customers Demand B2C Experiences.
Accessed: May 10, 2019. [Online]. Available: https://www.the-future-of-
commerce.com/2019/03/14/b2b-marketing-evolution/

[23] J. M. Kozar and K. Y. H. Connell, ‘‘Barriers to socially responsible
apparel purchasing behavior: Are consumers right?’’ in Marketing Ori-
entations in a Dynamic Business World. Cham, Switzerland: Springer,
2017, pp. 79–85.

[24] J. Manyika, M. Chui, B. Brown, J. Bughin, and R. Dobbs, Big Data: The
Next Frontier for Innovation, Competition, and Productivity. McKinsey
Global Institute, 2011.

[25] V. Bhardwaj and A. Fairhurst, ‘‘Fast fashion: Response to changes in the
fashion industry,’’ Int. Rev. Retail, Distrib. Consum. Res., vol. 20, no. 1,
pp. 165–173, Feb. 2010.

[26] R. L. Sandhusen, Marketing. Hauppauge, NY, USA: B.E.S. Publishing,
2008.

[27] G. B. Shelly and H. J. Rosenblatt, Systems Analysis and Design. Borton,
MA, USA: Course Technology, 2011.

[28] M. Singh, ‘‘E-services and their role in B2C e-commerce,’’ Manag.
Service Qual. Int. J., vol. 12, no. 6, pp. 434–446, Dec. 2002.

[29] L. J. Anderson-Connell, P. V. Ulrich, and E. L. Brannon, ‘‘A consumer-
driven model for mass customization in the apparel market,’’ J. Fashion
Marketing Manag. Int. J., vol. 6, no. 3, pp. 240–258, Sep. 2002.

[30] E. Brynjolfsson, Y. J. Hu, and M. S. Rahman, Competing in the Age of
Omnichannel Retailing, vol. 54, no. 4. Cambridge,MA, USA:MIT, 2013.

[31] L. B. Hales, M. L. Hales, and D. T. Collins, ‘‘Improving real-time expert
control systems through deep data mining of plant data and global plant-
wide energy monitoring and analysis,’’ in Proc. SME Annu. Meeting
Exhib., SME, Meeting Preprints, 2012, pp. 414–417.

[32] C. Murray, ‘‘Retailers’ disconnect with shoppers is costing
them,’’ A Forrester Consulting Thought Leadership Paper
Commissioned By Cognizant, Tech. Rep., 2017. [Online]. Available:
https://www.cognizant.com/whitepapers/retailers-disconnect-with-
shoppers-is-costing-them-codex2693.pdf

[33] Z.-H. Hu and X.-K. Yu, ‘‘Optimization of fast-fashion apparel transship-
ment among retailers,’’ Text. Res. J., vol. 84, no. 20, pp. 2127–2139, 2014.

[34] M. Y. Wong, Y. Zhou, and H. Xu, ‘‘Big data in fashion industry: Color
cycle mining from runway data,’’ in Proc. AMCIS, Surfing IT Innov.
Wave-22nd Amer. Conf. Inf. Syst., 2016, pp. 1–10.

[35] C. Bishop, Pattern Recognition and Machine Learning. Springer, 2006.
[36] R. Stuart and P. Norvig, Artificial Intelligence: A Modern Approach.

Upper Saddle River, NJ, USA: Prentice-Hall, 2009.
[37] M. Mohri, A. Rostamizadeh, and A. Talwalkar, Foundations of Machine

Learning. Cambridge, MA, USA: MIT Press, 2012.
[38] S. V. Kumar and S. Poonkuzhali, ‘‘Improvising the sales of garments

by forecasting market trends using data mining techniques,’’ Int. J. Pure
Appl. Math., vol. 119, no. 7, pp. 797–805, 2018.

[39] S.-W. Hsiao, C.-H. Lee, R.-Q. Chen, and C.-H. Yen, ‘‘An intelligent
system for fashion colour prediction based on fuzzy C-means and gray
theory,’’ Color Res. Appl., vol. 42, no. 2, pp. 273–285, Apr. 2017.

[40] Brahmadeep and S. Thomassey, ‘‘Intelligent demand forecasting systems
for fast fashion,’’ in Information Systems for the Fashion and Apparel
Industry. Woodhead Publishing, 2016, pp. 145–161. [Online]. Avail-
able: https://www.researchgate.net/publication/301345185_Intelligent_
demand_forecasting_systems_for_fast_fashion

[41] A. Ghosh, T. Guha, R. B. Bhar, and S. Das, ‘‘Pattern classification
of fabric defects using support vector machines,’’ Int. J. Clothing Sci.
Technol., vol. 23, nos. 2–3, pp. 142–151, 2011.

[42] D. Z. Pavlinić and J. Geršak, ‘‘Design of the system for prediction of
fabric behaviour in garment manufacturing processes,’’ Int. J. Cloth. Sci.
Technol., vol. 16, nos. 1–2, pp. 252–261, 2004.

[43] P. G. Keen, ‘‘Decision support systems: A research perspective,’’ in
Decision Support Systems: Issues and Challenges: Proceedings of an
International Task Force Meeting, 1980, pp. 23–44.

[44] R. H. Sprague, Jr., ‘‘A framework for the development of decision support
systems,’’MIS Quart., vol. 4, no. 4, pp. 1–26, 1980.

[45] Y. Tu and E. H. H. Yeung, ‘‘Integrated maintenance management sys-
tem in a textile company,’’ Int. J. Adv. Manuf. Technol., vol. 13, no. 6,
pp. 453–462, 1997.

[46] W. K. Wong and S. Y. S. Leung, ‘‘Genetic optimization of fabric uti-
lization in apparel manufacturing,’’ Int. J. Prod. Econ., vol. 114, no. 1,
pp. 376–387, 2008.

[47] P. Jackson, Introduction to Expert Systems, vol. 2. Reading, MA, USA:
Addison-Wesley, 1990.

[48] C. T. Leondes, Expert Systems: The Technology of Knowledge Manage-
ment and Decision Making for the 21st Century. New York, NY, USA:
Academic, 2002.

[49] N. N. Stella and A. O. Chuks, ‘‘Expert system: A catalyst in
educational development in Nigeria,’’ 2011. [Online]. Available:
http://hrmars.com/admin/pics/261.pdf

[50] K. Metaxiotis, ‘‘RECOT: An expert system for the reduction of environ-
mental cost in the textile industry,’’ Inf. Manage. Comput. Secur., vol. 12,
no. 3, pp. 218–227, 2004.

95392 VOLUME 7, 2019



C. Giri et al.: Detailed Review of Artificial Intelligence Applied in the Fashion and Apparel Industry

[51] W. K. Wong, X. H. Zeng, and W. M. R. Au, ‘‘A decision support tool for
apparel coordination through integrating the knowledge-based attribute
evaluation expert system and the T-S fuzzy neural network,’’ Expert Syst.
Appl., vol. 36, no. 2, pp. 2377–2390, 2009.

[52] G. F. Luger and W. A. Stubblefield, Artificial Intelligence: Structures
and Strategies for Complex Problem Solving. San Francisco, CA, USA:
Benjamin Cummings, 1993.

[53] D. Poole, A. Mackworth, and R. Goebel, Computational Intelligence: A
Logical Approach. New York, NY, USA: Oxford Univ. Press, 1998.

[54] N. J. Nilsson, Artificial Intelligence: A New Synthesis. San Mateo, CA,
USA: Morgan Kaufmann, 1998.

[55] G. Tecuci, ‘‘Artificial intelligence,’’ Wiley Interdiscip. Rev. Comput.
Statist., vol. 4, no. 2, pp. 168–180, Mar./Apr. 2012.

[56] J. H. Holland, Adaptation in Natural and Artificial Systems: An Intro-
ductory Analysis With Applications to Biology, Control, and Artificial
Intelligence. Cambridge, MA, USA: MIT Press, 1992.

[57] J. H. Holland, Genetic Programming Complex Adaptive Systems Genetic
Programming On the Programming of Computers by Means of Natural
Selection. Cambridge, MA, USA: MIT Press, 1992.

[58] R. Guruprasad and B. K. Behera, ‘‘Genetic algorithms and its application
to textiles,’’ Textile Asia, vol. 40, nos. 4–5, pp. 35–38, 2009.

[59] Z.-J. Lu, Q. Xiang, Y.-M. Wu, and J. Gu, ‘‘Application of support
vector machine and genetic algorithm optimization for quality predic-
tion within complex industrial process,’’ in Proc. IEEE Int. Conf. Ind.
Inform. (INDIN), Jul. 2015, pp. 98–103.

[60] P. C. L. Hui, K. C. C. Chan, K. W. Yeung, and F. S. F. Ng, ‘‘Application
of artificial neural networks to the prediction of sewing performance of
fabrics,’’ Int. J. Cloth. Sci. Technol., vol. 19, no. 5, pp. 291–318, Oct. 2007.

[61] D. H. Ballard and C. M. Brown, Computer Vision. Upper Saddle River,
NJ, USA: Prentice-Hall, 1982.

[62] M. Sonka, V. Hlavac, and R. Boyle, Image Processing: Analysis and
Machine Vision. Boston, MA, USA: Thompson Learning, 2008.

[63] B. Jahne, Computer Vision and Applications: A Guide for Students and
Practitioners. Amsterdam, The Netherlands: Elsevier, 2000.

[64] D. Forsyth and J. Ponce, Computer Vision: A Modern Approach.
Upper Saddle River, NJ, USA: Prentice-Hall, 2003.

[65] T. Morris, Computer Vision and Image Processing—Tim Morris–
Macmillan International Higher Education. Palgrave Macmillan.
Accessed: May 10, 2019. [Online]. Available: https://www.
macmillanihe.com/page/detail/computer-vision-and-image-processing-
tim-morris/?sf1=barcode&st1=9780333994511

[66] C. Steger, M. Ulrich, and C. Wiedemann,Machine Vision Algorithms and
Applications. Hoboken, NJ, USA: Wiley, 2018.

[67] C.-F. J. Kuo, C.-L. Lee, and C.-Y. Shih, ‘‘Image database of printed
fabric with repeating dot patterns part (I)—Image archiving,’’ Text. Res.
J., vol. 87, no. 17, pp. 2089–2105, Oct. 2017.

[68] M. Yuan, I. R. Khan, F. Farbiz, S. Yao, A. Niswar, and M.-H. Foo,
‘‘Amixed reality virtual clothes try-on system,’’ IEEE Trans. Multimedia,
vol. 15, no. 8, pp. 1958–1968, Dec. 2013.

[69] G. A. Cushen and M. S. Nixon, ‘‘Markerless real-time garment retextur-
ing from monocular 3D reconstruction,’’ in Proc. IEEE Int. Conf. Signal
Image Process. Appl. (ICSIPA), Nov. 2011, pp. 88–93.

[70] Y. Zhao, J. Song, A. Montazeri, M. M. Gupta, Y. Lin, C. Wang, and
W. J. Zhang, ‘‘Mining affective words to capture customer’s affec-
tive response to apparel products,’’ Text. Res. J., vol. 88, no. 12,
pp. 1426–1436, Jun. 2018.

[71] K. Liu, J. Wang, E. Kamalha, V. Li, and X. Zeng, ‘‘Construction of a
prediction model for body dimensions used in garment pattern making
based on anthropometric data learning,’’ J. Textile Inst., vol. 108, no. 12,
pp. 2107–2114, Apr. 2017.

[72] A. F. Tehrani and D. Ahrens, ‘‘Modified sequential k-means clustering
by utilizing response: A case study for fashion products,’’ Expert Syst.,
vol. 34, no. 6, Dec. 2017, Art. no. e12226.

[73] B.-R. Li, Y.Wang, and K.-S.Wang, ‘‘A novel method for the evaluation of
fashion product design based on data mining,’’ Adv. Manuf., vol. 5, no. 4,
pp. 370–376, Dec. 2017.

[74] M. Hamad, S. Thomassey, and P. Bruniaux, ‘‘A new sizing system based
on 3D shape descriptor for morphology clustering,’’ Comput. Ind. Eng.,
vol. 113, pp. 683–692, Nov. 2017.

[75] K. Liu, X. Zeng, P. Bruniaux, J. Wang, E. Kamalha, and X. Tao, ‘‘Fit
evaluation of virtual garment try-on by learning from digital pressure
data,’’ Knowl.-Based Syst., vol. 133, pp. 174–182, Oct. 2017.

[76] A. Fallahpour, K. Y. Wong, E. U. Olugu, and S. N. Musa, ‘‘A predictive
integrated genetic-basedmodel for supplier evaluation and selection,’’ Int.
J. Fuzzy Syst., vol. 19, no. 4, pp. 1041–1057, Aug. 2017.

[77] K. J. Ferreira, B. H. A. Lee, and D. Simchi-Levi, ‘‘Analytics for an online
retailer: Demand forecasting and price optimization,’’ Manuf. Service
Oper. Manage., vol. 18, no. 1, pp. 69–88, 2016.

[78] A. F. Tehrani and D. Ahrens, ‘‘Supervised regression clustering: A case
study for fashion products,’’ Int. J. Bus. Anal., vol. 3, no. 4, pp. 21–40,
2016.

[79] P. Q. Brito, C. Soares, S. Almeida, A. Monte, and M. Byvoet, ‘‘Customer
segmentation in a large database of an online customized fashion busi-
ness,’’ Robot. Comput. Integr. Manuf., vol. 36, pp. 93–100, Dec. 2015.

[80] V. Mozafary and P. Payvandy, ‘‘Application of data mining technique
in predicting worsted spun yarn quality,’’ J. Text. Inst., vol. 105, no. 1,
pp. 100–108, 2014.

[81] C.-C. Chen, ‘‘RFID-based intelligent shopping environment: A compre-
hensive evaluation framework with neural computing approach,’’ Neural
Comput. Appl., vol. 25, nos. 7–8, pp. 1685–1697, 2014.

[82] S. M. Darwish, ‘‘Soft computing applied to the build of textile defects
inspection system,’’ IET Comput. Vis., vol. 7, no. 5, pp. 373–381,
Oct. 2013.

[83] C.-Y. Tsai and C.-H. Hsu, ‘‘Developing standard elderly aged female
size charts based on anthropometric data to improve manufacturing using
artificial neural network-based data mining,’’ Theor. Issues Ergon. Sci.,
vol. 14, no. 3, pp. 258–272, 2013.

[84] J.-F. Liang, J.-M. Liang, and J.-P.Wang, ‘‘Empirical study on B/C apparel
consumption behavior based on data mining technology,’’ J. Donghua
Univ. (English Ed.), vol. 30, no. 6, pp. 530–536, 2013.

[85] H. L. Viktor, I. Peña, and E. Paquet, ‘‘Who are our clients: Consumer
segmentation through explorative data mining,’’ Int. J. Data Mining,
Model. Manage., vol. 4, no. 3, pp. 286–308, 2012.

[86] Y. Yu, T.-M. Choi, and C.-L. Hui, ‘‘An intelligent fast sales forecast-
ing model for fashion products,’’ Expert Syst. Appl., vol. 38, no. 6,
pp. 7373–7379, 2011.

[87] B. Karthikeyan and L. M. Sztandera, ‘‘Analysis of tactile perceptions
of textile materials using artificial intelligence techniques: Part 1: For-
ward engineering,’’ Int. J. Clothing Sci. Technol., vol. 22, nos. 2–3,
pp. 187–201, 2010.

[88] C.-H. Hsu, ‘‘Data mining to improve industrial standards and enhance
production and marketing: An empirical study in apparel industry,’’
Expert Syst. Appl., vol. 36, no. 3, pp. 4185–4191, 2009.

[89] C. Altinoz, ‘‘Supplier selection for industry: A fuzzy rule-based scoring
approach with a focus on usability,’’ Int. J. Integr. Supply Manage., vol. 4,
nos. 3–4, pp. 303–321, 2008.

[90] A. E. Amin, A. S. El-Geheni, I. A. El-Hawary, and R. A. El-Beali,
‘‘Detecting the fault from spectrograms by using genetic algorithm tech-
niques,’’ Autex Res. J., vol. 7, no. 2, pp. 80–88, 2007.

[91] P. N. Koustoumpardis, J. S. Fourkiotis, and N. A. Aspragathos, ‘‘Intelli-
gent evaluation of fabrics’ extensibility from robotized tensile test,’’ Int.
J. Clothing Sci. Technol., vol. 19, no. 2, pp. 80–98, 2007.

[92] C.-H. Hsu and M.-J. J. Wang, ‘‘Using innovative technology to establish
sizing systems,’’ Int. J. Innov. Learn., vol. 2, no. 3, pp. 233–245, 2005.

[93] I. Soufflet, M. Calonnier, and C. Dacremont, ‘‘A comparison between
industrial experts’ and novices’ haptic perceptual organization: A tool
to identify descriptors of the handle of fabrics,’’ Food Qual. Preference,
vol. 15, nos. 7–8, pp. 689–699, 2004.

[94] K.-Y. Jung, Y.-J. Na, and J.-H. Lee, ‘‘Creating user-adapted design rec-
ommender system through collaborative filtering and content based filter-
ing,’’ in Proc. Portuguese Conf. Artif. Intell. Berlin, Germany: Springer,
2003, pp. 204–208.

[95] S. Sette and L. Boullart, ‘‘An implementation of genetic algorithms for
rule based machine learning,’’ Eng. Appl. Artif. Intell. , vol. 13, no. 4,
pp. 381–390, 2000.

[96] C. K. Park, D. H. Lee, and T. J. Kang, ‘‘A new evaluation of seam pucker
and its applications,’’ Int. J. Clothing Sci. Technol., vol. 9, nos. 2–3,
pp. 252–255, 1997.

[97] A. Aksoy and N. Öztürk, ‘‘Design of an intelligent decision support
system for global outsourcing decisions in the apparel industry,’’ J. Text.
Inst., vol. 107, no. 10, pp. 1322–1335, 2016.

[98] C. K. H. Lee, Y. K. Tse, G. T. S. Ho, and K. L. Choy, ‘‘Fuzzy association
rule mining for fashion product development,’’ Ind. Manage. Data Syst.,
vol. 115, no. 2, pp. 383–399, 2015.

VOLUME 7, 2019 95393



C. Giri et al.: Detailed Review of Artificial Intelligence Applied in the Fashion and Apparel Industry

[99] Z.-H. Hu, C. Wei, and X.-K. Yu, ‘‘Apparel distribution with uncertain try-
on time by evolutionary algorithm,’’ Int. J. Clothing Sci. Technol., vol. 27,
no. 1, pp. 75–90, 2015.

[100] A. S. Kumar and V. M. Bhaskaran, ‘‘Multidirectional product decision
support system for user activation assessment in textile industry using
collaborative filtering methods,’’ Int. J. Appl. Eng. Res., vol. 10, no. 20,
pp. 17205–17209, 2015.

[101] C. K. H. Lee, K. L. Choy, K. M. Y. Law, and G. T. S. Ho, ‘‘Application of
intelligent data management in resource allocation for effective operation
of manufacturing systems,’’ J. Manuf. Syst., vol. 33, no. 3, pp. 412–422,
2014.

[102] D. Nakandala, P. Samaranayake, and H. C. W. Lau, ‘‘A fuzzy-based
decision support model for monitoring on-time delivery performance:
A textile industry case study,’’ Eur. J. Oper. Res., vol. 225, no. 3,
pp. 507–517, 2013.

[103] B. Rabenasolo and X. Zeng, ‘‘A risk-based multi-criteria decision sup-
port system for sustainable development in the textile supply chain,’’ in
Handbook on Decision Making (Intelligent Systems Reference Library),
vol. 33, J. Lu, L. C. Jain, and G. Zhang, Eds. Berlin, Germany: Springer,
2012.

[104] A. Aksoy, N. Ozturk, and E. Sucky, ‘‘A decision support system for
demand forecasting in the clothing industry,’’ Int. J. Clothing Sci. Tech-
nol., vol. 24, no. 4, pp. 221–236, 2012.

[105] D. Kumar, J. Singh, and O. P. Singh, ‘‘A decision support system for
supplier selection for Indian textile industry using analytic hierarchy
process based on fuzzy simulation,’’ Int. J. Bus. Perform. Supply Chain
Model., vol. 3, no. 4, pp. 364–382, 2011.

[106] A. Majumdar, R. Mangla, and A. Gupta, ‘‘Developing a decision support
system software for cotton fibre grading and selection,’’ Indian J. Fibre
Text. Res., vol. 35, no. 3, pp. 195–200, 2010.

[107] S. Chakraborty and K. Prasad, ‘‘A quality function deployment-based
expert system for cotton fibre selection,’’ J. Inst. Eng. E, vol. 99, no. 1,
pp. 43–53, Jun. 2018.

[108] V. Istrat and N. Lalić, ‘‘Association rules as a decision making model in
the textile industry,’’ Fibres Text. Eastern Eur., vol. 25, no. 4, pp. 8–14,
2017.

[109] K. Santiago-Santiago, A. L. Laureano-Cruces,
J. M. A. Antuñano-Barranco, O. Domínguez-Pérez, and
E. Sarmiento-Bustos, ‘‘An expert system to improve the functioning
of the clothing industry,’’ Int. J. Clothing Sci. Technol., vol. 27, no. 1,
pp. 99–128, 2015.

[110] C. K. H. Lee, G. T. S. Ho, K. L. Choy, and G. K. H. Pang, ‘‘A RFID-based
recursive process mining system for quality assurance in the garment
industry,’’ Int. J. Prod. Res., vol. 52, no. 14, pp. 4216–4238, 2014.

[111] S. Jamal, H. Esmaeil, and S. E. Maryam, ‘‘Developing a hybrid intelligent
model for constructing a size recommendation expert system in textile
industries,’’ Int. J. Clothing Sci. Technol., vol. 25, no. 5, pp. 338–349,
2013.

[112] C. K. H. Lee, K. L. Choy, G. T. S. Ho, K. S. Chin, K. M. Y. Law, and
Y. K. Tse, ‘‘A hybrid OLAP-association rule mining based quality man-
agement system for extracting defect patterns in the garment industry,’’
Expert Syst. Appl., vol. 40, no. 7, pp. 2435–2446, 2013.

[113] Y. Yu, C.-L. Hui, and T.-M. Choi, ‘‘An empirical study of intelligent
expert systems on forecasting of fashion color trend,’’ Expert Syst. Appl.,
vol. 39, no. 4, pp. 4383–4389, 2012.

[114] W. K. Wong, S. Y. S. Leung, Z. X. Guo, X. H. Zeng, and P. Y. Mok,
‘‘Intelligent product cross-selling system with radio frequency identi-
fication technology for retailing,’’ Int. J. Prod. Econ., vol. 135, no. 1,
pp. 308–319, 2012.

[115] W.-S. Lo, T.-P. Hong, and R. Jeng, ‘‘A framework of E-SCM multi-agent
systems in the fashion industry,’’ Int. J. Prod. Econ., vol. 114, no. 2,
pp. 594–614, 2008.

[116] C. Rong-Chang, L. Chih-Chang, and L. Shiue-Shiun, ‘‘An automatic
decision support system based on genetic algorithm for global apparel
manufacturing,’’ Int. J. Soft Comput., vol. 1, no. 1, pp. 17–21, 2006.

[117] T. W. Lau, P. C. L. Hui, F. S. F. Ng, and K. C. C. Chan, ‘‘A new
fuzzy approach to improve fashion product development,’’ Comput. Ind.,
vol. 57, no. 1, pp. 82–92, 2006.

[118] I. P. Tatsiopoulos, S. T. Ponis, and E. A. Hadzilias, ‘‘An e-releaser of
production orders in the extended enterprise,’’ Prod. Planning Control,
vol. 15, no. 2, pp. 119–132, 2004.

[119] Y. Liu and Z.-F. Geng, ‘‘Three-dimensional garment computer aided
intelligent design,’’ J. Ind. Text., vol. 33, no. 1, pp. 43–54, 2003.

[120] W. D. Cooper and C. Saydam, ‘‘A general decision support systems
approach to the port scheduling problem for pressure beck operations,’’
J. Text. Inst., vol. 94, nos. 1–2, pp. 1–11, 2003.

[121] C. Saydam andW. D. Cooper, ‘‘A decision support system for scheduling
jobs onmulti-port dyeing machines,’’ Int. J. Oper. Prod. Manage., vol. 22,
nos. 9–10, pp. 1054–1065, 2002.

[122] C. Jarvis, S. Davis, B. Kernodle, W. Masuchun, and S. AngannaMuthu,
‘‘Decision support for balanced inventory flow replenishment system,’’
Int. J. Clothing Sci. Technol., vol. 12, no. 6, pp. 100–102, 2000.

[123] R. Convert, L. Schacher, and P. Viallier, ‘‘An expert system for the dyeing
recipes determination,’’ J. Intell. Manuf. , vol. 11, no. 2, pp. 145–155,
2000.

[124] C. Eckert, I. A. N. Kelly, and M. Stacey, ‘‘Interactive generative systems
for conceptual design: An empirical perspective,’’ Artif. Intell. Eng. Des.
Anal. Manuf., vol. 13, no. 4, pp. 303–320, 1999.

[125] C. A. B. e Costa, L. Ensslin, E. C. Corrêa, and J.-C. Vansnick, ‘‘Deci-
sion support systems in action: Integrated application in a multicriteria
decision aid process,’’ Eur. J. Oper. Res., vol. 113, no. 2, pp. 315–335,
1999.

[126] L. J. Anderson, C. Warfield, M. Barry, and C. Emery, ‘‘Toward a national
model of an electronic decision support system for domestic sourcing of
textiles and apparel,’’ Clothing Text. Res. J., vol. 15, no. 2, pp. 65–75,
1997.

[127] C. K. Park, D. H. Lee, and T. Kang, ‘‘Knowledge-base construction of
a garment manufacturing expert system,’’ Int. J. Clothing Sci. Technol.,
vol. 8, no. 5, pp. 11–28, 1996.

[128] E. K. Bye and M. R. DeLong, ‘‘A visual sensory evaluation of the results
of two pattern grading methods,’’ Clothing Text. Res. J., vol. 12, no. 4,
pp. 1–7, 1994.

[129] G. Martino, R. Iannnone, M. Fera, S. Miranda, and S. Riemma, ‘‘Fashion
retailing: A framework for supply chain optimization,’’Uncertain Supply
Chain Manage., vol. 5, no. 3, pp. 243–272, 2017.

[130] C. K. H. Lee, K. L. Choy, G. T. S. Ho, and C. H. Y. Lam, ‘‘A slip-
pery genetic algorithm-based process mining system for achieving better
quality assurance in the garment industry,’’ Expert Syst. Appl., vol. 46,
pp. 236–248, Mar. 2016.

[131] G. Martino, B. Yuce, R. Iannone, and M. S. Packianather, ‘‘Optimisation
of the replenishment problem in the fashion retail industry using Tabu-
Bees algorithm,’’ IFAC-PapersOnLine, vol. 49, no. 12, pp. 1685–1690,
2016.

[132] F. Caro and J. Gallien, ‘‘Inventory management of a fast-fashion retail
network,’’ Oper. Res., vol. 58, no. 2, pp. 257–273, 2010.

[133] S.-S. Li, R.-C. Chen, and C.-C. Lin, ‘‘A genetic algorithm-based decision
support system for allocating international apparel demand,’’ WSEAS
Trans. Inf. Sci. Appl., vol. 3, no. 7, pp. 1294–1299, 2006.

[134] N. Werghi, Y. Xiao, and J. P. Siebert, ‘‘A functional-based segmentation
of human body scans in arbitrary postures,’’ IEEE Trans. Syst., Man,
Cybern., B, Cybern., vol. 36, no. 1, pp. 153–165, Feb. 2006.

[135] S. Sette and L. Boullart, ‘‘Genetic programming: Principles and applica-
tions,’’ Eng. Appl. Artif. Intell., vol. 14, no. 6, pp. 727–736, 2001.

[136] N. I. Karacapilidis and C. P. Pappis, ‘‘Production planning and control in
textile industry: A case study,’’ Comput. Ind., vol. 30, no. 2, pp. 127–144,
1996.

[137] Y. Shin, Y. Kim, and E. Y. Kim, ‘‘Automatic textile image annotation by
predicting emotional concepts from visual features,’’ Image Vis. Comput.,
vol. 28, no. 3, pp. 526–537, 2010.

[138] C. W. M. Yuen, W. K. Wong, S. Q. Qian, L. K. Chan, and
E. H. K. Fung, ‘‘A hybrid model using genetic algorithm and neural
network for classifying garment defects,’’ Expert Syst. Appl., vol. 36,
no. 2, pp. 2037–2047, 2009.

[139] W. K. Wong, C. W. M. Yuen, D. D. Fan, L. K. Chan, and E. H. K. Fung,
‘‘Stitching defect detection and classification usingwavelet transform and
BP neural network,’’ Expert Syst. Appl., vol. 36, no. 2, pp. 3845–3856,
Mar. 2009.

[140] C. W. M. Yuen, W. K. Wong, S. Q. Qian, D. D. Fan, L. K. Chan, and
E. H. K. Fung, ‘‘Fabric stitching inspection using segmented window
technique and BP neural network,’’ Text. Res. J., vol. 79, no. 1, pp. 24–35,
2009.

[141] Q. Lu, Z.-J. Lyu, Q. Xiang, Y. Zhou, and J. Bao, ‘‘Research on datamining
service and its application case in complex industrial process,’’ in Proc.
IEEE Int. Conf. Autom. Sci. Eng., Aug. 2017, pp. 1124–1129.

[142] D. Banerjee, N. Ganguly, S. Sural, and K. S. Rao, ‘‘One for the road:
Recommending male street attire,’’ in Proc. Pacific–Asia Conf. Knowl.
Discovery Data Mining, 2018, pp. 571–582.

95394 VOLUME 7, 2019



C. Giri et al.: Detailed Review of Artificial Intelligence Applied in the Fashion and Apparel Industry

[143] D. Venkataraman, N. Vinay, T. V. Vamsi, S. P. Boppudi, R. Y. Reddy,
and P. Balasubramanian, ‘‘Yarn price prediction using advanced analytics
model,’’ in Proc. IEEE Int. Conf. Comput. Intell. Comput. Res. (ICCIC),
Dec. 2016, pp. 1–8.

[144] C. Fiarni, H. Maharani, and R. Pratama, ‘‘Sentiment analysis system
for Indonesia online retail shop review using hierarchy Naive Bayes
technique,’’ in Proc. 4th Int. Conf. Inf. Commun. Technol. (ICoICT),
May 2016, pp. 1–6.

[145] W. Lin and Z. Miao, ‘‘The construction of fabric grading model based
on SOM algorithm,’’ in Proc. Int. Conf. Intell. Transp., Big Data Smart
City (ICITBS), Dec. 2015, pp. 841–843.

[146] M. Wong, Y. Zhou, and H. Xu, ‘‘Big data in fashion industry: Color cycle
mining from runway data,’’ in Proc. 22nd Amer. Conf. Inf. Syst., 2016,
pp. 1–10.

[147] A. P. Martins, P. Bruniaux, and S. Thomassey, ‘‘Cluster-based sales
forecasting of fast fashion using linguistic variables and ELM,’’ in Proc.
12th Int. FLINS Conf. Uncertainty Modeling Knowl. Eng. Decis. Making,
2016, pp. 978–983.

[148] D. Siegmund, A. Kuijper, and A. Braun, ‘‘Stereo-image normalization
of voluminous objects improves textile defect recognition,’’ in Proc. Int.
Symp. Vis. Comput. Cham, Switzerland: Springer, 2016, pp. 181–192.

[149] J. B. Pérez, A. G. Arrieta, A. H. Encinas, and A. Q. Dios, ‘‘Textile
engineering and case based reasoning,’’ in Proc. 13th Int. Conf. Distrib.
Comput. Artif. Intell., vol. 474, 2016, pp. 423–431.

[150] D. P. P. Mesquita, A. N. A. Neto, J. F. de Queiroz Neto, J. P. P. Gomes,
and L. R. Rodrigues, ‘‘Using robust extreme learning machines to predict
cotton yarn strength and hairiness,’’ in Proc. 24th Eur. Symp. Artif. Neural
Netw. (ESANN), 2016, pp. 65–70.

[151] C. D. Kreyenhagen, T. I. Aleshin, J. E. Bouchard, A. M. I. Wise, and
R. K. Zalegowski, ‘‘Using supervised learning to classify clothing brand
styles,’’ in Proc. IEEE Syst. Inf. Eng. Design Symp. (SIEDS), Apr. 2014,
pp. 239–243.

[152] A. Kitipong, W. Rueangsirasak, and R. Chaisricharoen, ‘‘Classification
system for traditional textile: Case study of the batik,’’ in Proc. 13th
Int. Symp. Commun. Inf. Technol., Commun. Inf. Technol. New Life Style
Beyond Cloud (ISCIT), Sep. 2013, pp. 767–771.

[153] P. F. Li, J. Wang, H. H. Zhang, and J. F. Jing, ‘‘Automatic woven fabric
classification based on support vector machine,’’ in Proc. Int. Conf.
Autom. Control Artif. Intell. (ACAI), no. 598, Mar. 2012, pp. 581–584.

[154] N. A. Khalifa, S. M. Darwish, and M. A. El-Iskandarani, ‘‘Automated
textile defects recognition system using computer vision and interval
type-2 fuzzy logic,’’ in Proc. 1st Int. Conf. Innov. Eng. Syst. (ICIES),
Dec. 2012, pp. 148–153.

[155] E. Yesil, M. Kaya, and S. Siradag, ‘‘Fuzzy forecast combiner design for
fast fashion demand forecasting,’’ in Proc. Int. Symp. Innov. Intell. Syst.
Appl., Jul. 2012, pp. 1–5.

[156] X. G. Wang, X. Z. Li, and Y. Li, ‘‘Application of cluster algo-
rithm in clothes shape classifying,’’ Appl. Mech. Mater., vols. 55–57,
pp. 1058–1062, May 2011.

[157] X. Chen, Y. Luo, and F. Zhu, ‘‘The application of data mining in FFE
of the fashion product development,’’ in Proc. Int. Symp. Comput. Intell.
Design (ISCID), vol. 1, Oct. 2010, pp. 215–217.

[158] L. Z. Fan and Q. Qiao, ‘‘Research on a fashion knowledge management
platform for women garment development,’’ in Proc. Int. Conf. Manage.
Service Sci. (MASS), Aug. 2010, pp. 1–3.

[159] Y. Li, V. E. Kuzmichev, Y. Luo, and X. Wang, ‘‘Garment industry ori-
ented clothes shape classifying by cluster,’’ in Proc. 2nd Int. Conf. Ind.
Mechatronics Automat. (ICIMA), vol. 2, May 2010, pp. 472–475.

[160] M. Selvanayaki, M. S. Vijaya, K. S. Jamuna, and S. Karpagavalli,
‘‘Supervised learning approach for predicting the quality of cotton using
WEKA,’’ in Proc. Int. Conf. Bus. Admin. Inf. Process., vol. 70, 2010,
pp. 382–384.

[161] I. Peña, H. L. Viktor, and E. Paquet, ‘‘Explorative data mining for the
sizing of population groups,’’ in Proc. 1st Int. Conf. Knowl. Discovery
Inf. Retr. (KDIR), 2009, pp. 152–159.

[162] L. Koehl, X. Zeng, M. Camargo, C. Fonteix, and F. Delmotte, ‘‘Analysis
and identification of fashion oriented industrial products using fuzzy logic
techniques,’’ in Proc. 3rd Int. Conf. Intell. Syst. Knowl. Eng. (ISKE),
Nov. 2008, pp. 465–470.

[163] J. De Armas, C. León, G. Miranda, and C. Segura, ‘‘Remote service to
solve the two-dimensional cutting stock problem: An application to the
canary islands costume,’’ in Proc. 2nd Int. Conf. Complex, Intell. Softw.
Intensive Syst. (CISIS), Mar. 2008, pp. 971–976.

[164] S. Ierace, R. Pinto, and S. Cavalieri, ‘‘Application of neural networks to
condition based maintenance: A case study in the textile industry,’’ IFAC
Proc. Vols., vol. 40, no. 3, pp. 147–152, 2007.

[165] N. Y. Kim, Y. Shin, and E. Y. Kim, ‘‘Emotion-based textile indexing using
neural networks,’’ in Proc. Int. Symp. Consum. Electron. (ISCE), 2007,
pp. 349–357.

[166] S. Da Silva Camargo and P. M. Engel, ‘‘MiRABIT: A new algorithm
for mining association rules,’’ in Proc. Int. Conf. Chilean Comput. Sci.
Soc. (SCCC), Nov. 2002, pp. 162–166.

[167] Y. Kita and N. Kita, ‘‘A model-driven method of estimating the state of
clothes for manipulating it,’’ in Proc. IEEEWorkshop Appl. Comput. Vis.,
Dec. 2002, pp. 63–69.

[168] T. Sano and H. Yamamoto, ‘‘Intelligent CAD system for Japanese
kimono,’’ in Proc. 26th Annu. Conf. IEEE Ind. Electron. Soc. (IECON),
vol. 1, Oct. 2000, pp. 942–947.

[169] J. Shao, Z. Zhao, J. Wang, and P. Song, ‘‘Production management and
decision system oriented to the textile enterprise based on multi-agent,’’
in Proc. Int. Conf. Comput. Design Appl. (ICCDA), vol. 4, Jun. 2010,
pp. V445–V449.

[170] Y. Chen and L.-C. Wang, ‘‘Fuzzy logic of matching sense on fashion
image,’’ inProc. 4th Int. Conf. Natural Comput. (ICNC), vol. 7, Oct. 2008,
pp. 85–89.

[171] M. Min, ‘‘A rule based expert system for analysis of mobile sales data
on fashion market,’’ in Proc. Int. Conf. Inf. Sci. Appl. (ICISA), Jun. 2013,
pp. 1–2.

[172] Z.-J. Lv, Q. Xiang, and J.-G. Yang, ‘‘A novel data mining method on
quality control within spinning process,’’ Appl. Mech. Mater., vol. 224,
pp. 87–92, Nov. 2012.

[173] Z. Xue, X. Zeng, L. Koehl, and Y. Chen, ‘‘Development of a fuzzy
inclusion measure for investigating relations between visual and tactile
perception of textile products,’’ in Proc. IEEE Int. Conf. Multisensor
Fusion Integr. Intell. Syst., Sep. 2012, pp. 108–113.

[174] B. S. Villanueva and M. Sànchez-Marrè, ‘‘Case-based reasoning applied
to textile industry processes,’’ in Proc. Int. Conf. Case-Based Reasoning.
Berlin, Germany: Springer, 2012, pp. 428–442.

[175] L.-C. Wang, Y. Chen, and Y. Wang, ‘‘Formalization of fashion sensory
data based on fuzzy set theory,’’ in Proc. 4th Int. Conf. Natural Com-
put. (ICNC), vol. 7, Oct. 2008, pp. 80–84.

[176] J. L. Su, Z. Ouyang, and Y. Chen, ‘‘Design of agile infrastructure for
manufacturing system with FNN based Web-enabled technology solu-
tions,’’ in Proc. 7th Int. Conf. Intell. Syst. Design Appl. (ISDA), Oct. 2007,
pp. 79–83.

[177] R.-C. Chen, S.-S. Li, C.-C. Lin, and T.-S. Chen, ‘‘Application of
self-adaptive genetic algorithm on allocating international demand to
global production facilities,’’ in Proc. World Congr. Intell. Control
Automat. (WCICA), vol. 2, Jun. 2006, pp. 7152–7156.

[178] R.-C. Chen, S.-S. Li, C.-C. Lin, and C.-C. Feng, ‘‘A GA-based global
decision support system for garment production,’’ in Proc. Int. Conf.
Neural Netw. Brain (ICNNB), vol. 2, Oct. 2005, pp. 805–809.

[179] M. H. F. Zarandi and M. Esmaeilian, ‘‘A systematic fuzzy model-
ing for scheduling of textile manufacturing system,’’ in Proc. Annu.
Conf. North Amer. Fuzzy Inf. Process. Soc. (NAFIPS), Jul. 2003,
pp. 359–364.

[180] G. S. Loo, B. C. P. Tang, and L. Janczewski, ‘‘An adaptable human-
agent collaboration information system in manufacturing (HACISM),’’
in Proc. Int. Workshop Database Expert Syst. Appl. (DEXA), Sep. 2000,
pp. 445–449.

[181] G. Gonçalves, J. B. De Sousa, and F. L. Pereira, ‘‘The development of
an integrated decision support system for a textile company: A systems
engineering approach,’’ in Proc. Eur. Control Conf. (ECC), Jul. 1997,
pp. 3543–3548.

[182] G. Brewka and C. Habel, ‘‘KI-97: Advances in artificial intelligence,’’ in
Proc. 21st Annu. German Conf. Artif. Intell., vol. 21. Freiburg, Germany:
Springer, Sep. 1997.

[183] D. A. Xerokostas and K. G. Aravossis, ‘‘A solution procedure for solving
the nonrectangular cutting stock problem of the clothing industry using
expert knowledge within an intelligent CAD environment,’’ in Proc. Int.
Conf. Database Expert Syst. Appl. Berlin, Germany: Springer, 1994,
pp. 214–224.

[184] P. T. Kleeman, T. A. Calogero, C. L. Cromwell, J. D. Nan,
P. F. Sanborn, and P. B. Wright, ‘‘A computer integrated system for
autonomous management of production (illustrated by applications in
textile manufacturing),’’ in Proc. Rensselaer’s 2nd Int. Conf. Comput.
Integr. Manuf., May 1990, pp. 324–330.

VOLUME 7, 2019 95395



C. Giri et al.: Detailed Review of Artificial Intelligence Applied in the Fashion and Apparel Industry

[185] N. Klement, C. Silva, and O. Gibaru, ‘‘Solving a discrete lot siz-
ing and scheduling problem with unrelated parallel machines and
sequence dependent setup using a generic decision support tool,’’
in Proc. IFIP Int. Conf. Adv. Prod. Manage. Syst., vol. 513, 2017,
pp. 459–466.

[186] A. Uber, Jr., P. J. de Freitas Filho, and R. A. Silveira, ‘‘E-HIPS: An
extention of the framework HIPS for stagger of distributed process in pro-
duction systems based on multiagent systems and memetic algorithms,’’
in Proc. Mex. Int. Conf. Artif. Intell. Cham, Switzerland: Springer, 2015,
pp. 413–430.

[187] P. Y. Mok, ‘‘Intelligent apparel production planning for optimizing man-
ual operations using fuzzy set theory and evolutionary algorithms,’’ in
Proc. 5th Int. Workshop Genetic Evol. Fuzzy Syst. Symp. Comput. Intell.
(IEEE GEFS SSCI), Apr. 2011, pp. 103–110.

[188] L. S. Admuthe and S. D. Apte, ‘‘Computational model using ANFIS
and GA: Application for textile spinning process,’’ in Proc. 2nd
IEEE Int. Conf. Comput. Sci. Inf. Technol. (ICCSIT), Aug. 2009,
pp. 110–114.

[189] L. Suyi and Z. Leduo, ‘‘Textile pattern generation technique based
on quasi-regular pattern theory and their transform,’’ in Proc. Pacific-
Asia Workshop Comput. Intell. Ind. Appl. (PACIIA), vol. 2, Dec. 2008,
pp. 264–266.

[190] D.Wen, G. Liu, Y. Zhou, and S. Jin, ‘‘The study of enhancing authenticity
of cloth surface intersection processing,’’ in Proc. Pacific-Asia Workshop
Comput. Intell. Ind. Appl. (PACIIA), vol. 1, Dec. 2008, pp. 977–981.

[191] S. Vorasitchai and S. Madarasmi, ‘‘Improvements on layout of garment
patterns for efficient fabric consumption,’’ in Proc. IEEE Int. Symp.
Circuits Syst., vol. 4, May 2003, pp. IV552–IV555.

[192] J. Távora and H. Coelho, ‘‘A path planner for the cutting of nested
irregular layouts,’’ in Proc. Portuguese Conf. Artif. Intell., in Lecture
Notes in Computer Science, vol. 390, 1989, pp. 246–256.

[193] B. Kalra, K. Srivastava, and M. Prateek, ‘‘Computer vision based person-
alized clothing assistance system: A proposed model,’’ in Proc. 2nd Int.
Conf. Next Gener. Comput. Technol. (NGCT), Oct. 2016, pp. 341–346.

[194] M. T. Habib, S. B. Shuvo, M. S. Uddin, and F. Ahmed, ‘‘Automated
textile defect classification by Bayesian classifier based on statistical
features,’’ in Proc. Int. Workshop Comput. Intell. (IWCI), Dec. 2016,
pp. 101–105.

[195] Y.-I. Ha, S. Kwon, M. Cha, and J. Joo, ‘‘Fashion conversation data on
instagram,’’ in Proc. 11th Int. Conf. Web Social Media (ICWSM), 2017,
pp. 418–427.

[196] D. Siegmund, T. Samartzidis, B. Fu, A. Braun, and A. Kuijper, ‘‘Fiber
defect detection of inhomogeneous voluminous textiles,’’ in Proc. Mex.
Conf. Pattern Recognit., 2017, pp. 278–287.

[197] S. Jiang, M. Shao, C. Jia, and Y. Fu, ‘‘Consensus style centraliz-
ing auto-encoder for weak style classification,’’ in Proc. AAAI, 2016,
pp. 1223–1229.

[198] L. Fan and G. Jiang, ‘‘Optimized Gabor filter parameters for uniform
texture flaw detection,’’ in Proc. IEEE Int. Conf. Intell. Syst. Knowl.
Eng. (ISKE), Nov. 2010, pp. 173–176.

[199] V. Carvalho, F. Soares, and R. Vasconcelos, ‘‘Artificial intelligence and
image processing based techniques: A tool for yarns parameterization
and fabrics prediction,’’ in Proc. IEEE Conf. Emerg. Technol. Factory
Automat. (ETFA), Sep. 2009, pp. 1–4.

[200] I. Amed, A. Balchandani, M. Beltrami, A. Berg, S. Hedrich, and
F. Rölkens, ‘‘The state of fashion 2019: A year of awakening,’’
McKinsey & Company, Nov. 2018. [Online]. Available:
https://www.mckinsey.com/industries/retail/our-insights/the-state-
of-fashion-2019-a-year-of-awakening

[201] T. G. Dietterich, ‘‘Ensemble learning,’’ Handbook Brain Theory Neural
Netw., vol. 2, pp. 110–125, Mar. 2002.

[202] C. Zhang and Y. Ma, Ensemble Machine Learning: Methods and Appli-
cations. New York, NY, USA: Springer, 2012.

[203] K. Ramasubramanian and A. Singh, ‘‘Deep learning using keras and
tensorflow,’’ in Machine Learning With R. Berkeley, CA, USA: Apress,
2019, pp. 667–688.

[204] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna,
‘‘Rethinking the inception architecture for computer vision,’’ in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2016,
pp. 2818–2826.

[205] M. Boeckhout, G. A. Zielhuis, and A. L. Bredenoord, ‘‘The FAIR guiding
principles for data stewardship: Fair enough?’’ Eur. J. Hum. Genet.,
vol. 26, no. 7, pp. 931–936, May 2018.

CHANDADEVI GIRI received the M.Sc. degree in
big data systems from National Research Univer-
sity, Moscow, in 2015. She is currently pursuing
the Ph.D. degree through the framework of Era-
musMundus Joint Doctorate Program-Sustainable
Management and Design of Textile (SMDTex).
She was a Senior Analyst for a multinational IT
consultant company Cognizant Technology Solu-
tions, Mumbai, for three years. She has been an
Erasmus Scholar, since 2017. Her research was

supported by the European Commission. She is affiliated with three univer-
sities including the ENSAIT, Lille University of Science and Technology,
France, the University of Boras, Sweden, and Soochow University, China.
Her current research interests include artificial intelligence, recommendation
systems, big data analytics, predictive modeling, machine learning, and
expert systems.

SHEENAM JAIN received the B.Tech. degree
from BMIET, India, in 2014, and the master’s
degree in fashion technology from NIFT, New
Delhi, India, in 2016. She is currently pursu-
ing the Ph.D. degree through the framework
of Erasmus Mundus Joint Doctorate Program-
Sustainable Management and Design of Textile
(SMDTex) affiliated by three universities, includ-
ing ENSAIT/GEMTEX, the Lille University of
Science and Technology, France, the University of

Boras, Sweden, and Soochow University, China. She is also an Erasmus
Scholar. Her research was supported by the European Commission. Her
current research interests include big data, artificial intelligence, recommen-
dation systems, apparel industry, digitalization, and the mass customization
of apparel.

XIANYI ZENG received the B.Eng. degree
from Tsinghua University, Beijing, China, in
1986, and the Ph.D. degree from the Centre
d’Automatique, Université des Sciences et Tech-
nologies de Lille, Villeneuve-d’Ascq, France, in
1992. He is currently a Professor with the Ecole
Nationale Supérieure des Arts et Industries Tex-
tiles (ENSAIT), Roubaix, France, and the Direc-
tor of the GEMTEX Laboratory, Roubaix. His
research interests include intelligent decision sup-

port systems for fashion and material design, and the modeling and analysis
of human perception and cognition on industrial products and their integra-
tion into virtual products.

PASCAL BRUNIAUXwas born in Denain, France,
in 1959. He received the Ph.D. degree in auto-
matics from the Lille University of Science and
Technology, Villeneuve d’Ascq, France, in 1988.
In 2007, he became a Full Professor in computer,
automatic, and signal processing. He has published
over 17 scientific book chapters, one scientific
book, and 42 papers in reviewed international jour-
nals. He has presented over 97 papers at interna-
tional conferences. He is a Supervisor of 22 Ph.D.

students. His research interests include the modeling of textile structures,
the modeling and virtualization of the human being, the analysis of textile
comfort and consumer well-being, supervised and unsupervised classifica-
tion of 3-D morphologies, the analysis of the process of customization of
clothing, and setting up the virtual tailor.

95396 VOLUME 7, 2019





 

 

 

 

 

Article B 

Jain, S. and Kumar, V., 2020. Garment Categorization Using Data Mining 

Techniques. Symmetry, 12(6), p.984. 

Available at: https://www.mdpi.com/2073-8994/12/6/984 

 

 

 

 

 

 

 

 

 

 





symmetryS S
Article

Garment Categorization Using Data
Mining Techniques

Sheenam Jain 1,2,3,4,* and Vijay Kumar 1

1 The Swedish School of Textiles, University of Boras, S-50190 Boras, Sweden; vijay.kumar@hb.se
2 GEMTEX, ENSAIT, F-59100 Roubaix, France
3 College of Textile and Clothing Engineering, Soochow University, Suzhou 215006, China
4 Universite de Lille Nord de France, F-59000 Lille, France
* Correspondence: sheenam.jain@hb.se or sheenam.jain21@gmail.com

Received: 8 April 2020; Accepted: 1 June 2020; Published: 9 June 2020
���������
�������

Abstract: The apparel industry houses a huge amount and variety of data. At every step of the supply
chain, data is collected and stored by each supply chain actor. This data, when used intelligently,
can help with solving a good deal of problems for the industry. In this regard, this article is
devoted to the application of data mining on the industry’s product data, i.e., data related to a
garment, such as fabric, trim, print, shape, and form. The purpose of this article is to use data
mining and symmetry-based learning techniques on product data to create a classification model
that consists of two subsystems: (1) for predicting the garment category and (2) for predicting the
garment sub-category. Classification techniques, such as Decision Trees, Naïve Bayes, Random Forest,
and Bayesian Forest were applied to the ‘Deep Fashion’ open-source database. The data contain three
garment categories, 50 garment sub-categories, and 1000 garment attributes. The two subsystems
were first trained individually and then integrated using soft classification. It was observed that the
performance of the random forest classifier was comparatively better, with an accuracy of 86%, 73%,
82%, and 90%, respectively, for the garment category, and sub-categories of upper body garment,
lower body garment, and whole-body garment.

Keywords: data mining; machine learning; classification; big data; decision trees; naïve bayes;
bayesian forest; random forest

1. Introduction

Data mining and machine learning have been at the forefront of research, helping to solve
analytical problems and overcoming business problems [1,2]. The power of data mining in analyzing
big data has been proven in various studies [3,4]. The apparel industry is relatively new to the field of
data mining and machine learning; however, it has a gamut of application areas in retail, production,
and other business operations. Businesses, such as Myntra, Zalando, and StitchFix are trying to tap
into the potential of data to gain deeper insight into their consumer bases [5–7]. They even provide
smart recommendations based on customers’ past purchases. Some retailers gather data using machine
learning models and then use it to make important business decisions [8]. For instance, with the
information extracted from data, they can learn what products sell best and which ones need refining.
Mined data can be of immense use to marketing teams in designing appealing and targeted promotions
to attract more customers.

With the advent of the internet and massive technological developments, there has also been a rise
in e-commerce in the apparel industry. The number of retail channels has increased, with customers
buying products through different retail channels, such as mobile commerce, social media commerce,
and retail shops [9]. Due to increasing web interactions, there are more ways for customers to leave
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their digital footprints and for businesses to collect data. These data, available from a multitude of
sources and channels, necessitate the adoption of the latest technologies, such as artificial intelligence,
big data analytics, and machine learning.

As the contemporary customer relies on online retail channels to make purchases, the need also
arises for powerful and intelligent systems that can recommend, personalize, or help the customer in
making purchasing decisions. Such models (decision support systems) can help customers in finding
the right garments, according to their requirements. The first step towards achieving this is to make
the models recognize the different garment categories and corresponding garment attributes. It is
important to recommend the right garment to the customer as it directly impacts the customer’s
shopping experience as well as the perception of the retailer itself [10]. Moreover, classifying products
based on attributes can be beneficial for demand forecasting, as well as efficient assortment planning
and comparison by retailers and producers [11]. In this context, this study proposes to utilize the big
data available in the apparel industry to support the development of a classification framework by
applying data mining and machine learning techniques.

Hence, the focus of this article is to build an integrated model that is capable of identifying
garment attributes to predict garment type. Our approach applies data mining techniques to build an
intelligent model, which learns from existing training dataset containing garment attributes, categories
(upper wear, bottom wear, and whole-body wear garment), and sub-categories (shirt, jeans, dress,
blouse, etc.). The classifiers are first individually trained to classify the garment categories (subsystem
1) and sub-categories (subsystem 2). After this, an integrated model is created that consists of both
subsystems and provides a soft classification for any new instance that the model is provided with.
Generally, this article is a preliminary attempt to use data mining and symmetry-based learning
concepts, particularly classification, to support the decision-makers by evaluating product attribute
data to identify the garment type.

The rest of the paper is structured as follows: Section 2 discusses the previous research carried in
the field of data mining and machine learning in the apparel industry. Section 3 describes the data
mining and machine learning algorithms used in this research. Section 4 briefly discusses the research
framework adopted. Section 5 presents the results and findings and Section 6 provides the limitations,
future scope, and conclusion.

2. Research Background

Even though the application of data mining and machine learning techniques are relatively new in
the apparel industry, they have quickly gained popularity in related research. A considerable amount
of work is done in improving various operations in the apparel production supply chain, with the help
of data mining, which is discussed in the following section.

For instance, achieving a good garment fit has been a big issue in the apparel industry [12].
Nonetheless, attempts have been made to address the issue using various data mining techniques.
There are a few sub-areas of research within this that are highly focused, including finding the most
relevant body measurements to develop a new sizing system [13–15] and evaluating the fit of the
garment using virtual try-on [16,17]. N. Zakaria et al. [18] employed principal component analysis,
k-means clustering, and regression tree to address issues related to the identification of the most
important body measurements. Similarly, Hsu and Wang [19] used Kaiser’s eigenvalue criteria along
with the Classification and Regression Trees (CART) decision tree algorithm to identify and classify
significant patterns in the body data.

On the other hand, forecasting is another popular research area, where data mining has been
used for sales forecasting [20–22] and demand forecasting [23,24]. An application of time series on
e-commerce to forecast sales trends has been discussed in the study by S.V. Kumar et al. [25]. With their
proposed method, it is possible to achieve both short-term and long-term forecasting. The study by Z.
Al-halah et al. [26] used fashion images to predict the popularity of styles in the future. They trained a
forecasting model using these style images to represent the trend over time. Yet another application
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their digital footprints and for businesses to collect data. These data, available from a multitude of
sources and channels, necessitate the adoption of the latest technologies, such as artificial intelligence,
big data analytics, and machine learning.

As the contemporary customer relies on online retail channels to make purchases, the need also
arises for powerful and intelligent systems that can recommend, personalize, or help the customer in
making purchasing decisions. Such models (decision support systems) can help customers in finding
the right garments, according to their requirements. The first step towards achieving this is to make
the models recognize the different garment categories and corresponding garment attributes. It is
important to recommend the right garment to the customer as it directly impacts the customer’s
shopping experience as well as the perception of the retailer itself [10]. Moreover, classifying products
based on attributes can be beneficial for demand forecasting, as well as efficient assortment planning
and comparison by retailers and producers [11]. In this context, this study proposes to utilize the big
data available in the apparel industry to support the development of a classification framework by
applying data mining and machine learning techniques.

Hence, the focus of this article is to build an integrated model that is capable of identifying
garment attributes to predict garment type. Our approach applies data mining techniques to build an
intelligent model, which learns from existing training dataset containing garment attributes, categories
(upper wear, bottom wear, and whole-body wear garment), and sub-categories (shirt, jeans, dress,
blouse, etc.). The classifiers are first individually trained to classify the garment categories (subsystem
1) and sub-categories (subsystem 2). After this, an integrated model is created that consists of both
subsystems and provides a soft classification for any new instance that the model is provided with.
Generally, this article is a preliminary attempt to use data mining and symmetry-based learning
concepts, particularly classification, to support the decision-makers by evaluating product attribute
data to identify the garment type.

The rest of the paper is structured as follows: Section 2 discusses the previous research carried in
the field of data mining and machine learning in the apparel industry. Section 3 describes the data
mining and machine learning algorithms used in this research. Section 4 briefly discusses the research
framework adopted. Section 5 presents the results and findings and Section 6 provides the limitations,
future scope, and conclusion.

2. Research Background

Even though the application of data mining and machine learning techniques are relatively new in
the apparel industry, they have quickly gained popularity in related research. A considerable amount
of work is done in improving various operations in the apparel production supply chain, with the help
of data mining, which is discussed in the following section.

For instance, achieving a good garment fit has been a big issue in the apparel industry [12].
Nonetheless, attempts have been made to address the issue using various data mining techniques.
There are a few sub-areas of research within this that are highly focused, including finding the most
relevant body measurements to develop a new sizing system [13–15] and evaluating the fit of the
garment using virtual try-on [16,17]. N. Zakaria et al. [18] employed principal component analysis,
k-means clustering, and regression tree to address issues related to the identification of the most
important body measurements. Similarly, Hsu and Wang [19] used Kaiser’s eigenvalue criteria along
with the Classification and Regression Trees (CART) decision tree algorithm to identify and classify
significant patterns in the body data.

On the other hand, forecasting is another popular research area, where data mining has been
used for sales forecasting [20–22] and demand forecasting [23,24]. An application of time series on
e-commerce to forecast sales trends has been discussed in the study by S.V. Kumar et al. [25]. With their
proposed method, it is possible to achieve both short-term and long-term forecasting. The study by Z.
Al-halah et al. [26] used fashion images to predict the popularity of styles in the future. They trained a
forecasting model using these style images to represent the trend over time. Yet another application
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of data mining extensively worked upon is recommender systems [27,28]. An excellent overview of
the existing apparel recommendation systems is presented in [29]. It highlights the improvement
required in creating a comprehensive apparel and user profile to improve the existing recommendation
systems and shows the need for long-term recommendations in design and manufacturing. On these
lines, Z.H.U. Ming et al. [30] considered both user preference and behavioral data to design an online
recommendation system aiming to provide increased relevance of the recommendations. In the
study [31], C. Skiada et al. generated association rules using real Point-of-Sales (POS) data to provide
recommendations and to understand the customer’s needs and behavior while shopping online
or offline.

Furthermore, significant attention has been paid to utilizing image recognition and pattern
recognition [32,33], and deep learning for classification of fashion images [34,35]. W. Surakarin et al.
focused on classifying upper-body garments using Support Vector Machine (SVM) with a linear kernel
to train the machine-learning model to classify clothing into sub-categories and realized an overall
accuracy of 73.57%. On the other hand, C.-I. Cheng et al. [36] used neural network and fuzzy sets
for garment characterization and measurements. More recently, generative adversarial networks
were used by K.E.A. et al. [37] to translate target attributes into fashion images. This method has the
advantage of working when the number of attributes to be manipulated in an image is large, which
is usually the case with the data in the fashion and apparel industry [38]. This technique is still at a
nascent stage, however, and holds immense potential to advance the task of automatic generation of
fashion styles.

Classification techniques have also been used to categorize fabric and sewing defects in the
industry using computer vision for different applications (e.g., see [39,40] for fabric defects and [41]
for garment defects). It is interesting to note that the classification systems have also been employed
in image retrieval systems. For example, A. Vuruskan et al. [42] created an intelligent system to
select fashion for non-standard female bodies using a genetic algorithm and neural network. More
recently, the convolutional neural network has become popular for the task of classification of clothing
images. H. Tuinhof et al. [43] trained a convolutional neural network to classify images of fashion
products and proposed a system that takes one image as input from the user and provides a range of
similar recommendations. Luca Donati et al. [44] worked on automatic recognition and classification
of various features of the garment, solely from rendering images of the products, and achieved an
accuracy of 75%.

In some other works, Bossard et al. [45] focused on identifying the clothes worn by people in
images by first locating the upper body in the image and then extracting the features for garment
classification using Support VectorMachine and Random Forest with an accuracy of 35.03% and 38.29%,
respectively. An interesting finding of this study was the different training accuracies between 38%
and 71% for different garment categories. The study in [46] proposed a cross model search tool, which
can do both image annotation and image search by training a neural network with fashion attributes.

When it comes to the classification of garments, most of the studies are associated with image
recognition and computer vision. However, when a customer searches for a garment on an online retail
channel, they often use certain keywords (garment attributes, categories, styles) while using a retailer’s
website, or use ‘hashtags’while searching on socialmedia retail channels, such as Instagram. Classifying
garments using text instead of images can be useful in this scenario. An efficient classification framework
for categorizing garment categories according to their attributes can be useful for customers—as
it provides better user experience when they receive the correct product suggestions—as well as
businesses, as it directly influences sales. In this context, in a study by Hammar, K. et al. [47], they train
a classifier using data from Instagram of clothing attributes and used it to predict the clothing with
an f1 score of 0.60. The study in [48] trained a support vector machine by using the text representing
product description to classify fashion styles by brand and achieved an accuracy of 56.25%.

As has been realized by examining the extant literature in the field of data mining and machine
learning in the apparel industry, most of the research related to the classification of an apparel product
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has been focused on using visual features, while the research using attributes as ‘words’ to train the
classification model is scant. Consequently, this study uses ‘words’ to build a classification framework
that can predict the category and sub-category of garments, given their product attributes.

3. Machine Learning Algorithms for Garment Classification

Constructing precise and effectual classifiers for big databases is one of the basic tasks of data
mining and machine learning algorithms. Typically, classification is one of the initial steps to inspect
whether a set of observations can be grouped based on some similarity. A classifier aims to find
predictor, M : F → C , where F represents the instance space, i.e., a feature vector of lengthm constituting
the features set of the object to be classified, and C represents the object level denoting the classification
into w unique classes [49]. The classification predictor M is often trained by training dataset Xtr, split
from the original dataset of instances X = (x1, x2, . . . , xn), where xi represents feature-label set of ith

instance. Here, xi = (Fi, ci) where Fi = ( f1, f2, . . . , fm)i is the feature set for i
th object or instance and

ci is the label assigned to ith object or instance. For the binary feature sets i.e., a set of binary variables
if selected attributes are present is presented as fi = {0, 1}∀i = 1, 2 . . . .m, thus, Fi = {0, 1}m.

Building these kinds of effective classification functions or systems is central to data mining.
Provided a partial observation and a classification, a system can statistically identify the unobserved
attribute. There are various kinds of techniques used for classification such as Decision Trees, Gradient
Boost, Naïve Bayes, ensemble Learning methods, etc. However, this study employs four techniques:
Decision Trees, Naïve Bayes, Random Forest, and Bayesian Forest, and are discussed in brief below.

3.1. Naïve Bayes (NB) Classification

Naïve Bayes classifier is a probabilistic machine-learning model, which is a collection of
classification algorithms based on Bayes’ Theorem. It is considered fast, efficient, and easy to
implement. It assumes that the predictive features are mutually independent given the class [50].
In this study, the Bernoulli Naïve Bayes algorithm is used, where each feature is supposed to be a
binary-valued variable. Assuming that we have an object F represented by a given feature vector of
m-dimensions, i.e., Fi = ( f1, f2, . . . , fm)i, which is a Boolean expressing absence or presence of the ith

feature. Based on the features, the object can be classified into a class ci in C = (c1, c2, . . . , cw). Therefore,
according to Bayes theorem [51],

P(ci|Fi) =
m∏

i=1

[ciP( fi
∣∣∣ci) + (1− ci)

(
1− P( fi

∣∣∣ci)
)
] (1)

where, P(ci|Fi) is called a posterior probability, i.e., probability of class ci conditioned to a given
feature vector F, P( fi

∣∣∣ci) is known as the likelihood and defined as the probability of feature vector
Fi conditioned to class ci. The most common applications of the NB classifier include sentiment
analysis, recommendation engines, and spam filtering, and is considered fast, efficient, and easy to
implement [52].

3.2. Decision Trees (DT)

Decision trees are one of the most widely implemented supervised learning algorithms and
are considered a structured approach for multiclass classification [53,54]. They are robust and can
achieve high accuracy in various tasks while being accountable. The information gained by a decision
tree during the training phase is formulated into a hierarchical structure. This structure is easy to
interpret even by non-experts. The development of DT usually involves two steps—induction and
pruning—in the formation of a tree-like structure. Induction involves tree building, i.e., the formation
of nodes and branches of the decision tree. Each node (excluding the terminal nodes) splits the
assigned attribute based on the magnitude or category and creates branching leading to nodes of the
next attribute. A given node Ni is divided into Nl

i and Nr
i such that the training set Fi are classified
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has been focused on using visual features, while the research using attributes as ‘words’ to train the
classification model is scant. Consequently, this study uses ‘words’ to build a classification framework
that can predict the category and sub-category of garments, given their product attributes.

3. Machine Learning Algorithms for Garment Classification

Constructing precise and effectual classifiers for big databases is one of the basic tasks of data
mining and machine learning algorithms. Typically, classification is one of the initial steps to inspect
whether a set of observations can be grouped based on some similarity. A classifier aims to find
predictor, M : F → C , where F represents the instance space, i.e., a feature vector of lengthm constituting
the features set of the object to be classified, and C represents the object level denoting the classification
into w unique classes [49]. The classification predictor M is often trained by training dataset Xtr, split
from the original dataset of instances X = (x1, x2, . . . , xn), where xi represents feature-label set of ith

instance. Here, xi = (Fi, ci) where Fi = ( f1, f2, . . . , fm)i is the feature set for i
th object or instance and

ci is the label assigned to ith object or instance. For the binary feature sets i.e., a set of binary variables
if selected attributes are present is presented as fi = {0, 1}∀i = 1, 2 . . . .m, thus, Fi = {0, 1}m.

Building these kinds of effective classification functions or systems is central to data mining.
Provided a partial observation and a classification, a system can statistically identify the unobserved
attribute. There are various kinds of techniques used for classification such as Decision Trees, Gradient
Boost, Naïve Bayes, ensemble Learning methods, etc. However, this study employs four techniques:
Decision Trees, Naïve Bayes, Random Forest, and Bayesian Forest, and are discussed in brief below.

3.1. Naïve Bayes (NB) Classification

Naïve Bayes classifier is a probabilistic machine-learning model, which is a collection of
classification algorithms based on Bayes’ Theorem. It is considered fast, efficient, and easy to
implement. It assumes that the predictive features are mutually independent given the class [50].
In this study, the Bernoulli Naïve Bayes algorithm is used, where each feature is supposed to be a
binary-valued variable. Assuming that we have an object F represented by a given feature vector of
m-dimensions, i.e., Fi = ( f1, f2, . . . , fm)i, which is a Boolean expressing absence or presence of the ith

feature. Based on the features, the object can be classified into a class ci in C = (c1, c2, . . . , cw). Therefore,
according to Bayes theorem [51],

P(ci|Fi) =
m∏

i=1

[ciP( fi
∣∣∣ci) + (1− ci)

(
1− P( fi

∣∣∣ci)
)
] (1)

where, P(ci|Fi) is called a posterior probability, i.e., probability of class ci conditioned to a given
feature vector F, P( fi

∣∣∣ci) is known as the likelihood and defined as the probability of feature vector
Fi conditioned to class ci. The most common applications of the NB classifier include sentiment
analysis, recommendation engines, and spam filtering, and is considered fast, efficient, and easy to
implement [52].

3.2. Decision Trees (DT)

Decision trees are one of the most widely implemented supervised learning algorithms and
are considered a structured approach for multiclass classification [53,54]. They are robust and can
achieve high accuracy in various tasks while being accountable. The information gained by a decision
tree during the training phase is formulated into a hierarchical structure. This structure is easy to
interpret even by non-experts. The development of DT usually involves two steps—induction and
pruning—in the formation of a tree-like structure. Induction involves tree building, i.e., the formation
of nodes and branches of the decision tree. Each node (excluding the terminal nodes) splits the
assigned attribute based on the magnitude or category and creates branching leading to nodes of the
next attribute. A given node Ni is divided into Nl

i and Nr
i such that the training set Fi are classified
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into two subsets namely Fli and Fri based on the division of a particular feature aj into f lj and f rj and

f li ∪ f li = fi; f li ∩ f li = φ. The splitting of the feature at the node is carried out such that it creates the
node, which is purer (i.e., homogenous in terms of their features) in the divided datasets. Therefore,
a feature resulting in better segregation of the training data is placed near to the root node (first node
of the tree hierarchy) and, subsequently, the other attributes are divided into an iterative process and
placed in the tree hierarchy. In this context, Gini impurity or Gini index is used to determine the
homogeneity or purity of the split data, based on the attribute, based on the following formulation [55],

g = 1−
w∑

i=1

(pi)
2 (2)

where w is the total number of classes, and pi is the fraction of objects labeled in ith class.
If the elements of f li or f ri are of the same class label, no further splitting is done and that particular

node is labeled as a terminal node. On the other hand, a node having a mixed labels dataset is further
divided into two nodes based on another feature.

Pruning is the process where unnecessary structures are removed from the tree. This reduces the
complexity and chances of overfitting making the tree easier to interpret. The basic algorithm iterates
through the tree in the top to bottom approach, where the top node with no incoming branch is the root
node, the nodes with outgoing branches are internal nodes and all others are leaves. The attributes
of a model are depicted by the root and internal nodes, while the target class is depicted by the
leaves. To decide the target class of a new instance, the decision tree algorithm begins at the root node,
advancing towards the bottom through the internal nodes until it reaches a leaf node. At each node,
an assessment is made to choose one of the branches. The new instance is labeled with the class of the
concluding leaf node [56].

3.3. Random Forest (RF)

A random forest is an ensemble of multiple decision trees. It is a popular and highly efficient
ensemble method for supervised learning algorithms and can be used for both regression and
classification. Since the decision tree approach mentioned in Section 3.2 involves a single decision
network, the main issue remains that the formed single decision tree may not be suitable for all data.
In RF, bootstrap aggregating (bagging) technique is applied to a large set of decision tree learners [57].
Bagging is the process of creating sub-training datasets using the existing data with replacement [58].
Thus, there could be duplicate values in the sample datasets. As the name suggests, the random
forest algorithm stochastically selects training sets to create decision trees. During the phase of testing,
the RF receives predictions from each tree and then chooses the most efficient solution with the help of
voting [59]. In a classification problem, every tree created provides a unit vote and assigns each input
to the most probable target class. This collection of trees is also called the forest. It is comparatively a
faster method that can identify non-linear patterns in data and is a good solution to a common problem
with decision trees of overfitting. It works well for both numerical and categorical data.

3.4. Bayesian Forest (BF)

A Bayesian Forest is another ensemble learning method where the decision tree formation relies
on the Bayesian statistics [60]. In RF, the training of the multiple random trees takes place and the
appropriate tree configuration is selected, which results in the best classification. In a Bayesian-based
random forest method, the Bayesian statistics are used for the selection of random decision trees from
a collection of trees. As explained in Section 3.1, the Bayesian approach starts with a prior distribution.
Subsequently, it estimates a likelihood function for each set of data in a decision tree. Bayesian forest
draws the weights of the trees from an exponential distribution and the prediction is an approximate
posterior mean. The mathematical formulation of the method and the computational steps followed
can found in [60].
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4. Research Methodology

Figure 1 shows an overview of the research framework. The research consists of three steps.
The first step explains the dataset and tools used and provides details about the feature and target
variables. Second is the data pre-processing step that includes data cleaning, data integration, feature
selection, and data reduction. Lastly, the model-building step presents the development of the two
subsystems, their integration, and the evaluation methods used.

Following the above-mentioned steps, the aim was to develop a classification model that can
predict the garment types based on their attributes. The classification model consists of two-level
hierarchy, the first level for classifying the garment category, and the other for classifying the garment
sub-category. Hence, the classification system first gives an initial decision on whether a garment is for
upper, lower or whole body and then based on this further provides a final class decision i.e., shirt,
blouse, trousers, jeans, dress, kimono, and other garment sub-categories.

4.1. Tools and Dataset

The dataset used in this study is an open-source dataset named DeepFashion [61] The original
dataset contains 289,222 images of apparel products tagged with 50 garment sub-categories (e.g., shirt,
jeans, dresses, etc.) and 1000 garment attributes (A-line, long-sleeve, zipper, etc.). The tagged
information was extracted from the dataset to build the classification model while the apparel product
images were not used. The garment sub-categories are further grouped into three garment categories:
upper wear, bottomwear, andwhole-bodywear (the list of garment sub-categories within each garment
category is available in the Supplementary Materials as Table S1).

The open source dataset consists of different files, out of which four files were required to develop
the classification model. The following files were used to extract information relevant to this study:

i. List of garment sub-categories tagged in the images along with the corresponding
garment categories.

ii. List of 289,222 image names with the corresponding garment category (upper, lower, whole).
iii. List of garment attributes containing the attribute name (A-line, long-sleeve, zipper, etc.) and

the corresponding attribute type.
iv. List of 289,222 image names with 1000 columns for each garment attributes providing the

presence or absence of the attribute in that image by (−1, 0, 1).

4.2. Data Preprocessing

This section briefly discusses data pre-processing carried out in two steps (data extraction and
cleaning and integration) and features selection and data reduction. The following section describes
these steps in detail.

4.2.1. Data Extraction, Cleaning, and Integration

As discussed in the previous section, it was important to extract information from different files
and then integrate to create a dataset that can be provided as an input to the classification algorithm.
The first and second files were used to get a list of image names with corresponding garment categories
and sub-categories tagged in that image. As in the fourth file, the garment attributes were represented
by numbers (1 to 1000), and the third file contained the attribute names corresponding to each number;
the third file was used to replace these numbers by actual attribute names. The resulting dataset and
integration of the first and second files were further integrated to get the final dataset.
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4. Research Methodology

Figure 1 shows an overview of the research framework. The research consists of three steps.
The first step explains the dataset and tools used and provides details about the feature and target
variables. Second is the data pre-processing step that includes data cleaning, data integration, feature
selection, and data reduction. Lastly, the model-building step presents the development of the two
subsystems, their integration, and the evaluation methods used.

Following the above-mentioned steps, the aim was to develop a classification model that can
predict the garment types based on their attributes. The classification model consists of two-level
hierarchy, the first level for classifying the garment category, and the other for classifying the garment
sub-category. Hence, the classification system first gives an initial decision on whether a garment is for
upper, lower or whole body and then based on this further provides a final class decision i.e., shirt,
blouse, trousers, jeans, dress, kimono, and other garment sub-categories.

4.1. Tools and Dataset

The dataset used in this study is an open-source dataset named DeepFashion [61] The original
dataset contains 289,222 images of apparel products tagged with 50 garment sub-categories (e.g., shirt,
jeans, dresses, etc.) and 1000 garment attributes (A-line, long-sleeve, zipper, etc.). The tagged
information was extracted from the dataset to build the classification model while the apparel product
images were not used. The garment sub-categories are further grouped into three garment categories:
upper wear, bottomwear, andwhole-bodywear (the list of garment sub-categories within each garment
category is available in the Supplementary Materials as Table S1).

The open source dataset consists of different files, out of which four files were required to develop
the classification model. The following files were used to extract information relevant to this study:

i. List of garment sub-categories tagged in the images along with the corresponding
garment categories.

ii. List of 289,222 image names with the corresponding garment category (upper, lower, whole).
iii. List of garment attributes containing the attribute name (A-line, long-sleeve, zipper, etc.) and

the corresponding attribute type.
iv. List of 289,222 image names with 1000 columns for each garment attributes providing the

presence or absence of the attribute in that image by (−1, 0, 1).

4.2. Data Preprocessing

This section briefly discusses data pre-processing carried out in two steps (data extraction and
cleaning and integration) and features selection and data reduction. The following section describes
these steps in detail.

4.2.1. Data Extraction, Cleaning, and Integration

As discussed in the previous section, it was important to extract information from different files
and then integrate to create a dataset that can be provided as an input to the classification algorithm.
The first and second files were used to get a list of image names with corresponding garment categories
and sub-categories tagged in that image. As in the fourth file, the garment attributes were represented
by numbers (1 to 1000), and the third file contained the attribute names corresponding to each number;
the third file was used to replace these numbers by actual attribute names. The resulting dataset and
integration of the first and second files were further integrated to get the final dataset.
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Figure 1. Research framework.

Finally, this dataset was filtered at two levels. At the first level, dataset A was used that consisted
three garment categories as the target variable, i.e., upper wear (referred as Upper or U), bottom wear
(referred as Lower or L), and whole-body wear (referred as Whole or W). While at the second level,
there were garment sub-categories for each category mentioned at the first level represented by dataset
U, L, and W respectively, which included shirts, dresses, jeans, etc.

The resulting dataset was split and transformed to give a dataset for each garment category,
as shown in Figure 1. This step was carried to develop the two subsystems of the classification model,
discussed in detail in the sections to follow. After splitting, there were four datasets, the initial dataset
A containing all the instances of the three garment categories, a dataset U containing instances of upper
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wear (U), a dataset L containing instances of bottom wear, and a dataset W containing instances of
whole-body wear. The garment categories and sub-categories in each dataset were considered as target
labels and the garment attributes as the feature variables.

4.2.2. Feature Selection and Data Reduction

For efficient training of the classifier, it was necessary to select the features that are most relevant
for the target class. Since, dataset A has all three garment categories as the target classes, having
all the garment attributes is understandable. However, after splitting the dataset for each garment
category, not all garment attributes might be relevant. Therefore, this step illustrates feature selection
for the datasets U, L, and W. This study uses tree-based feature importance measures. Due to the
applicability of random forests to a wide range of problems, the capability to create accurate models,
and provide variable importance measures, it was chosen as the preferred algorithm to implement the
feature selection.

In case of this type of feature selection, the importance of mth feature in Fm for predicting wth class
in Cw is calculated by adding weighted Gini decreases for the nodes t where Fm is used, averaged over
all the trees Nt in the forest. Therefore, the importance of each feature is calculated by [62]:

Imp (Fm) =
1
NT

∑

T

∑

t∈T:v(st)=Fm

p(t) � g(st, t) (3)

where,

p(t) is the proportion Nt
N of samples reaching t.

�g is the impurity function, i.e., Gini importance or mean decrease Gini.
v(st) is the feature used in the split st.

This method was chosen, as it is straightforward, fast, and the most accurate method for selecting
suitable features for machine learning. Once the feature importance was calculated, the features with a
threshold value above ‘1.25 * median’ were selected. The table of most relevant features can be found
in the Supplementary Materials as Table S3. After the selection of the most important features for each
dataset, the data reduction step was carried out by removing the rows in all four datasets that did not
have any attribute tagged in the corresponding image. This resulted in reduced datasets A, U, L, and
W; the final number of attributes and observations for these four reduced datasets are summarized in
Table 1.

Table 1. Number of observations and attributes after data reduction.

Dataset
Initial Final

No. of Data Points No. of Attributes No. of Data Points No. of Attributes

A 289222 1000 276253 1000

U 137770 1000 131620 430

L 56037 1000 55915 467

W 82446 1000 82202 453

4.3. Model Building

The main objective of the proposed methodology is to build a classification that predicts the
garment type based on its attributes. As depicted in Figure 1, to accomplish this, the model building
process in itself was split into two phases—the development of subsystems and integration of the
subsystems. In the first phase, the classifiers were trained individually for each dataset. The classifier
trained with dataset A led to the formation of subsystem 1. While the classifiers trained with dataset U,
L, and W led to the formation of subsystem 2. As discussed in Section 3, the chosen machine learning
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wear (U), a dataset L containing instances of bottom wear, and a dataset W containing instances of
whole-body wear. The garment categories and sub-categories in each dataset were considered as target
labels and the garment attributes as the feature variables.

4.2.2. Feature Selection and Data Reduction

For efficient training of the classifier, it was necessary to select the features that are most relevant
for the target class. Since, dataset A has all three garment categories as the target classes, having
all the garment attributes is understandable. However, after splitting the dataset for each garment
category, not all garment attributes might be relevant. Therefore, this step illustrates feature selection
for the datasets U, L, and W. This study uses tree-based feature importance measures. Due to the
applicability of random forests to a wide range of problems, the capability to create accurate models,
and provide variable importance measures, it was chosen as the preferred algorithm to implement the
feature selection.

In case of this type of feature selection, the importance of mth feature in Fm for predicting wth class
in Cw is calculated by adding weighted Gini decreases for the nodes t where Fm is used, averaged over
all the trees Nt in the forest. Therefore, the importance of each feature is calculated by [62]:

Imp (Fm) =
1
NT

∑

T

∑

t∈T:v(st)=Fm

p(t) � g(st, t) (3)

where,

p(t) is the proportion Nt
N of samples reaching t.

�g is the impurity function, i.e., Gini importance or mean decrease Gini.
v(st) is the feature used in the split st.

This method was chosen, as it is straightforward, fast, and the most accurate method for selecting
suitable features for machine learning. Once the feature importance was calculated, the features with a
threshold value above ‘1.25 * median’ were selected. The table of most relevant features can be found
in the Supplementary Materials as Table S3. After the selection of the most important features for each
dataset, the data reduction step was carried out by removing the rows in all four datasets that did not
have any attribute tagged in the corresponding image. This resulted in reduced datasets A, U, L, and
W; the final number of attributes and observations for these four reduced datasets are summarized in
Table 1.

Table 1. Number of observations and attributes after data reduction.

Dataset
Initial Final

No. of Data Points No. of Attributes No. of Data Points No. of Attributes

A 289222 1000 276253 1000

U 137770 1000 131620 430

L 56037 1000 55915 467

W 82446 1000 82202 453

4.3. Model Building

The main objective of the proposed methodology is to build a classification that predicts the
garment type based on its attributes. As depicted in Figure 1, to accomplish this, the model building
process in itself was split into two phases—the development of subsystems and integration of the
subsystems. In the first phase, the classifiers were trained individually for each dataset. The classifier
trained with dataset A led to the formation of subsystem 1. While the classifiers trained with dataset U,
L, and W led to the formation of subsystem 2. As discussed in Section 3, the chosen machine learning
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techniques for training the classifiers were Decision Trees, Naïve Bayes, Bayesian Forest, and Random
Forest. The framework of the integrated system with an explanatory instance is depicted in Figure 2.

Figure 2. Framework of the Integrated System.

4.3.1. Development of Subsystems

Model Development

In general, data classification is a two-step process. The first step indicates the learning or training
phase, where a model is developed by providing a predetermined set of classes and the corresponding
set of training instances. Each instance is assumed to represent a predefined class. The second step,
the testing phase, uses a different set of data instances to estimate the classification accuracy of the
model. If the model achieves acceptable accuracy, it can be used to classify future unlabeled data
instances. Finally, the model acts as a classifier in the decision-making process. The primary focus of
this study is the classification of garment attribute data. The process of testing and training is shown in
Figure 3.

In order to create the classification models (i.e., M : F → C ), the four datasets were first split into
two parts, 80% used for building the model and the remaining 20% as the validation set for computing
the performance of the integrated model. The dataset used for model building was further split into a
set of features, F = f1, f2, . . . , fm, and target variables, C = c1, c2, . . . , cw. All of the garment attributes
constitute the feature space, while the garment categories and sub-categories constitute the target
space. Next, the target and feature datasets were split into train and test using stratified k (=10) fold
cross-validation. The advantage of using stratified k-fold cross-validation is that it rearranges the data
to ensure that each fold is a good representation of the entire dataset and, hence, is generally considered
a good strategy for classification problems [63]. Stratified cross-validation is a common preference
when dealing with multi-class classification problems, especially in the case of class imbalance [64].
A final evaluation was done using the test set. The following are the steps followed to accomplish
stratified k-fold cross-validation:

i. The dataset was randomly split into k (=10) equal size partitions.
ii. From the k partitions, one was reserved as the test dataset for the final evaluation of the model,

while the other k-1 partitions were used to model training.
iii. The process was repeated for each model and machine learning technique k times with each of

the k-partitions used exactly once as the test data.
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iv. The k results acquired from each of the test partitions were combined by averaging them,
to produce a single estimation.

Figure 3. General testing and training framework for building classifiers.

Following this procedure, all four classifierswere trained separately for each dataset. The classifiers
trained using dataset A belonged to subsystem 1, while all the other classifiers belonged to subsystem 2.
These classifiers were further integrated into the next section to predict the label of new data instances.

Evaluation

Evaluation is one of the important steps in model building. With this, the accuracy of the
classifier can be judged. There are many evaluation metrics available to determine the performance
of a classification model. However, for a multiclass classifier, accuracy is the most widely used
metric and is calculated as the number of correctly predicted labels divided by the total number of
labels. [65]. Besides, a confusion matrix is widely adopted to measure the performance of a supervised
machine-learning algorithm. The number of correct and incorrect predictions is aggregated by count
values and broken down by category [66]. Hence, this study adopts accuracy and confusion matrix to
assess the classification model. Moreover, the precision, recall, and f1-score of all the classifiers are also
evaluated. The results from each evaluation metric are discussed in detail in Section 5.

4.3.2. Integration of Subsystems

Up to this point, the two subsystems trained independently, i.e., an instance can be classified into
either a garment category or a garment sub-category, and each trained classifier, worked separately
to give a prediction. Moreover, there was no way to handle ambiguous cases, where the classifier
could not perform a hard classification and resulted in lower accuracy. To tackle these limitations, the
concept of soft classification was adopted, which evaluates the conditional probabilities of each class
and then realizes the classification based on the evaluated probabilities [67]. The two subsystems were
combined by taking advantage of this characteristic. This section discusses the process of achieving
the same in detail.

Model Development

Most classification algorithms compute the posterior probability of a class, given the learning data.
In case of hard classification, the model directly yields the predicted class, while a soft classification
yields a list of probabilities of all the classes in the form (n, C), where n is the number of data instances
andCw is the number of classes [68]. Given the complexity of an apparel product, there aremore chances
of an ambiguous case occurring in the prediction phase of a classification model. Hence, the concept of
soft classification was adopted, which indicates the confidence of a model in its prediction.

Thus, the test dataset from each dataset was used to compute the probability of the target classes.
For every data instance, the classifier assigned an estimated posterior probability to each class. If the
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iv. The k results acquired from each of the test partitions were combined by averaging them,
to produce a single estimation.

Figure 3. General testing and training framework for building classifiers.

Following this procedure, all four classifierswere trained separately for each dataset. The classifiers
trained using dataset A belonged to subsystem 1, while all the other classifiers belonged to subsystem 2.
These classifiers were further integrated into the next section to predict the label of new data instances.

Evaluation

Evaluation is one of the important steps in model building. With this, the accuracy of the
classifier can be judged. There are many evaluation metrics available to determine the performance
of a classification model. However, for a multiclass classifier, accuracy is the most widely used
metric and is calculated as the number of correctly predicted labels divided by the total number of
labels. [65]. Besides, a confusion matrix is widely adopted to measure the performance of a supervised
machine-learning algorithm. The number of correct and incorrect predictions is aggregated by count
values and broken down by category [66]. Hence, this study adopts accuracy and confusion matrix to
assess the classification model. Moreover, the precision, recall, and f1-score of all the classifiers are also
evaluated. The results from each evaluation metric are discussed in detail in Section 5.

4.3.2. Integration of Subsystems

Up to this point, the two subsystems trained independently, i.e., an instance can be classified into
either a garment category or a garment sub-category, and each trained classifier, worked separately
to give a prediction. Moreover, there was no way to handle ambiguous cases, where the classifier
could not perform a hard classification and resulted in lower accuracy. To tackle these limitations, the
concept of soft classification was adopted, which evaluates the conditional probabilities of each class
and then realizes the classification based on the evaluated probabilities [67]. The two subsystems were
combined by taking advantage of this characteristic. This section discusses the process of achieving
the same in detail.

Model Development

Most classification algorithms compute the posterior probability of a class, given the learning data.
In case of hard classification, the model directly yields the predicted class, while a soft classification
yields a list of probabilities of all the classes in the form (n, C), where n is the number of data instances
andCw is the number of classes [68]. Given the complexity of an apparel product, there aremore chances
of an ambiguous case occurring in the prediction phase of a classification model. Hence, the concept of
soft classification was adopted, which indicates the confidence of a model in its prediction.

Thus, the test dataset from each dataset was used to compute the probability of the target classes.
For every data instance, the classifier assigned an estimated posterior probability to each class. If the
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probability mass concentrates in one class, then it is very likely that the instance belongs to that class.
However, if the probability mass is highly distributed, then that is considered as an ambiguous case,
and making the final prediction using a threshold value becomes important. By using a threshold,
a classifier considers the class with a probability above the given threshold and classifies the instance
in question accordingly.

For the mathematical computation of this model, let us consider that the apparel product dataset X
is represented by X = (x1, x2, . . . , xn), where n being the total number of instances in the dataset. Each
instance is of the form (F,C), where F− is a set of product attributes represented by F = ( f1, f2, . . . , fm)
and C is a set of target classes represented by C = (c1, c2, . . . , cw). The set of instances X is divided into
two sets, train set Xtr and test set Xte. The instances in Xtr, i.e., (F,C)tr are used to train the model
MA, i.e., model to classify garment categories (upper, lower, and whole). Similarly, modelsMU,ML,
and MW are trained to classify garment sub-categories belonging to upper, lower, and whole-body
garments, respectively. The datasets used for training these models are explained in Section 4.2.2.

Following this, the test set Xte was used to integrate the functionality of the trained models. In this
case, the set of features Fte from (F,C)te was used. When the first instance from Fte is given to the
model MA, it makes a decision dAi among the class probabilities PA = (p1, p2, . . . , pr), and the final
decision is made using the following formulation,

dAi = j ∃ pj = max
�
PA

�
(4)

Depending on the decision dAi , the instance Fte passes through one of the classifiers from MU, ML,
andMW , whereM signifies classifier, subscript indicates the respective dataset U, L, orW as described
in Section 4.2.1. If di is lower (L), then ML will be utilized for making further classification of the
instance and make a decision (dBi )L from the class probabilities in (PB

k )L = (p1, p2, . . . , pl), where l is
the number of target classes in lower body garment categories, as explained below,

(dBi ) j =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
k ∃pBk = max

�
(PB

i

�
j
)

{k, l}∃pBk = max
1

(PB
i ) j, p

B
l = max

2
(PB

i ) j

i f max
1

(PB
i ) j −max

2
(PB

i ) j > th

otherwise
(5)

where, max
1

�
(dBi

�
j
) represents the maximum in (PB

i ) j, and max
2

�
(PB

i

�
j
) represents the second-highest

in (PB
i ) j.
The accuracy of the model is calculated by checking whether the final label is the same as the class

C in the test dataset, i.e., if C ∈ (dBi ) j. Hence, the resultant class provided by the model will be given by

(dBi ) j. (a comprehensive table of the mathematical symbols used is available in the supplementary file
as Table S2).

Evaluation

After integrating the two subsystems to create a single model, the validation dataset (not used
during the model building process) was used to evaluate the model again to see if the accuracy of the
classifiers changed positively, as discussed in detail in the next section.

5. Experimentation and Results

This section summarizes the results of the experiments. First, the results from the classification
of the individual subsystems are discussed with a comparison between the performances of the
four algorithms—Naïve Bayes, Decision Trees, Bayesian Forest, and Random Forest for each dataset.
Further, the confusion matrix for each algorithm and subsystem is presented. Following this, the results
from the integration of the two subsystems using soft classification are described. Finally, for better
comprehension of the working of the entire system, a brief description is provided.
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5.1. Analysis of Subsystems

In this study, four algorithms were used to classify the garment data—Naïve Bayes, Decision
Trees, Bayesian Forest, and Random Forest. All the classifiers were provided with the same dataset
and the model parameters of each classifier are presented in Table 2. As described in Section 4.3.2,
the dataset was divided into training and testing data, using ten-fold cross-validation. Figure 4 shows
the accuracy of the four classification models for each dataset (A, U, L, and W) as achieved during the
k cross-validation implementation. The box plot represents the overall pattern of accuracies achieved
by each classifier for each dataset. Further, the evaluation of this model is carried out with a validation
dataset to calculate accuracy, precision, recall, and f-score as shown in Table 3. It should be noted that
this validation dataset was not used during the model building process. As is evident in Figure 4
and Table 3, for all the datasets, RF achieved the highest performance in terms of accuracy, precision,
and recall. The boxplot for RF is comparatively shorter for dataset A, indicating less variation in
accuracy during the different training cycles. While for datasets U and W, this variation seems larger.
This could correspond to the fact that there are a larger number of target classes for these two datasets.
For dataset L, even though the box plot is short, the data is skewed towards the quartile 3 and 4.
Besides, there is the presence of an outlier, which is also the case for DT and RF. An outlier can be seen
in DT for all datasets, except dataset W. Apart from this, the boxplot for NB is comparatively consistent
for all datasets, although the accuracy attained by this classifier is lowest amongst all the classifiers as
resulted from the k cross-validation presented in the box plot in Figure 4.

Table 2. Model Parameters for each classification algorithm.

S. No. Data Mining Algorithm Model Parameters

1 Naïve Bayes The prior probability distribution is represented by Bernoulli’s
Naïve Bayes.

2 Decision Trees Minimum number of samples required to be at a leaf node = 3,
Seed value = 1000.

3 Random Forest Minimum number of samples required to be at a leaf node = 3,
Number of trees in the forest = 200, Seed value = 1000.

4 Bayesian Forest
Minimum number of samples required to be at a leaf node = 3,
Number of trees in the forest = 200, Bootstrap = True, Seed

value = 1000.

As can be further analyzed from Figure 4, dataset U achieved the lowest accuracy for all the
classifiers, while datasets A and W, the highest. One of the reasons for the low accuracy for dataset
U could be more variation in the product types, i.e., the product attributes used in each upper body
garment sub-category highly varied. This corresponds to the fact that in general, there is a higher
number of styles available in the upper wear garment category.

To further validate the proposed method, a confusion matrix for all the classifiers and datasets was
constructed using the validation dataset (data instances unseen by the model). As an example, Figure 5
shows the confusion matrix for the RF classifier (the confusion matrix for all of the other classifiers can
be found in Supplementary Materials, Figures S1–S3). Each row represents the instances of the true
label, while each column represents the instances of the predicted label. The diagonal represents the
number of correct classifications and the off-diagonal instances represent the miss-classifications by
the model.

As can be seen in Figure 5a, the number of correctly classified upper, lower, and whole-body
garment categories are 35,402, 11,710, and 18,524, respectively, out of 39,486, 16,775, and 24,661. As in
Figure 5b, the most correctly classified garment sub-categories (in lower) are shorts, skirts, and jeans.
Similarly, in Figure 5d, tee, blouse, and tank, and Figure 5c, dress, romper, and jumpsuit, are the top
three most correctly classified garment sub-categories.
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5.1. Analysis of Subsystems

In this study, four algorithms were used to classify the garment data—Naïve Bayes, Decision
Trees, Bayesian Forest, and Random Forest. All the classifiers were provided with the same dataset
and the model parameters of each classifier are presented in Table 2. As described in Section 4.3.2,
the dataset was divided into training and testing data, using ten-fold cross-validation. Figure 4 shows
the accuracy of the four classification models for each dataset (A, U, L, and W) as achieved during the
k cross-validation implementation. The box plot represents the overall pattern of accuracies achieved
by each classifier for each dataset. Further, the evaluation of this model is carried out with a validation
dataset to calculate accuracy, precision, recall, and f-score as shown in Table 3. It should be noted that
this validation dataset was not used during the model building process. As is evident in Figure 4
and Table 3, for all the datasets, RF achieved the highest performance in terms of accuracy, precision,
and recall. The boxplot for RF is comparatively shorter for dataset A, indicating less variation in
accuracy during the different training cycles. While for datasets U and W, this variation seems larger.
This could correspond to the fact that there are a larger number of target classes for these two datasets.
For dataset L, even though the box plot is short, the data is skewed towards the quartile 3 and 4.
Besides, there is the presence of an outlier, which is also the case for DT and RF. An outlier can be seen
in DT for all datasets, except dataset W. Apart from this, the boxplot for NB is comparatively consistent
for all datasets, although the accuracy attained by this classifier is lowest amongst all the classifiers as
resulted from the k cross-validation presented in the box plot in Figure 4.

Table 2. Model Parameters for each classification algorithm.

S. No. Data Mining Algorithm Model Parameters

1 Naïve Bayes The prior probability distribution is represented by Bernoulli’s
Naïve Bayes.

2 Decision Trees Minimum number of samples required to be at a leaf node = 3,
Seed value = 1000.

3 Random Forest Minimum number of samples required to be at a leaf node = 3,
Number of trees in the forest = 200, Seed value = 1000.

4 Bayesian Forest
Minimum number of samples required to be at a leaf node = 3,
Number of trees in the forest = 200, Bootstrap = True, Seed

value = 1000.

As can be further analyzed from Figure 4, dataset U achieved the lowest accuracy for all the
classifiers, while datasets A and W, the highest. One of the reasons for the low accuracy for dataset
U could be more variation in the product types, i.e., the product attributes used in each upper body
garment sub-category highly varied. This corresponds to the fact that in general, there is a higher
number of styles available in the upper wear garment category.

To further validate the proposed method, a confusion matrix for all the classifiers and datasets was
constructed using the validation dataset (data instances unseen by the model). As an example, Figure 5
shows the confusion matrix for the RF classifier (the confusion matrix for all of the other classifiers can
be found in Supplementary Materials, Figures S1–S3). Each row represents the instances of the true
label, while each column represents the instances of the predicted label. The diagonal represents the
number of correct classifications and the off-diagonal instances represent the miss-classifications by
the model.

As can be seen in Figure 5a, the number of correctly classified upper, lower, and whole-body
garment categories are 35,402, 11,710, and 18,524, respectively, out of 39,486, 16,775, and 24,661. As in
Figure 5b, the most correctly classified garment sub-categories (in lower) are shorts, skirts, and jeans.
Similarly, in Figure 5d, tee, blouse, and tank, and Figure 5c, dress, romper, and jumpsuit, are the top
three most correctly classified garment sub-categories.
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Table 3. Evaluation metrics for all classifiers and datasets.

Accuracy Precision Recall F-Score

Naïve Bayes

Dataset A 0.7513 0.7530 0.7513 0.7502

Dataset U 0.5539 0.5444 0.5539 0.5417

Dataset L 0.6734 0.6684 0.6734 0.6682

Dataset W 0.8242 0.7888 0.8242 0.7975

Decision Trees

Dataset A 0.7957 0.7947 0.7957 0.7940

Dataset U 0.6130 0.6085 0.6130 0.6064

Dataset L 0.7429 0.7384 0.7429 0.7341

Dataset W 0.8577 0.8389 0.8577 0.8388

Random Forest

Dataset A 0.8658 0.8656 0.8658 0.8652

Dataset U 0.7331 0.7323 0.7331 0.7305

Dataset L 0.8232 0.8223 0.8232 0.8206

Dataset W 0.9024 0.8966 0.9024 0.8975

Bayesian Forest

Dataset A 0.7946 0.7947 0.7946 0.7920

Dataset U 0.6113 0.6090 0.6113 0.5963

Dataset L 0.7386 0.7396 0.7386 0.7173

Dataset W 0.8488 0.8395 0.8488 0.8089

Figure 4. Ten-fold cross validation results for (a) Dataset A, (b) Dataset U, (c) Dataset L, and
(d) Dataset W.
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Figure 5. Confusion Matrix for Random Forest Classifier for dataset (a) A, (b) U, (c) L, and (d) W.

5.2. Analysis of the Integrated System

Until this point, the two subsystems worked independently, with an average accuracy of 71%.
To integrate the two subsystems and handle ambiguous cases and improve the accuracy of classification,
the concept of soft classification was introduced, as discussed in Section 4.3.2. To do this, the pre-trained
classifiers provided the probability of the classes instead of yielding the predicted class. Subsystem
1 predicted the probability of the garment categories (upper, lower, or whole-body garment), and
subsystem 2 predicted the probability of garment sub-categories (dress, blouse, tee, capris, trousers,
etc.). The integrated model was presented in Section 4.3 with an instance shown in Figure 2.

To present an overview of the working of the whole system, let us consider the following instance.
When subsystem 1 receives a string of garment attributes, it will first try to label the data instance
into one of the three target classes, upper, lower, or whole-body garments. The class with the highest
probability will be considered as the resultant label from subsystem 1. If the label of the new set of data
is lower body garment, the string of garment attributes will now pass through the second subsystem.
Since it is already determined that it is a lower-body garment, the classifier trained with dataset L
will get activated and further try to label the data instance into a specific lower garment sub-category.
In this case, the classifier will compute the probabilities of all the lower garment sub-category classes
and compare these values to a pre-set threshold value. Based on this value, subsystem 2 will decide the
label of the new data instance based on the highest probability. In another case, where at subsystem 2,
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if two labels have equal or very close probabilities, if the classifier provides the class with the highest
probability, even if the difference between the two values is as low as 0.1, the classification result can be
considered biased. This would mean that even though the new data instance is close to more than one
type of lower garment sub-category, the classifier does not handle this ambiguity well. Due to this
reason, having subsystem 2 provide probabilities of these two classes, instead of a single predicted
class, can help make an intelligent decision, in turn improving the model accuracy for future data
instances. In this way, the system becomes equipped with handling ambiguous cases, which can occur
frequently in a large dataset, given the complexity of an apparel product.

The change in classification accuracy due to the aforementioned algorithm can be seen in Figure 6.
To compute the accuracy of the integrated model, the validation set (not used throughout the model
building process) was used. As is visible, the accuracy for all the classifiers at different thresholds
(0.1, 0.2, 0.3, and 0.4) for datasets U, L, and W improved considerably. In Figure 6d), the accuracy for
dataset U increased from 75% to around 85%. A similar increment can be observed for this dataset for
other classifiers as well. Dataset W reached an accuracy greater than 95% for random forest classifiers,
which is considered as good performance for a classification model. For all the datasets, the accuracy
is still the greatest with the random forest classifier, in correspondence to the results presented in
Figures 4 and 5.

Figure 6. Accuracies at different thresholds for (a) Naïve Bayes, (b) Decision Trees, (c) Bayesian Forest,
and (d) Random Forest.

6. Conclusions

The term big data has become extremely prevalent in the business world, leading to an increase in
the use of techniques, such as data mining, machine learning, and artificial intelligence. Businesses
are excessively applying these techniques to help collect data on sales trends to understand, better,
everything from marketing and inventory needs to acquiring new leads. Data mining is one of the
most used techniques due to its ability to analyze a large amount of data for solving business problems.
These problems can be targeted by focusing on the business database already present, of customer
choices, past transactions, and product profiles.

This study recognizes the importance of product data and uses open-source product attribute
data (namely Deep Fashion) from the apparel industry to create a classification model that can identify
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the garment category (upper, lower, or wholebody garment) and garment sub-category (dress, blouse,
capris, trousers etc.). To do this, four classification algorithms were employed: Decision Trees, Naïve
Bayes, Bayesian Forest, and Random Forest. The classification model consists of two individual
subsystems: (1) to identify the garment category and (2) to identify the garment subcategory. After
this, the two subsystems were integrated using soft computation to handle ambiguous cases and
improve the overall accuracy of the classification model. It was observed that the performance of
the Random Forest classifier was comparatively better with an accuracy of 86%, 73%, 82%, and 90%,
respectively, for the garment category, and sub-categories of upper body garment, lower body garment,
and whole-body garment. The reason behind a comparatively better performance of random forest
classifiers lies in that it creates a large number of uncorrelated trees that are averaged to reduce bias
and variance, and handles unbalanced data very well.

Every garment retailer and/or production house collects similar data related to the garment,
i.e., the garment categories and attributes in the archive. In addition, these are also the details present on
the product pages of the e-commerce websites. Hence, the data can be obtained from these sources and
used to create a segmentation based on the attributes used in various garments. This segmentation can
be used to classify the data based on the methodology described in this article. Such a classification can
have various applications, such as in improving the existing recommendation algorithms by providing
words instead of images, and enhancing the parsing algorithms, etc. In addition, as discussed in [69],
living in a digital age, there is the availability of massive datasets in various formats, making it essential
to design approaches to handle the access and integration of such data. The presented model can
be trained with additional data formats and, hence, incorporate accessing and integrating data from
multiple resources (especially data from the internet) as it provides a uniform terminology of garment
categories, sub-categories, and their attributes.

This study presents a preliminary investigation and, hence, there are several potential avenues for
future work, such as in-depth evaluation of why the upper body garment dataset exhibits the lowest
classification accuracy for all the algorithms and how it can be improved. The threshold of the feature
selection process can be varied to observe how it affects the model performance. The accuracy of
the model can be further improved with the help of a richer dataset as the dataset employed in this
study deals with a few limitations, such as data imbalance and the presence of too many negative
attributes. Moreover, an application of the proposedmodel can be realized in a decision support system
or a recommendation system that can support the customer in decision making during purchase.
Additionally, the proposed framework can be tested with advanced techniques, such as deep learning,
to enhance model performance. Further, with data growing at an unprecedented rate, its handling and
management incur additional costs (especially when manually labeling data collected through the
internet, it is not only expensive but labor-intensive). Hence, the proposed model can be utilized to
support the transfer from manual labeling to automatic labeling of the internet data. In the future, we
would also like to work on comparing the performance of algorithms based on the input being textual
or visual.
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the garment category (upper, lower, or wholebody garment) and garment sub-category (dress, blouse,
capris, trousers etc.). To do this, four classification algorithms were employed: Decision Trees, Naïve
Bayes, Bayesian Forest, and Random Forest. The classification model consists of two individual
subsystems: (1) to identify the garment category and (2) to identify the garment subcategory. After
this, the two subsystems were integrated using soft computation to handle ambiguous cases and
improve the overall accuracy of the classification model. It was observed that the performance of
the Random Forest classifier was comparatively better with an accuracy of 86%, 73%, 82%, and 90%,
respectively, for the garment category, and sub-categories of upper body garment, lower body garment,
and whole-body garment. The reason behind a comparatively better performance of random forest
classifiers lies in that it creates a large number of uncorrelated trees that are averaged to reduce bias
and variance, and handles unbalanced data very well.

Every garment retailer and/or production house collects similar data related to the garment,
i.e., the garment categories and attributes in the archive. In addition, these are also the details present on
the product pages of the e-commerce websites. Hence, the data can be obtained from these sources and
used to create a segmentation based on the attributes used in various garments. This segmentation can
be used to classify the data based on the methodology described in this article. Such a classification can
have various applications, such as in improving the existing recommendation algorithms by providing
words instead of images, and enhancing the parsing algorithms, etc. In addition, as discussed in [69],
living in a digital age, there is the availability of massive datasets in various formats, making it essential
to design approaches to handle the access and integration of such data. The presented model can
be trained with additional data formats and, hence, incorporate accessing and integrating data from
multiple resources (especially data from the internet) as it provides a uniform terminology of garment
categories, sub-categories, and their attributes.

This study presents a preliminary investigation and, hence, there are several potential avenues for
future work, such as in-depth evaluation of why the upper body garment dataset exhibits the lowest
classification accuracy for all the algorithms and how it can be improved. The threshold of the feature
selection process can be varied to observe how it affects the model performance. The accuracy of
the model can be further improved with the help of a richer dataset as the dataset employed in this
study deals with a few limitations, such as data imbalance and the presence of too many negative
attributes. Moreover, an application of the proposedmodel can be realized in a decision support system
or a recommendation system that can support the customer in decision making during purchase.
Additionally, the proposed framework can be tested with advanced techniques, such as deep learning,
to enhance model performance. Further, with data growing at an unprecedented rate, its handling and
management incur additional costs (especially when manually labeling data collected through the
internet, it is not only expensive but labor-intensive). Hence, the proposed model can be utilized to
support the transfer from manual labeling to automatic labeling of the internet data. In the future, we
would also like to work on comparing the performance of algorithms based on the input being textual
or visual.
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Abstract: In this study, an intelligent knowledge-based inference is proposed to support digital product 

development by automating fabric selection. This was achieved by modeling the relationship between technical 

properties of the fabric, and abstract fashion elements. Since the garment design and development are rather 

subjective and depend on the perception of the designer, the study adopted a sensory evaluation based 

methodology to acquire expert knowledge and applied a popular artificial intelligence technique widely used to 

analyze uncertain data i.e. fuzzy logic. To do this, we first collected real fabric swatches, their technical 

properties, and four pair of fabric handle descriptors. Next, we selected nine apparel style descriptors and their 

representative images to create mood boards. A questionnaire was administered to conduct semi-structured 

interviews during the sensory evaluation with experts in fashion and apparel from industry and academia. The 

collected data was then processed using fuzzy logic to create a set of 51 design rules helpful in conceptualizing 

products digitally.  

 

Keywords. Artificial intelligence, fuzzy logic, sensory evaluation, product development, automation, apparel 

industry. 

 

1. Introduction 
 

In today’s globalized and digitized world, computer technology has grown rapidly to assist humans in almost 

every field. Every industry is adopting the latest technologies like artificial intelligence, internet of things, big 

data analytics, virtual reality, augmented reality to increase business profitability [1]. The apparel industry has 

not been behind in adopting these new technologies and strategies, to enhance customer experience, satisfaction, 

and retention, and to improve the operations in the supply chain thereby making the business model more 

lucrative [2], [3]. Some of the applications including CAD software that are available to help in designing and 

creating patterns of the garments[4], Computer-aided manufacturing aids faster manufacturing [5], and 3D 

scanners help to get accurate sizes of the customers[6]. Most of the developed applications tend to simplify 

various manual operations and also bring accuracy in fashion design and manufacturing.  

In the past, customizing and producing garments for individual customers was the norm. Though this helped 

in making every garment unique for the customer, it came at a cost. The number of tailors, machines, wastage 

of resources, and other factors restrained the production adding to the cost and hence, restrained further 



 

development of customization. In the early 1990s, as the outcome of the growing standardization in various 

industries, mass production of garments became the basic model for the apparel industry [7]. This model 

exhibited the benefits of economies of scale by delivering a higher quantity of products at a lower manufacturing 

cost. Even though this model is still practiced by most of the apparel industry, there has been growing concern 

with the customers’ dissatisfaction with the current offerings, and increasing demands for a garment that is 

much closer to their requirements [8]. To provide the customer with a product that offers a higher value offering 

requires the industry to shift from masses to individuals i.e. standardization to customization [9].  

The apparel industry has always been resource-driven, whether it is the raw materials that go into developing 

a product or the human resource that is required to bring those materials into realization as a product. However, 

to customize and cater to individual needs, without the added costs, the industry needs to be driven by 

knowledge. Knowledge, which is derived from the enormous amount of data generated by various supply chain 

activities, and the expertise of the human resources involved. It is crucial for both the stakeholders to work in 

tandem to make the industry agile enough for rising consumer demands.  And hence, the utilization of the latest 

digital technologies to make use of this big data and extract knowledge from industry experts is an important 

and popular topic of research within the context of the apparel industry [10], [11]. 

A few studies have worked in this direction in order to digitalize the supply chain activities, promote agility, 

quick response, and promote the adoption of mass customization strategies in the apparel industry [12]–[15]. In 

the area of product development, there have been attempts to digitalize the pattern making process by creating 

a 3D garment pattern that encodes a pattern maker’s knowledge to develop an interactive pattern making tool 

and support virtual try-on technologies [6], [16], [17]. 

In addition, a few studies have been carried out in order to transmit the designer’s knowledge into a system 

that helps to produce intelligent recommendations, based on the stated requirements [18]–[20]. These algorithms 

are often focused on one of the aspects of a garment i.e. fit, style, material, or color. With the integration of all 

the aspects of a garment and related data, a system can be developed that can help to digitalize the supply chain 

processes, making it agile and efficient. A system that is based on modularization and standardization of garment 

style, fit, and material. The basic idea should be to offer customization of style at the designer’s end and follow 

the mass-production model at the production end. The key to successful mass customization is to fulfill the 

customer’s individual and diverse needs. Whether the needs of the customer are satisfied, will be evaluated by 

customer feedback. Hence, the requirement of a feedback mechanism is also a necessity.  The system should 

include a recommendation engine that helps the customer in realizing their needs and receiving alternative 

options in case of dissatisfaction with the previous recommendation. The system would be further enhanced by 

the incorporation of modern digital technologies which provides customers a better visualization of their needs. 

However, in order to build such a system a huge amount of data related to the product and other related 

operations is required. Since the apparel industry is dynamic in nature and requires human intervention in most 

of its operations, it is important to capture the expert’s knowledge and thus, create a knowledge base consisting 

of design rules. Therefore, the purpose of this article is to tap into one of the expert categories of the apparel 

industry i.e. product designer’s mind, and capture valuable knowledge that can help in creating such a 
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knowledge base. With the help of this, a data-driven design process is realized, which will help product 

designers in the fashion and apparel industry to develop products faster according to the various design criteria.  

2. Fundamental of sensory evaluation and soft computing 
 

2.1. Sensory Evaluation 
 

Sensory testing has been carried out for a long time to evaluate the perception of food, automobile, and other 

consumable products [21]–[23]. It is the technique used to assess, examine, and interpret the perception of 

products measured through sensory descriptors. The evaluator can be a trained professional i.e. objective testing 

or a consumer i.e. subjective testing [24]. However, it is most widely been measured using the consumers as 

evaluators to investigate their intention to buy a new product [25], [26]. This application of sensory evaluation 

is beneficial in decision-making in various operations ranging from product conception to monitoring post-

launch perception. It can provide valuable insights into consumer behavior related to product acceptance and 

use. It can support the businesses to decide whether to scale up or down the production of a certain product by 

using these insights. Subjective testing is also widely adopted in research to investigate the adoption of the latest 

technologies and to understand consumer behavior at a much deeper level [27]. 

However, a few instances of application of objective testing were also found in research, where researchers 

collected data through a panel of experts evaluating products in order to create decision support or 

recommendation systems [16], [28], [29]. In the study by Krüsemann et. al., a sensory assessment was conducted 

among a panel of 20 experts to evaluate tobacco products [29]. The study in [28] explains the importance of 

creating knowledge during sensory evaluations among experts. The adoption of sensory testing as a tool in the 

consumable goods industry indicates that it is also relevant to be applied in the apparel industry. Therefore, this 

study uses sensory evaluation as an instrument to collect data from a panel of experts with working experience 

in product development in the apparel industry.  

 

 

2.2. Soft computing- Fuzzy logic 
 

Soft computing is a group of modeling techniques like fuzzy logic, bayesian statistics, and artificial neural 

network that helps in replicating the behavior of biological systems. As opposed to hard computing, soft 

computing is lenient towards uncertainty, inaccuracy, estimation, and partial truth [30]. These techniques are 

widely adopted to solve automation problems. Since the goal of this study is to model human knowledge, the 

adoption of soft computation techniques is not only beneficial but also a logical choice. Therefore, in this study, 

one such soft computing technology is used to model the collected sensory data.  
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Fuzzy logic was first introduced by Zadeh [31] as an approach to depict human knowledge, which is vague 

and imprecise by nature. Unlike the tradition set theory, in fuzzy logic, a fuzzy set consists of elements with 

partial membership ranging from 0 to 1 to define variability of classes that have unclear boundaries. For 

instance, if  is the universe of discourse with  representing its elements, then a fuzzy set  in  is defined as:  

 

= { , ( ) |   } 

 

Here, ( ) is the membership function of x in fuzzy set P. 

A fuzzy inference system or a FIS maps the input space to an output space using the fuzzy rule base. A FIS 

builds fuzzy IF-THEN rules and tries to formalize a reasoning process based on human perception. The fuzzy 

IF-THEN rules, in their most basic form, follows the following pattern: 

 

‘If x is P then y is Q’, 

 

Here,  and  are linguistic values defined by fuzzy sets in the universe of discourse  and   respectively, 

while  and   respectively are the input and output variables respectively.  

At the most fundamental level, a FIS consists of four modules, fuzzification module, knowledge base, 

inference engine, and defuzzification module as shown in figure 1. The fuzzification module transforms the 

crisp inputs into fuzzy sets by applying a fuzzification function. In this step, for every set, a membership function 

is created. Membership function can be triangular, Gaussian, and trapezoidal. This study used a triangular 

membership function that is a collection of three points forming a triangle. Triangular fuzzy numbers, thus, 

defines each membership function, calculated using the following equations: 

 

( ) =  
 ,  < <

,  < <
0,

 

 

Here,  is the membership function of ,  is the best value,  and  are the smallest and largest values that  

can take. 

The knowledge base is the storage of the IF-THEN rules created by the system. The inference engine is the 

brain of the model i.e. the decision-making unit of the system as it simulates human reasoning by making fuzzy 

inference on the inputs and the rules. The defuzzification module transforms the fuzzy set back to the crisp 

values.  
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Figure 1. A general Fuzzy Inference System 

The fuzzy inference system is mainly of two types, the Sugeno-type and the Mamdani-type [32]. In the 

former, the output membership functions are either linear or constant, while the latter has fuzzy membership 

functions of the output. Hence, Sugeno-type FIS can only be used for multiple input single output systems, 

whereas Mamdani-type FIS can be used for both multiple input single output and multiple input multiple output 

systems. This study uses Mamdani-type FIS to model the relationship between fabric and style parameters.  

3. Material and Methods 
This introduces a model for fabric selection to support product conceptualization and development in the apparel 

industry. The research framework adopted to build the model is shown in figure 1. The proposed method 

commences with the selection of real fabric swatches, fabric sensory descriptors, and apparel style descriptors 

and corresponding images. Using these, a sensory evaluation was conducted with the product designers, fashion 

designers, textile designers working in the industry or academia with an experience of more than four years. 

The sensory-based evaluation is considered to be an effective approach that can easily transform qualitative 

human perception into quantitative measurements, which can further support conceptualizing products digitally.  

In this study, we designed eight following experimental procedures, as shown in figure 1, for the acquisition 

of data and the overall perception of the experts related to the fabric and style themes. These experiments are 

described in detail in the sections to follow. 

 

3.1. Subjects 
 

For experiments, one and two, five experts from textile design were invited to select the fabric swatches and to 

shortlist sensory descriptors of fabric handle. The five experts were based in France, and the two experiments 

were conducted in person. Similarly, for experiment three, five experts from fashion design were invited to 

shortlist the apparel style descriptors. In the same experiment, an online survey was conducted to select five 

representative images for each apparel style descriptor. The survey followed snowball methodology i.e. it shared 

with fashion designers in France, China, India, and Germany, who then shared the survey with their contacts.  
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The evaluators that formed the panel for sensory evaluation were carefully selected based on their expertise 

and years of experience. The panel comprised 20 participants with 1) expertise in fashion design, product 

development, or textile design, 2) at least four years of experience in one of the mentioned areas, and 3) worked 

closely with apparel products in the industry or academia. The participants were from China, India, and Sweden, 

and sensory evaluation experiments were conducted within a period of one year. The results from this panel are 

considered the tool that will help in the most suitable fabric 

 

3.2. Experiment 1: Acquisition of real fabric swatches and their technical properties 

 

Fabric is one of the most important attributes in a garment. The same style produced with a different fabric can 

completely change the look and drape of the garment. As much as it is important, it is also difficult to choose 

the right fabric according to the customer requirement, especially in an agile production environment. Hence, 

the first experiment was to select real fabric swatches and collect corresponding technical properties. 

 

3.2.1. Collection of fabric swatches 
 

Due to the availability of a huge amount of fabrics, it is important to restrict the scope. Hence, this study focuses 

on the book by Clive Hallete and Amanda Johnston, “Fabric for Fashion: The Swatch Book” [33]. The book 

has 125 most recognized and widely used varieties of fabrics. To further limit the scope, only woven fabrics 

have been considered, which constitute approximately 80% of the fabrics (100) in the book. The first step of 

this study was to collect the fabric swatches, which were collected from a book of swatches. 

 

3.2.2.  Collection of Fabric technical and mechanical properties 
 

The next step was to collect fabric technical properties like density, weight, and mechanical properties like 

tensile strength, bending resilience. These properties of the chosen fabric were extracted from Lectra’s software 

Modaris. Modaris makes use of the same fabrics for the virtual prototyping of apparel. Once the data was 

extracted, the incomplete and missing data were removed, which reduced the number of fabrics to 93. During 

the sensory evaluation process, the panel will be given these real fabric swatches for assessment. However, to 

find a large number of participants was challenging, and hence, in order to collect enough responses per fabric, 

k-means clustering was performed on the fabric technical properties. 

 

3.2.3.  Clustering fabrics based on technical properties 
 

As discussed in the previous section the need for performing clustering, in this step k-means clustering was 

performed on technical properties of 93 fabrics. Before the clustering was conducted, a principal component 

7



 

analysis (PCA) was performed to identify the most important properties. Based on the results of PCS, k-means 

clustering was implemented.  

 

3.3. Experiment 2: Acquisition of fabric sensory descriptors 
 

Fabric sensory descriptors: Fabrics are often judged by their hand feel, due to which it is important to consider 

sensory descriptors of fabric handle, and establish a relation between the technical properties and hand feel. To 

do this, the related literature was reviewed and 115 sensory descriptive words were collected. This list of words 

was scanned for synonyms and duplicates and then provided to five experts specializing in textile design to 

shortlist the most relevant descriptors. In consequence, five pairs of sensory descriptors were selected. 

 

3.4. Experiment 3: Acquisition of apparel style descriptors and images 
 

Another important aspect of a garment is its ‘Style’. Style can be perceived in different ways. For some people, 

it represents their personality, and for others, it is the way of being a statement. Based on the perception, different 

customers want different styles every day. Hence, it is also important to study how style relates to basic customer 

requirements and to different fabrics. 

 

 

3.4.1. Collection and selection of apparel style descriptors 
 

There is a gamut of styles evolving every season and it is sometimes difficult to keep up. However, it is possible 

to consider a few basic and broad themes to establish a connection between the styles and fabrics. Therefore, 

simultaneous to the previous step relevant literature was studied to find apparel style descriptors. A total of 53 

descriptors were collected, which after removing synonyms and duplicates and shortlisting by five experts 

specializing in fashion design were reduced to nine apparel styles. 

 

3.4.2. Collection and selection of apparel style images 
 

Style mood boards: Style themes are incomplete without a visualization. For any designer to develop and 

customers to select, it is important to provide style descriptors in a visual format. Therefore, for each theme 25 

representative images were collected. These images were then presented theme-wise in an online survey, where 

the fashion and apparel designers from France, India, Germany, and China selected the five most relevant 

images. After receiving 67 responses, the survey was concluded. The selected images were then used to create 

style mood boards for each style descriptor.  
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it represents their personality, and for others, it is the way of being a statement. Based on the perception, different 

customers want different styles every day. Hence, it is also important to study how style relates to basic customer 

requirements and to different fabrics. 

 

 

3.4.1. Collection and selection of apparel style descriptors 
 

There is a gamut of styles evolving every season and it is sometimes difficult to keep up. However, it is possible 

to consider a few basic and broad themes to establish a connection between the styles and fabrics. Therefore, 

simultaneous to the previous step relevant literature was studied to find apparel style descriptors. A total of 53 

descriptors were collected, which after removing synonyms and duplicates and shortlisting by five experts 

specializing in fashion design were reduced to nine apparel styles. 

 

3.4.2. Collection and selection of apparel style images 
 

Style mood boards: Style themes are incomplete without a visualization. For any designer to develop and 

customers to select, it is important to provide style descriptors in a visual format. Therefore, for each theme 25 

representative images were collected. These images were then presented theme-wise in an online survey, where 

the fashion and apparel designers from France, India, Germany, and China selected the five most relevant 

images. After receiving 67 responses, the survey was concluded. The selected images were then used to create 

style mood boards for each style descriptor.  
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3.5. Sensory Evaluation 
 

Sensory-based methods translate qualitative expert knowledge into quantitative results as discussed in section 

2.1. Hence, the purpose of the sensory experiments in this study is to acquire expert knowledge on the relations 

between fabric and style of a garment by quantitatively evaluating a set of real fabric swatches and mood boards 

of style descriptors. It included experiments 4-8 as shown in table 1. In order to conduct the experiments, 20 

experts with specialization in apparel product development from industry and academia were carefully selected. 

All the experts had extensive experience working closely with the product.  

 
Table 1. Experiments for Sensory Evaluation 

Experiment # Purpose 

4 Sensory evaluation of fabric and style themes 

5 Sensory evaluation of fabric and seasons 

6 Sensory evaluation  of fabric and occasion of wear 

7 Sensory evaluation  of fabric and type of garment 

8 Sensory evaluation of and fabric handle 

 

The fabric swatches collected in experiment 1, the fabric handle descriptors collected in experiment 2, and 

the apparel style descriptors collected in experiment 3 with their corresponding mood board were used during 

the sensory evaluation. Each participant was given eight fabrics, each representing a fabric cluster formed in 

experiment 1, and the mood boards of the nine apparel styles to evaluate, and a questionnaire to record their 

responses. The participants were given 1.5 hours to complete the assessment, during which they were asked to 

feel the fabric and answer the questions. The quantification of their knowledge was done with the help of an 

evaluation scale presented in Table 2. The scale is defined to describe the suitability of a fabric for a style, 

season, garment type, and occasion of wear. Moreover, they were also asked to rate the handle of the fabric on 

a similar scale.  

 
Table 2. Evaluation scores and Linguistic terms used for sensory evaluation 

Evaluation Scores Evaluation Terms Linguistic Terms 

1 Extremely Unsuitable Poor 

2 Unsuitable Very Bad 

3 Slightly Unsuitable Bad 

4 Intermediate Fair 

5 Slightly Suitable Good 

6 Suitable Very Good 

7 Extremely Suitable Excellent 

9



 

3.6. Data Analysis using artificial intelligence 
Consequently, the data collected through the sensory experiments were analyzed using a popular artificial 

intelligence technique in soft computing i.e. fuzzy logic. More, specifically, a fuzzy inference system of type-

Mamdani was designed using the logic presented in figure 1 in section 2.2, which ultimately helped in 

formulating 51 design rules. The results from the various experiments are presented in detail in the next section. 

 

4. Results and Discussions 
The results of the experiments are the following: In Experiment 1) 93 fabrics are clustered using their technical 

properties, Experiment 2) and 3) availed expertise of fabric and fashion designers to create a semantic space of 

fabric and style, and select representative images of apparel style, with Experiment 4) to 8) sensory evaluation 

with 20 experts was conducted to examine their perception regarding the relationship between fabric, styles, 

season, occasion of wear and fabric handle. 

 

4.1. Experiment 1 
 

In experiment 1, after selecting the 93 fabrics from the book [33], the number of fabrics were reduced using k-

means clustering. This was done in order to reduce the number of samples that will be used for the sensory 

experiments. Before applying the clustering method, principal component analysis (PCA) was implemented to 

identify the optimal number of features that capture the maximum amount of variance in the data and thereby, 

reduce the dimensionality. There were 13 features in the original data, which were reduced to eight with the 

application of dimensionality reduction.  

These eight features were further used to cluster the 93 fabrics, by initially fitting the top PCA components 

to the k-means algorithm to determine the optimal number of clusters. The result indicated that forming eight 

clusters with k-means clustering, i.e. k= 8 is the most optimum scenario for the data in use. Finally, the k-means 

algorithm was executed resulting in eight fabric clusters as shown in figure 3. 

These eight clusters of fabrics were further provided to 5 experts from textile design (invited for experiment 

2) to select one representative fabric from each cluster, keeping in mind the application of the fabrics in the 

apparel industry. The eight chosen fabrics are Wool Barathea, Cotton Mousseline, Linen Heavy, Polyester 

Chiffon, Wool Basketweave, Silk with elastane, Linen Holland, and Polyester Sateen, and their real-swatches 

as used during the sensory assessment are shown in figure 4. The technical properties of these fabrics (as 

assessed by the FAST evaluation method) can be found in table A2 in appendix A. 
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Figure 3. Eight fabric clusters using k-means clustering 

 

 

 
 

Figure 4. Fabric swatches (Top, left to right: Wool Barathea, Cotton Mousseline, Linen Heavy, Polyester Chiffon. Bottom left to right 
Wool Basket weave, Silk with elastane, Linen Holland, and Polyester Sateen) 
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4.2. Experiment 2 
 

This experiment aimed to find sensory descriptors that best describe the fabric handle. In order to do this, the 

extant literature related to the textile or fabric handle that discusses the different descriptors of fabric handles 

were studied. Out of the 115 descriptors collected, duplicates and synonyms were removed during the first step 

of data reduction. In the second step, five experts from textile design were invited to select the pairs of fabric 

handle descriptors that can describe the selected fabrics in the most efficient way.  

Finally, four pairs of sensory descriptors were shortlisted: 

a. Soft - Hard 

b. Rough - smooth 

c. Compact weave - Loose weave 

d. Light weight- Heavy weight 

 

4.3. Experiment 3 
 

This experiment was conducted in three phases. In the first phase, apparel style descriptors were collected from 

the literature. Out of 53 descriptors, further nine descriptors were shortlisted with the help of experts from 

fashion design. The nine apparel style descriptors selected are Trendy, Preppy, Feminine (girly), Elegant, 

Hipster, Edgy, Casual, Boho, and Athletic (sporty). In the second phase, 25 representative images for each 

descriptor were collected ensuring that they obey copyright guidelines. These 25 images were further shortlisted 

by the fashion designers through an online survey conducted amongst fashion designers. They selected the top 

five images that they believed best represented that particular style descriptor. The survey concluded with the 

receipt of 67 responses in one month. In the third phase, according to the responses of the survey, mood boards 

were created using the top five representative images for each theme. Figure 5 shows nine style themes and the 

corresponding mood board. These mood boards along with the fabric swatches from experiment one and fabric 

handle descriptors from experiment two made the evaluation material for sensory testing, discussed in detail in 

the next section.   

 

4.4. Experiment 4-8 
 

In these experiments, 20 experts invited from the apparel industry and academia participated in the sensory 

evaluation. The scale used during the evaluation is presented in table 2, and questionnaire used to record the 

answers during the evaluation can be found in appendix B. The averaged evaluation from each designer for 

eight fabrics is presented in table A1 in appendix A. As discussed in section 3.6, the responses received were 

analyzed using a popular artificial intelligence method, fuzzy logic, which is widely used to examine uncertain 

data. As shown in figure 2, two fuzzy inference systems were developed discussed in the next section.  
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Figure 5. Mood boards for nine style descriptors 

 

4.4.1. Development of Fuzzy inference systems 
 

Fuzzy inference systems, as discussed in section 2.2, were realized to model human knowledge and create a 

decision support system that can help in digitally developing products. The fuzzy inference system based on the 

Mamdani algorithm is implemented on the fuzzy logic toolbox of MATLAB® software package. In order to 

synthesize fuzzy relations, the max-min composition method was selected. Input and output variables used in 

the two FIS models, along with their membership functions presented in table 3. As seen in figure 6, the 

triangular membership functions were employed to fuzzify the inputs in both the inference systems. 

 
Table 3. Inputs of the Fuzzy Inference System 

FIS # Inputs Sensory descriptors Membership 

function range 

 

 

 

1 

Type of Garment Top wear, Bottom wear 0-1 

Occasion of wear Casual, Work, Sport, Party 0-4 

Season Spring, Summer, Autumn, Winter 0-4 
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Style Themes Trendy, Preppy, Hipster, Feminine, Edgy, 

Elegant, Casual, Boho, Athletic 

 

0-9 

 

 

 

 

2 

Fabric handle: Soft-Hard Extremely soft, soft, slightly soft, 

intermediate, slightly hard, hard, extremely 

hard 

0-7 

Fabric handle: Rough-

Smooth 

Extremely rough,…, Extremely smooth 0-7 

Fabric handle: Compact 

weave-Loose weave 

Extremely compact weave,…, Extremely 

loose weave 

0-7 

Fabric handle: Light 

weight-Heavy weight 

Extremely lightweight,…, Extremely heavy 

weight 

0-7 

Output Fabric Wool Barathea, Cotton Mousseline, Linen 

Heavy, Polyester Chiffon, Wool Basket 

weave, Silk with elastane, Linen Holland, and 

Polyester Sateen 

0-8 

 

 

 
Figure 6.Structure of Fuzzy Inference Systems. Top, based on style. Bottom, based on fabric handle 
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In the next step, fuzzy if-then rules were constructed, which represent the fuzzy relations between input and 

output variables. Based on the experts' knowledge collected through sensory experiments, the rule base of the 

fuzzy model is constructed. A sample of the fuzzy if-then rules of the model established in MATLAB® software 

package for both the models are presented in figures 7 and 8.  

 
 

Figure 7. Fuzzy rules for style 

 

 
 

Figure 8. Fuzzy rules for style 
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Finally, the defuzzification process is implemented on fuzzy values to be converted into crisp ones. In this paper, 

the centroid method is employed for the defuzzification process. This step marked the completion of the 

development process of the FIS model. However, to show the working of the model and to make sure that it can 

be integrated with the existing information systems, a graphical user interface (GUI) was build using the app 

designer in MATLAB. The basic interface of the GUI for both the models is depicted in figure 9.  

 
Figure 9. Graphical user interface for fabric selection, FIS 1 (left) and FIS 2 (right) 

 

In order to get the desired output i.e. the most suitable fabric group, the user has to input values in the app. 

As shown in figure 9, by using the slider, a value between 0-7 can be chosen to depict the fabric handle. While 

as presented in figure 10, a user can provide a value between 0-1 for the garment type, between 0-4 for the 

occasion of wear and season, and between 0-9 for apparel styles. After pressing the Find fabric button, the 

output field will present a number between 0-8 depicting one of the fabric groups. 

5. Conclusion 
In a highly dynamic and changing environment, apparel businesses have to build effective systems in order to 

fulfill the growing customer demands and to improve the efficiency of the current production model to have a 

cost-effective business. With increasing customer awareness and evolving needs, and due to the advent of the 

internet, the apparel industry readily adopted the flexible manufacturing business strategy. However, the 

adoption of this strategy involves numerous challenges for the industry, such as 1) to accurately predict and 

forecast future demand, 2) to have a flexible production system that works efficiently with producing as less as 

one garment per style, 3) to have a platform that can facilitate interactions among the supply chain actors as 

well as between customer and producer. These challenges can be overcome with the help of technologies like 

artificial intelligence and big data analytics, which can support the digitalization of industrial operations. 

In this article, one such application of artificial intelligence is discussed i.e. automating the fabric selection 

process during the conceptualization of a garment at the product development stage. Here, a tool is developed 

by using fuzzy logic on information extracted from expert knowledge. With the help of this information, 51 
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design rules were created and integrated into the system. The relation between input and output information in 

the fuzzy proposed system is described as linguistic variables, which are more flexible and realistic in reflecting 

real situations. The proposed decision support system has a potential application in digital prototyping and 

development of products. The purpose of the system is to provide aid to the human resources working in the 

supply chain in making quick decisions for complex problems.  

In the future, we would integrate multiple fuzzy inference systems in order to automate the entire product 

development process. Additional experiments with experts can be considered to get a close representation of 

the entire process. In addition, a classification model presented in one of our earlier publications can be 

combined to enrich the knowledge base of this model [34]. Moreover, images of the fabrics and styles can be 

integrated to introduce a visual representation of the output and inputs. This can be beneficial for the apparel 

industry as it will be computationally more efficient and can be integrated with the existing information systems. 

However, it is a complex procedure that requires further in-depth research and hence, is one of the most 

important subjects to be considered in future researches.  
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Appendix A 
 
A 1. Averaged evaluation results from 20 experts 

Descriptors Aggregated evaluation result 

  f1 f2 f3 f4 f5 f6 f7 f8 

Tw 5.15 2.6 5.5 5.25 4.7 5.35 5.2 4.7 

Bw 5.5 4.9 3.15 4.5 4.95 3 2.45 3.7 

Sh 4.2 5.15 2.5 5.1 3.7 2 2.1 3.25 

Rs 4.05 3.8 5.1 4.25 4.25 5.6 5.3 5.25 

Cl 3.7 4.8 5.4 5.65 3.9 2.5 4.85 3.45 

Lh 3.95 5.35 2.7 4.4 4.05 2.3 1.65 2.6 

Tn 5.55 3.85 4.95 2.9 4.05 4.85 5.6 4.55 

Cs 3.6 5.3 5.1 4.3 3.5 4.1 4.8 4.3 

Wr 5.9 4 2.8 2.85 4.6 3.9 4.75 4.75 

So 2.55 2.4 3.9 2.45 3.55 2.85 2.15 2.45 

Pa 5.25 3.95 2.9 1.9 3.85 5.9 4.8 5.95 

Si 2.25 5.45 4.9 3.15 3.15 5.1 5.2 4.2 

Su 2.05 5.3 5.2 3.85 3.8 4.85 5.2 4.3 

Au 5.8 3.55 3.5 4.25 4.25 3.9 3.05 3.2 

Wi 6.2 4.4 2.2 4.15 5.6 3.55 2.8 2.6 

Tr 5.65 3.9 4.65 3.75 4.15 5.5 4.7 5.15 

Pr 5.85 3.7 3.95 2.95 4 3.2 3.3 3.55 

Hi 2.45 4.6 3.85 4.6 4.55 3.75 3.9 3.4 

Gf 4.15 4.05 5 3.55 4.15 5.1 4.55 5.55 

Ed 3.35 3.95 3.65 4 3.7 3.6 4.6 4.45 

Ce 5.35 4.95 4.15 3.45 4.3 5.4 5.45 5.55 

Ca 2.65 3.65 3.9 4 3.6 4.25 4.95 4.6 

Bo 3.2 4.25 4.1 2.75 4.2 3.8 3.45 3.75 

Sp 2.4 2.6 3.2 2.35 3.8 2.6 2.2 3 

Sl 4.55 4.45 3.8 3 4.15 3.3 4.8 4.45 

Cw 4.95 3.85 4.2 3.8 4.25 3.3 4 4 

Ww 4.95 4.5 4.45 3.45 3.85 4.05 4.2 4.4 

Hw 4.6 3.5 3.7 4.9 4.15 3.7 4.1 3.9 

Tl 4.45 4.45 4.1 4.15 4.3 3.6 3.65 4.3 

Bl 3.6 3.3 3.85 5.6 3.95 3.45 3.5 3.5 

He 3.4 3.8 3.65 4.05 3.9 3.55 3.55 3.5 

Ar 3.8 3.3 3 4.55 4.15 3 5.4 3.85 
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Table A2. Fabric Technical Properties 

Clus

ter   

Fabrics Dens

ity  

Mater

ial 

thickn

ess 

BR - 

Warp 

BR - 

Weft 

E5 - 

Warp 

E5 - 

Weft 

E20 - 

Warp 

E20 - 

Weft 

E100 - 

Warp 

E100 - 

Weft 

SR - 

Warp 

SR - 

Weft 

Clust

er 1 

Cotton 

Canvas 

340 0.05 321.2

57 

467.6

54 

1.034

34 

0.489

413 

2.363

27 

1.262

06 

3.290

88 

1.682

68 

29.62

11 

29.62

11 
 

Wool 

Barathe

a 

276 0.05 14.06

02 

12.85

57 

0.688

949 

0.314

383 

1.892

65 

1.004

06 

3.510

66 

2.544

06 

9.382

9 

9.382

9 

 
Wool 

Worsted 

Herring

bone 

266 0.05 31.41

7 

22.06

52 

0.140

476 

0.723

704 

0.474

129 

2.145

76 

1.248

04 

5.017

03 

4.225

82 

4.225

82 

 
Worsted 

Suiting 

Weight 

296 0.03 10.35

86 

9.356

88 

0.364

622 

0.606

749 

1.117

33 

2.162

13 

2.718

9 

6.282

88 

7.475

81 

7.475

81 

 
Linen 256 0.05 71.67

03 

21.23

56 

0.308

733 

0.305

974 

0.633

35 

0.678

279 

0.834

933 

1.466

88 

9.861

18 

9.861

18 
 

Linen, 

natural 

523 0.04 112.7

81 

285.9

77 

0.348

965 

0.466

079 

0.944

315 

1.055

93 

2.474

99 

1.978

05 

42.63

98 

42.63

98 
 

Cotton 

Duck 

274 0.06 132.5

54 

76.70

96 

0.018

746 

0.254

52 

0.081

589 

0.730

675 

0.621

346 

1.640

7 

64.16

97 

64.16

97 
 

Cotton 

Denim 

385 0.08 97.36

22 

38.30

66 

0.009

274 

0.078

016 

0.114

332 

0.284

151 

1.032

24 

1.684

84 

1470 1470 

 
Cotton 

Moleski

n 

295 0.05 37.21

7 

82.58

88 

0.291

194 

0.327

404 

0.560

633 

0.943

755 

0.717

392 

3.075

02 

816.1

66 

816.1

66 

 
Cotton 

Jacquard 

293 0.06 34.60

59 

32.34

98 

0.201

751 

0.280

628 

0.559

572 

0.948

526 

1.222

29 

2.811

91 

9.318

76 

9.318

76 
 

Cotton 

Velvet 

325 0.05 45.14

5 

27.98

3 

0.071

637 

0.204

001 

0.277

711 

0.507

025 

1.179

45 

1.377

63 

46.56

44 

46.56

44 
 

Cotton 

Corduro

y 

360 0.08 58.32

55 

29.86

26 

0.222

755 

0.241

679 

0.480

533 

0.762

091 

1.579

74 

3.504

24 

96.40

39 

96.40

39 

              

Clust

er 2 

Wool 

Melton 

591 0.13 165.4

58 

95.75

09 

0.313

484 

0.254

064 

0.903

075 

0.769

29 

2.439

25 

2.344

85 

30.17

73 

30.17

73 
 

Linen, 

heavy 

605 0.08 215.3

48 

215.3

48 

0.284

031 

0.514

137 

0.684

375 

1.127

41 

1.461

06 

2.325

87 

4.973

05 

4.973

05 
 

Jute 527 0.09 682.4

24 

349.4

01 

0.046

509 

0.017

927 

0.122

301 

0.069

892 

0.299

448 

0.307

497 

618.8

23 

618.8

23 
              

21



 

Clust

er 3 

Cotton 

Poplin 

106 0.02 51.28

01 

12.51

96 

0.024

804 

0.161

084 

0.100

275 

0.401

299 

0.450

234 

1.229

61 

24.81

28 

24.81

28 
 

Polyeste

r 

Chiffon  

86 0.01 1.745

71 

2.452

6 

0.072

297 

0.074

7 

0.268

789 

0.288

543 

0.837

288 

0.927

394 

4.569

58 

4.569

58 

 
Wool 

Gauze 

85 0.02 3.282

08 

2.974

6 

0.503

689 

0.953

398 

1.411

71 

2.979

97 

2.765

14 

6.588

88 

15.83

67 

15.83

67 
 

Wool 

Delaine 

115 0.02 7.248

06 

4.884

2 

0.258

676 

0.398

288 

0.681

694 

1.443

24 

1.326

06 

4.598

18 

34.41

34 

34.41

34 
 

Silk 

georgett

e 

66 0.02 0.684

352 

0.792

223 

1.502

16 

2.548

04 

3.534

05 

6.329

69 

5.202

07 

10.52

3 

0.488

816 

0.488

816 

Silk 

Charme

use, 

sand 

washed 

92 0.02 5.112

55 

1.450

83 

0.283

953 

0.769

473 

0.744

552 

2.200

72 

1.481

94 

5.319

16 

9.162

63 

9.162

63 

 
Cotton 

Moussel

ine 

151 0.01 12.52

57 

5.284

29 

0.277

919 

0.586

145 

0.582

697 

1.576

75 

0.769

948 

3.909

23 

5.191

12 

5.191

12 

 
Cotton 

Organdi

e 

37 0.01 105.3

6 

10.35

86 

0.176

379 

0.545

8 

0.383

68 

1.113

26 

0.416

311 

1.531

44 

3.808

68 

3.808

68 

 
Cotton 

Batiste 

66 0.01 7.795

2 

3.667

7 

0.252

141 

0.713

4 

0.540

675 

1.561

42 

0.933

699 

3.047

42 

90.71

65 

90.71

65 
 

Ramie 85 0.02 37.72

64 

301.8

11 

0.061

197 

0.338

482 

0.176

284 

1.245

7 

0.398

867 

4.537

64 

3.082

03 

3.082

03 
 

PU-

coated 

polyeste

r twill 

106 0.02 57.96

09 

24.12

77 

0.296

733 

0.235

999 

0.619

435 

0.468

125 

0.699

24 

0.558

152 

35.78

33 

35.78

33 

 
Metallic 

Hair 

59 0.02 3.567

84 

12.72

29 

0.512

187 

0.048

556 

1.422

42 

0.144

433 

2.880

36 

0.408

497 

8.580

01 

8.580

01 
              

Clust

er 4 

Cotton 

Duck 

214 0.05 54.02

4 

46.06

71 

0.295

481 

0.296

438 

0.590

568 

0.681

976 

0.765

037 

2.032

44 

22.54

34 

22.54

34 
 

Cotton 

Domette 

126 0.06 11.25

56 

14.88

17 

1.115

63 

0.946

706 

2.491

32 

2.823

93 

3.006

65 

7.031

68 

9.347

74 

9.347

74 
 

Viscose 

Satin 

223 0.07 90.88

19 

6.344

9 

0.344

937 

0.032

107 

0.705

254 

0.147

378 

0.808

797 

0.729

382 

7.013

81 

7.013

81 
 

Botony 

Wool 

Serge 

199 0.05 8.451

79 

4.030

13 

0.408

276 

1.086

18 

1.210

89 

3.003

61 

3.007

35 

6.448

87 

7.455

04 

7.455

04 

22
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24 
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01 
              

Clust
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Duck 
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46.06
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481 
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438 
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568 

0.681
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0.765
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34 
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34 
 

Cotton 

Domette 

126 0.06 11.25

56 

14.88

17 

1.115
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0.946

706 

2.491
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2.823

93 
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65 
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74 
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74 
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Satin 
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19 

6.344

9 

0.344
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107 
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254 
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378 
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382 
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81 

7.013

81 
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Wool 
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199 0.05 8.451

79 

4.030

13 

0.408
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18 

1.210

89 

3.003

61 

3.007

35 

6.448

87 

7.455

04 

7.455

04 

22

 

 
Silk 

Viscose 

Velvet 

178 0.08 3.604

84 

1.845

68 

0.529

846 

0.325

952 

1.443

79 

0.799

455 

2.765

59 

1.556

33 

0.503

702 

0.503

702 

 
Linen, 

Holland 

189 0.05 52.91

28 

91.43

34 

0.356

518 

0.463

964 

0.736

251 

1.050

6 

0.869

355 

1.486

37 

8.957

65 

8.957

65 
 

Cotton 

Satin 

175 0.07 31.89

29 

20.66

91 

0.290

106 

0.288

874 

0.652

424 

0.727

745 

0.969

539 

1.673

71 

87.34

49 

87.34

49 
 

Dogtoot

h poly-

viscose 

twill 

145 0.06 5.074

31 

5.074

31 

0.454

924 

0.340

4 

1.087

09 

0.963

374 

2.068

15 

2.200

99 

4.824

7 

4.824

7 

 
Suedette 108 0.07 2.187

2 

120.0

16 

0.333

129 

0.253

981 

0.933

301 

0.547

233 

1.892

77 

0.597

209 

75.35

78 

75.35

78 
 

Piece-

dyed 

poly 

viscose 

173 0.07 8.058

12 

4.922

27 

0.338

134 

0.554

47 

1.410

39 

2.015

12 

4.478

72 

5.990

35 

3.570

57 

3.570

57 

 
Yarn_dy

ed poly-

viscose 

173 0.05 5.468

72 

3.503

58 

0.574

203 

0.502

51 

1.418

63 

1.585

52 

2.702

34 

4.024

44 

6.797

76 

6.797

76 

              

Clust

er 5 

Silk 

seersuck

er with 

elastane 

90 0.15 2.296

04 

1.080

3 

11.95

37 

16.30

68 

36.94

39 

40.39

32 

65.74

75 

59.20

22 

0.946

9 

0.946

9 

 
Brushed 

Cotton 

270 0.1 58.22

34 

12.01

32 

0.270

245 

0.314

599 

0.880

097 

1.678

48 

3.092

84 

6.653

1 

60.23

58 

60.23

58 
 

Wool 

Tweed 

320 0.13 26.54

46 

26.54

46 

4.633

52 

5.782

17 

12.22

26 

14.96

06 

17.96

9 

21.08

51 

0.288

296 

0.288

296 
 

Wool, 

Basket 

weave 

305 0.12 70.86

54 

49.77

1 

0.784

64 

1.181

67 

2.471

73 

3.479

49 

5.425

32 

7.553

9 

3.789

3 

3.789

3 

 
Silk Noil 

Canvas 

391 0.19 21.72

83 

13.68

32 

0.940

017 

0.852

011 

2.791

96 

2.746

14 

6.189

65 

5.855

91 

7.204

89 

7.204

89 
              

Clust

er 6 

Cotton 

Poplin 

with 

Elastane 

129 0.04 20.9 4.514

39 

0.025

475 

0.381

348 

0.164

939 

2.406

87 

0.778

107 

12.96

51 

45.81

4 

45.81

4 

 
Silk 

Organza 

24 0.03 22.67

69 

10.66

97 

0.708

943 

0.779

055 

1.541

3 

1.692

05 

1.796

46 

1.958

16 

5.450

2 

5.450

2 
 

Silk 

crepe de 

chine 

68 0.05 0.705

09 

1.377

13 

0.568

075 

0.788

689 

1.762

57 

2.452

02 

4.247

72 

6.768

81 

6.974

39 

6.974

39 

23



 

 
Cotton 

Sateen 

140 0.04 12.05

42 

15.45

72 

0.020

667 

0.023

359 

0.077

03 

0.089

399 

0.269

24 

0.388

579 

499.7

62 

499.7

62 
 

Polyeste

r crepe 

de chine 

111 0.05 1.150

96 

1.531

92 

3.505

49 

4.875

63 

8.484

55 

12.11

62 

10.08

86 

16.76

52 

0.072

869 

0.072

869 

 
Polyeste

r Sateen 

100 0.04 8.933 8.610

15 

0.168

011 

0.118

625 

0.465

641 

0.310

2 

1.095

35 

0.793

297 

20.88

13 

20.88

13 
 

Polyeste

r and 

cotton 

poplin 

95 0.04 4.034

77 

3.940

95 

0.046

736 

0.133

28 

0.273

597 

0.411

808 

1.331

77 

1.465

97 

107.5

46 

107.5

46 

 
Silk 

Crepon 

74 0.04 2.857

34 

1.498

64 

0.675

988 

2.773

29 

1.899

28 

7.217

26 

3.763

04 

14.48

99 

8.297

56 

8.297

56 
 

Silk 

Crepe de 

chine 

67 0.05 2.117

94 

1.526

3 

0.512

681 

0.932

856 

1.604

19 

2.445

53 

3.791

48 

5.992

16 

7.172

22 

7.172

22 

 
Silk 

Shantun

g 

100 0.05 4.449

34 

20.98

14 

0.323

827 

0.043

72 

1.098

45 

0.147

754 

2.576

81 

0.522

071 

272.2

4 

272.2

4 

 
Silk 

Dupion 

92 0.04 3.552

37 

40.90

04 

0.408

622 

0.116

832 

1.016

27 

0.314

387 

2.776

33 

0.593

789 

6.147

46 

6.147

46 
 

Cotton 

Broderie 

Anglaise 

115 0.04 6.390

69 

4.024

46 

0.044

872 

0.527

597 

0.224

86 

1.921

72 

1.072

75 

6.424

31 

14.81

24 

14.81

24 

 
Cotton 

Cheesec

loth 

115 0.04 15.97

44 

0.555

058 

0.174

924 

8.878

27 

0.653

476 

22.90

81 

2.001

46 

43.99

06 

0.051

912 

0.051

912 

 
Polyeste

r cotton 

98 0.04 9.410

65 

4.162

19 

0.362

524 

0.331

176 

0.781

901 

0.805

894 

1.030

64 

2.079

53 

18.39

33 

18.39

33 
 

Rayon 

(Spun) 

111 0.04 15.91

08 

7.894

4 

0.094

183 

0.276

056 

0.224

474 

0.874

485 

0.415

479 

2.553

53 

21.96

12 

21.96

12 
              

Clust

er 7 

Cotton 

gauze 

43 0.03 2.389

56 

0.516

145 

0.039

851 

0.693

463 

0.168

568 

2.749

33 

0.549

792 

8.498

53 

8.320

81 

8.320

81 
 

Cotton 

lawn 

70 0.03 6.253

1 

2.449

67 

0.026

855 

0.245

542 

0.115

383 

0.911

127 

0.563

643 

3.236

85 

84.91

22 

84.91

22 
 

Silk 

Chiffon 

15 0.04 0.524

929 

0.341

709 

4.302

33 

2.432

54 

10.17

31 

6.097

33 

11.79

4 

8.075

58 

0.844

526 

0.844

526 
 

Nylon 

Organza 

23 0.04 3.296

83 

7.454

1 

1.926

21 

2.436

02 

4.668

55 

5.760

39 

5.418

47 

6.508

73 

0.006

011 

0.006

011 
 

Silk 

Satin 

100 0.03 14.65

08 

10.71

96 

0.170

101 

0.059

363 

0.365

418 

0.218

962 

0.491

105 

0.779

716 

123.6

37 

123.6

37 
 

Silk 

Chiffon 

15 0.04 0.637

069 

0.155

535 

0.432

771 

0.601

207 

1.161

49 

1.723

48 

2.354

58 

3.690

33 

6.096

14 

6.096

14 

24



 

 
Cotton 

Sateen 

140 0.04 12.05

42 

15.45

72 

0.020

667 

0.023

359 

0.077

03 

0.089

399 

0.269

24 

0.388

579 

499.7

62 

499.7

62 
 

Polyeste

r crepe 

de chine 

111 0.05 1.150

96 

1.531

92 

3.505

49 

4.875

63 

8.484

55 

12.11

62 

10.08

86 

16.76

52 

0.072

869 

0.072

869 

 
Polyeste

r Sateen 

100 0.04 8.933 8.610

15 

0.168

011 

0.118

625 

0.465

641 

0.310

2 

1.095

35 

0.793

297 

20.88

13 

20.88

13 
 

Polyeste

r and 

cotton 

poplin 

95 0.04 4.034

77 

3.940

95 

0.046

736 

0.133

28 

0.273

597 

0.411

808 

1.331

77 

1.465

97 

107.5

46 

107.5

46 

 
Silk 

Crepon 

74 0.04 2.857

34 

1.498

64 

0.675

988 

2.773

29 

1.899

28 

7.217

26 

3.763

04 

14.48

99 

8.297

56 

8.297

56 
 

Silk 

Crepe de 

chine 

67 0.05 2.117

94 

1.526

3 

0.512

681 

0.932

856 

1.604

19 

2.445

53 

3.791

48 

5.992

16 

7.172

22 

7.172

22 

 
Silk 

Shantun

g 

100 0.05 4.449

34 

20.98

14 

0.323

827 

0.043

72 

1.098

45 

0.147

754 

2.576

81 

0.522

071 

272.2

4 

272.2

4 

 
Silk 

Dupion 

92 0.04 3.552

37 

40.90

04 

0.408

622 

0.116

832 

1.016

27 

0.314

387 

2.776

33 

0.593

789 

6.147

46 

6.147

46 
 

Cotton 

Broderie 

Anglaise 

115 0.04 6.390

69 

4.024

46 

0.044

872 

0.527

597 

0.224

86 

1.921

72 

1.072

75 

6.424

31 

14.81

24 

14.81

24 

 
Cotton 

Cheesec

loth 

115 0.04 15.97

44 

0.555

058 

0.174

924 

8.878

27 

0.653

476 

22.90

81 

2.001

46 

43.99

06 

0.051

912 

0.051

912 

 
Polyeste

r cotton 

98 0.04 9.410

65 

4.162

19 

0.362

524 

0.331

176 

0.781

901 

0.805

894 

1.030

64 

2.079

53 

18.39

33 

18.39

33 
 

Rayon 

(Spun) 

111 0.04 15.91

08 

7.894

4 

0.094

183 

0.276

056 

0.224

474 

0.874

485 

0.415

479 

2.553

53 

21.96

12 

21.96

12 
              

Clust

er 7 

Cotton 

gauze 

43 0.03 2.389

56 

0.516

145 

0.039

851 

0.693

463 

0.168

568 

2.749

33 

0.549

792 

8.498

53 

8.320

81 

8.320

81 
 

Cotton 

lawn 

70 0.03 6.253

1 

2.449

67 

0.026

855 

0.245

542 

0.115

383 

0.911

127 

0.563

643 

3.236

85 

84.91

22 

84.91

22 
 

Silk 

Chiffon 

15 0.04 0.524

929 

0.341

709 

4.302

33 

2.432

54 

10.17

31 

6.097

33 

11.79

4 

8.075

58 

0.844

526 

0.844

526 
 

Nylon 

Organza 

23 0.04 3.296

83 

7.454

1 

1.926

21 

2.436

02 

4.668

55 

5.760

39 

5.418

47 

6.508

73 

0.006

011 

0.006

011 
 

Silk 

Satin 

100 0.03 14.65

08 

10.71

96 

0.170

101 

0.059

363 

0.365

418 

0.218

962 

0.491

105 

0.779

716 

123.6

37 

123.6

37 
 

Silk 

Chiffon 

15 0.04 0.637

069 

0.155

535 

0.432

771 

0.601

207 

1.161

49 

1.723

48 

2.354

58 

3.690

33 

6.096

14 

6.096

14 

24

 

 
Silk 

mousseli

ne 

17 0.02 0.234

619 

1.632

46 

0.152

433 

3.177

59 

0.425

934 

8.104

46 

1.015

14 

14.27

41 

0.486

398 

0.486

398 

 
Silk 

muslin 

34 0.03 1.189

84 

1.889

42 

0.265

558 

0.417

988 

0.726

95 

0.932

571 

1.423

16 

1.429

04 

7.232

75 

7.232

75 
 

Silk 

Organza 

24 0.06 3.027

82 

10.66

97 

1.354

36 

1.446

81 

3.272

82 

3.509

96 

3.685

1 

4.121

6 

0.622

788 

0.622

788 
 

Silk 

Habotai 

42 0.02 2.139

6 

7.221

13 

1.048

24 

0.612

911 

2.388

27 

1.381

47 

2.969

46 

1.590

93 

2.644

35 

2.644

35 
 

Silk 

Habotai, 

sand - 

washed 

48 0.02 1.679

77 

1.365

72 

0.265

235 

0.470

741 

0.688

939 

1.140

82 

1.320

62 

2.458

08 

9.660

22 

9.660

22 

 
Silk 

Charme

use 

65 0.03 10.53

1 

1.316

37 

0.370

62 

0.462

671 

0.845

611 

1.187

21 

1.277

43 

2.684

8 

8.917

34 

8.917

34 

 
Silk 

Twill 

61 0.03 9.882

92 

2.134

71 

0.345

71 

0.423

252 

0.709

832 

0.964

195 

0.860

422 

1.847 0.315

872 

0.315

872 
 

Bamboo 

and Silk 

85 0.03 7.054

6 

2.169

62 

0.240

465 

0.268

988 

0.602

765 

0.548

067 

0.943

591 

0.897

77 

8.981

54 

8.981

54 
 

Polyeste

r 

Chiffon  

95 0.03 3.324

55 

1.702

17 

0.527

117 

0.405

662 

1.051

18 

0.950

338 

1.341

4 

1.947

99 

8.722

71 

8.722

71 

 
Polyeste

r Taffeta 

71 0.03 20.75

01 

11.42

72 

0.205

149 

0.210

805 

0.414

077 

0.442

518 

0.450

668 

0.681

564 

36.85

93 

36.85

93 
 

Silver 

lamé 

32 0.02 7.681

04 

2.275

86 

0.035

792 

0.446

098 

0.123

737 

1.063

99 

0.429

809 

1.986

34 

32.61

23 

32.61

23 
              

Clust

er 8 

Silk 

satin 

with 

elasane 

166 0.03 9.224

82 

1.721

25 

1.067

68 

1.911

88 

2.491

18 

6.061

2 

4.120

76 

17.93

93 

0.570

485 

0.570

485 

 
Acetate 

Satin 

120 0.03 14.65

08 

10.71

96 

0.170

101 

0.059

363 

0.365

418 

0.218

962 

0.491

105 

0.779

716 

123.6

37 

123.6

37 
 

Polyeste

r (crepe-

back) 

satin 

159 0.02 5.564

25 

4.523

94 

0.309

005 

0.401

738 

0.912

555 

1.348

92 

2.135

02 

4.161

57 

0.589

246 

0.589

246 

 
Wool 

Voltaire 

165 0.04 9.169

25 

6.371

1 

0.338

126 

0.820

605 

1.044

48 

2.544

82 

2.736

11 

6.928

14 

8.015

23 

8.015

23 
 

Wool 

Crepe 

194 0.02 11.73

15 

7.490

87 

0.624

598 

0.589

418 

1.413

6 

1.691

7 

2.799

05 

4.760

37 

3.591

22 

3.591

22 

25



 

 
Silk Noil 

Plain 

Weave 

238 0.04 13.22

59 

8.328

87 

0.444

571 

0.808

633 

1.093

81 

2.351

63 

1.993

33 

5.649

66 

8.053

09 

8.053

09 

 
Natural 

Silk 

177 0.03 2.791

27 

63.00

27 

0.684

048 

0.284

832 

1.677

48 

0.600

079 

3.260

95 

0.920

507 

18.18

48 

18.18

48 
 

Linen 

with silk 

196 0.04 87.13

56 

10.89

2 

0.083

454 

0.282

62 

0.306

255 

0.809

796 

0.913

997 

1.803

35 

1.591

17 

1.591

17 
 

Cotton 

Voile 

164 0.03 5.739

22 

4.666

2 

0.431

224 

0.901

693 

1.016

68 

1.988

36 

2.003

54 

3.887

62 

4.356

52 

4.356

52 
 

Cotton 

Poplin 

155 0.03 7.552

86 

5.700

03 

0.088

565 

0.121

701 

0.624

798 

0.420

189 

3.453

1 

2.012

66 

124.5

05 

124.5

05 
 

Cotton 

Chintz 

151 0.03 32.56

2 

11.60

96 

0.220

879 

0.276

439 

0.468

278 

0.673

627 

0.691

441 

1.741

14 

31.13

81 

31.13

81 
 

Cotton 

Sateen 

165 0.03 74.93

71 

21.50

25 

0.011

782 

0.031

835 

0.061

83 

0.134

767 

0.330

942 

0.655

331 

607.3

46 

607.3

46 
 

Cotton 

Twill 

164 0.03 43.65

62 

23.50

79 

0.168

351 

0.281

926 

0.387

259 

0.722

772 

0.771

188 

1.751

86 

75.80

11 

75.80

11 
 

Cotton 

Drill 

241 0.03 93.94

79 

36.74

95 

0.239

392 

0.279

621 

0.522

341 

0.698

854 

0.877

779 

1.854

78 

54.01

78 

54.01

78 
 

Cotton 

Bark 

Weave 

185 0.03 44.99

29 

17.13

81 

0.043

359 

0.062

316 

0.168

575 

0.515

163 

0.718

682 

2.799

61 

74.08

42 

74.08

42 

 
Microfib

re 

137 0.03 4.794

35 

5.818

57 

0.251

169 

0.222

556 

0.718

251 

0.519

674 

1.512

1 

0.778

773 

34.84

23 

34.84

23 
 

Viscose 

Cotton 

Grosgrai

n 

242 0.03 41.58

15 

67.70

86 

0.164

873 

0.008

935 

0.448

441 

0.033

428 

1.287

39 

0.144

099 

70.05

73 

70.05

73 

 
Polyeste

r cotton 

179 0.03 9.947

24 

7.602

36 

0.375

289 

0.368

234 

0.975

488 

0.913

425 

2.118

99 

1.798

58 

8.412

64 

8.412

64 
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Silk Noil 

Plain 

Weave 

238 0.04 13.22

59 

8.328

87 

0.444

571 

0.808

633 

1.093

81 

2.351

63 

1.993

33 

5.649

66 

8.053

09 

8.053

09 

 
Natural 

Silk 

177 0.03 2.791

27 

63.00

27 

0.684

048 

0.284

832 

1.677

48 

0.600

079 

3.260

95 

0.920

507 

18.18

48 

18.18

48 
 

Linen 

with silk 

196 0.04 87.13

56 

10.89

2 

0.083

454 

0.282

62 

0.306

255 

0.809

796 

0.913

997 

1.803

35 

1.591

17 

1.591

17 
 

Cotton 

Voile 

164 0.03 5.739

22 

4.666

2 

0.431

224 

0.901

693 

1.016

68 

1.988

36 

2.003

54 

3.887

62 

4.356

52 

4.356

52 
 

Cotton 

Poplin 

155 0.03 7.552

86 

5.700

03 

0.088

565 

0.121

701 

0.624

798 

0.420

189 

3.453

1 

2.012

66 

124.5

05 

124.5

05 
 

Cotton 

Chintz 

151 0.03 32.56

2 

11.60

96 

0.220

879 

0.276

439 

0.468

278 

0.673

627 

0.691

441 

1.741

14 

31.13

81 

31.13

81 
 

Cotton 

Sateen 

165 0.03 74.93

71 

21.50

25 

0.011

782 

0.031

835 
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Abstract 

Background 

Today, customers´ perceived value does not only depend on the products, but also on the services provided by a 

firm. In e-commerce, it is important to shift the focus beyond the product and discuss the value of personalized 

services in the context of e-commerce fulfillment. Therefore, the purpose of the paper is twofold: 1) to develop a 

conceptual framework proposing satisfaction through personalized services as a middle-range theory, and 2) to 

suggest foundational premises supporting the theoretical framework, which in turn shape middle-range theory 

within the context of apparel e-commerce fulfillment.  

Methodology 

In this theory-driven paper, the authors apply the Scientific Circle of Enquiry (SCE), as it demonstrates the role of 

theorizing with the help of middle-range theory and empirical evidence and as such provides a methodological 

scaffolding that connects theory formulation and verification. The authors synthesize literature related to customer 

perceived value and satisfaction, followed by abduction focusing on understanding the empirical domain as it 

occurred in practice from company cases. The presented case studies are based on semi-structured interviews with 

three Swedish online retailers within the apparel industry. The theory-driven analysis results in suggestions of 

foundational premises. 

Findings  

Based on the theoretical foundations and empirical generalizations, three propositions are suggested. The premises 

regarding satisfaction through personalized service applied in the domain of apparel e-commerce fulfillment are: 

a) to ensure customer satisfaction require a value co-creation perspective using data during the pre-purchase phase, 

b) to ensure customer satisfaction and retention require added-value perspective during the post-purchase phase of 

1



the shopping journey, and c) to ensure satisfaction and convenience require an added-value perspective at the last 

mile. 

Practical Implications: The apparel firms lose a substantial amount of revenue due to poor online customer 

satisfaction, leading to e-commerce not reaching its full potential. To enhance customer value, online retailers need 

to find a resort in advanced technologies and analytics in order to address customer satisfaction, and it is suggested 

that retailers shift their focus beyond the products and find ways to improve personalized service offerings to gain 

market advantage, improve fulfillment, drive sales, and increase customer perceived value. 

Originality  

To consider personalized services as a source for improving e-commerce fulfillment and customer perceived value, 

the main contribution of this study is conceptual as it presents a theoretical model developed from general theory, 

middle-range theory and verified with empirical claims.   

Keywords. Personalized services, customer perceived value, customer satisfaction, apparel industry, e-commerce 

fulfillment.  

 

1. Introduction 
The advent of technology and increased globalization of apparel brands have transformed apparel online 

business models (Hagberg et al., 2016; Mollá-Descals et al., 2011). As an effect of globalization, cross-

border restrictions have become less stringent, digital services have developed and conventional retailers 

face competition from both local and global brands (Dumitrescu and Vinerean, 2010; Holt et al., 2004). 

While as an effect of technology proliferation, contemporary customers are constantly connected 

through internet-enabled devices and have access to all the brands, increasing their choices. Due to this, 

customers are becoming more aware and demanding, and hence, have more expectations with the 

products and services offered (Botsman, R. and Rogers, 2010; Wang and Zhang, 2012). This is forcing 

the industry to niche themselves, for instance, by producing individually tailored products and delivering 

higher value to the customer. Instead of just buying a branded product, the customer gets to buy a product 

that is tailor-made for him. 

Clearly, in a contemporary apparel market, it has become essential to increase perceived value and 

customer satisfaction by providing the best value offering and building strong customer relationships. 

As a consequence, apparel retailers are finding a resort in new technologies like the internet of things, 

artificial intelligence and big data analytics to gain a better understanding of consumers’ behaviours, 

needs and wants (Amed et al., 2017). Today's technology, business models, and social context allow for 

widespread use and development of big data. Big data, for one, offers unique opportunities to make the 

visions of a perfect apparel product for customers a reality. There have been instances in research trying 
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to utilize the power of big data with advanced analytics and artificial intelligence to improve perceived 

value and satisfaction by focusing on the product offering. More of it is associated with improving the 

manufacturing operations or providing limited garment customization options (Banica and Hagiu, 2016; 

Fogliatto et al., 2012; Shang et al., 2013). However, the application of digital technologies to tackle 

business-to-consumer challenges is scant (Giri et al., 2019), and there is a lack of research focusing on 

digital technologies and consumer-related services. The apparel industry is facing a pressing challenge 

with customer’s dissatisfaction with the current way it operates and requires new ideas expanding the 

view on customer demand and how to raise customer value and satisfaction with augmented service 

offerings. Also, apparel managers are facing new challenges and opportunities in COVID-19 pandemic 

times. The year of 2020 so far has proven particularly difficult for apparel businesses as revenue 

dramatically decrease as a result of this event. 

It is suggested that creating an exceptional customer experience all through the customer journey is 

one of the main goals to drive business profitability. During the quarantine, people have had more time 

to stay at home and shop online, and as a result, online retailing have a potential to drive future apparel 

businesses to a much greater extent than before. It is thus important to understand people’s satisfaction 

with apparel e-commerce. The customer’s purchase experience does not only depend on the product 

itself, but retailers might also exploit big data into consumer insights, and transform such knowledge 

into augmented services integrated in the marketing strategies (Bonetti et al., 2020).  In a purchasing 

process followed in a traditional fixed store setting, customers are responsible for unit-level fulfillment 

services like picking products off the store shelf, moving these to the checkout lane, and providing 

delivery to homes and other consumption points. Hence, in such settings, the customer has the first-hand 

experience with the product before the actual purchase, and the delivery point (i.e. when the customer 

takes their product home) is usually a routine task. However, in terms of e-commerce, the physical 

distribution activities are much more important to the customer as the delivery point will be the first 

time when the customer actually interact with the product. Therefore, it makes sense to focus on a 

personalized experience during order fulfillment, improving satisfaction and perceived customer value 

better with non-product related experiences, and thus, making the relationship with the customer 

stronger (Cao, L. and Li, 2015; Davis-Sramek et al., 2008). Before and on delivery, apparel retailers 

need to provide customers with more than just the product. It is important to inculcate trust and feeling 

of loyalty to the firm by also providing memorable experiences with the help of personalized services. 

Some services, however, might be an additional cost to the company, albeit if it increases customer 

engagement and loyalty, then it contributes to the firm’s overall growth. Although the interest in 

personalized products has grown considerably in recent years, little attention has been paid to analyze 

customer perceived value and satisfaction of personalized services in the context of online apparel. 

Hence, for a firm to have a competitive advantage, it needs to think beyond the product and add value 

3



through different stages of the customer journey. This can be achieved through superior experiences by 

implementing personalized services during both pre-purchase and post-purchase phases. 

The value-adding attributes and unique experiences across various buying channels and shopping 

phases are of major importance to the customer when they choose between different retailers (Verhoef 

et al., 2015). The probability of re-purchase will be greater if the retailer succeeds in providing 

something unique and of value to the customer. We believe that personalized services can contribute to 

unique value additions to a customer’s shopping journey, and identify the need for conceptualizing 

personalized services to tailor apparel e-commerce fulfillment. Hence, this paper suggests re-thinking 

customer perceived value by extending its focus to personalized service offerings and more specifically, 

satisfaction through personalized services related to pre-purchase and post-purchase phases. In order to 

advance the science and practice of personalized services, the purpose of this paper is to provide 

foundations and bridging the domains of apparel e-commerce fulfillment using satisfaction through 

personalized services as a middle-range theory to bridge Customer Perceived Value (CPV) theory and 

empirical research by applying the Scientific Circle of Enquiry (Brodie et al., 2011) The Scientific Circle 

of Enquiry (SCE) demonstrates the role of theorizing with the help of middle-range theory and empirical 

evidence and as such provides a methodological scaffolding that connects theory formulation and 

verification. The rationale is that general theory is too broad and abstract to easily be linked to empirical 

research, alas the middle-range theories act as a bridge to connect them (Brodie et al., 2011; Kolyperas 

et al., 2019). Three Swedish business cases are used to suggest propositions to support the framework 

and serve as exemplars of the suggested middle-range theory. 

The rest of the article is structured as follows. Section 2 describes the overall methodology followed 

for empirical data collection, analysis, and model conceptualization. Section 3 presents the findings from 

the literature review on customer perceived value and satisfaction through personalized services in the 

online customer journey, and the empirical generalizations of apparel e-commerce fulfillment as 

deduced from the three cases. Finally, sections 4 address the discussion and conclusion of the study. 

 

2. Method 
In order to broaden conceptual thinking on personalized services, the authors sought a path of guidance 

from customer perceived value literature and empirical studies from the field. In this study, as shown in 

figure 1, satisfaction through personalized services are used to bridge the gap between customer 

perceived value and the empirical domain of personalized services in apparel e-commerce fulfillment.. 

An abductive way of theorizing was chosen where the focus was on understanding the empirical domain 

as it occurred in practice in the presented cases, reading, interpreting, and comparing transcript 

interviews with the help of theory. In the first phase of the study, relevant literature was used to bring 

4



through different stages of the customer journey. This can be achieved through superior experiences by 

implementing personalized services during both pre-purchase and post-purchase phases. 

The value-adding attributes and unique experiences across various buying channels and shopping 

phases are of major importance to the customer when they choose between different retailers (Verhoef 

et al., 2015). The probability of re-purchase will be greater if the retailer succeeds in providing 

something unique and of value to the customer. We believe that personalized services can contribute to 

unique value additions to a customer’s shopping journey, and identify the need for conceptualizing 

personalized services to tailor apparel e-commerce fulfillment. Hence, this paper suggests re-thinking 

customer perceived value by extending its focus to personalized service offerings and more specifically, 

satisfaction through personalized services related to pre-purchase and post-purchase phases. In order to 

advance the science and practice of personalized services, the purpose of this paper is to provide 

foundations and bridging the domains of apparel e-commerce fulfillment using satisfaction through 

personalized services as a middle-range theory to bridge Customer Perceived Value (CPV) theory and 

empirical research by applying the Scientific Circle of Enquiry (Brodie et al., 2011) The Scientific Circle 

of Enquiry (SCE) demonstrates the role of theorizing with the help of middle-range theory and empirical 

evidence and as such provides a methodological scaffolding that connects theory formulation and 

verification. The rationale is that general theory is too broad and abstract to easily be linked to empirical 

research, alas the middle-range theories act as a bridge to connect them (Brodie et al., 2011; Kolyperas 

et al., 2019). Three Swedish business cases are used to suggest propositions to support the framework 

and serve as exemplars of the suggested middle-range theory. 

The rest of the article is structured as follows. Section 2 describes the overall methodology followed 

for empirical data collection, analysis, and model conceptualization. Section 3 presents the findings from 

the literature review on customer perceived value and satisfaction through personalized services in the 

online customer journey, and the empirical generalizations of apparel e-commerce fulfillment as 

deduced from the three cases. Finally, sections 4 address the discussion and conclusion of the study. 

 

2. Method 
In order to broaden conceptual thinking on personalized services, the authors sought a path of guidance 

from customer perceived value literature and empirical studies from the field. In this study, as shown in 

figure 1, satisfaction through personalized services are used to bridge the gap between customer 

perceived value and the empirical domain of personalized services in apparel e-commerce fulfillment.. 

An abductive way of theorizing was chosen where the focus was on understanding the empirical domain 

as it occurred in practice in the presented cases, reading, interpreting, and comparing transcript 

interviews with the help of theory. In the first phase of the study, relevant literature was used to bring 

4

an understanding of the concepts involved i.e. customer perceived value and satisfaction through 

personalized services at pre- and post-purchase.  

The authors analyzed the articles and searched for concepts and ideas that could support the 

challenges of providing apparel e-commerce fulfillment, and identified a pattern to interpret the 

interviews. The transcript interviews served as empirical evidence and claims. Finally, the conceptual 

understanding  was used to fill in the ‘question marks’ in the model by identifying empirical claims and 

to present foundational premises in this paper.  

 

 
Figure 1: A framework of the conceptual model for viewing and using satisfaction through personalized services, based on 

customer perceived value.  

 

2.1. Data collection and analysis 
The empirical data was part of a research project between 2016-2018 and commissioned at collecting 

practice-oriented cases that serve as illustrations and/or explorations of the retail phenomenon, customer 

experience and customer satisfaction. During the research project semi-structured interviews were 

conducted with key-employees in 10 different types of retail companies, including industries such as 

apparel, cosmetics, home textiles and home electronics. The companies operated different channel 

formats that included bricks-and-mortar stores, online, both online and offline selling. This study present 

purposefully selected empirical findings from three of these companies as they are matching pairs and 

offer on-line strategies and apparel. The cases were audio-recorded and labelled according to the 

company name, informants’ designation and function, description of the session, and duration (as 

depicted in Table I). The interviews were done with key employees from three companies and performed 

in Swedish and then translated into English. In order to avoid bias, the informants were selected based 

on their experience and knowledge, and from different hierarchical levels and functions. The data consist 
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of seven in-depth interviews with employees at the three firms, both at senior and junior management 

level, as well as handling operational functions such as logistics and supply chain management. The 

informants in the study are described below in Table I. The lowercase ‘a’ and ‘b’ refer to different 

sessions of the interviews.  

In order to ensure confidentiality in this paper the three retailers are referred to as A, B, and C. The 

online apparel retailers are particularly suitable for illuminating and extending relationships and logic 

among constructed propositions discussed in the next section. They provide a strong base for theoretical 

development; clarify the context of discovery, and the proposed middle-range theory. Thereby, 

enhancing the understanding of satisfaction through personalized services. An overview of the case 

exemplars regarding operations is presented in Table II. The data collected through the interviews and 

extensive review of the literature were analyzed in depth by breaking the interviews down, code it in 

MS Excel with the help of a general theoretical foundation, bridge the domain with the help of middle-

range theory, resulting in an empirical generalization of personalized services within apparel e-

commerce fulfillment that can be supported and verified with the suggested conceptual framework. 

Thusly, the theory-driven analysis captures empirical claims with the help of foundational premises that 

can extend the notion of personalized services in apparel e-commerce, presented in figure 1. 

 

Table I: Informants in the study 

Company Informant’s 
designation and 

function 

Description of sessions Duration 

A 1. CEO, Senior Manager In-depth interview 1a 60 min 
A 2. Head of Logistics, 

Junior Manager 
In-depth interview 2a 45 min 

B 3. CEO, Founder, Senior 
Manager 

In-depth interview 3a,  & 3b 60 min and 45 min 

B 4. Business Developer, 
Founder, Senior Manager 

In-depth interview 4a, & 4b 45 min and 45 min 
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level, as well as handling operational functions such as logistics and supply chain management. The 
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Table II: An overview of the case exemplars 

Company Operational descriptions Target 
group/groups 

Personalized/tailored 
variables in shopping 

process 
A Focusing on customer relationship 

marketing (CRM), using advanced 
customer data to tailor each offering 
to relevance. The most important 
moment in the customer journey is 
when the customer receives the 
suggested outfit (based on historical 
transactions and style/preferences). 

Middle-aged 
customers, 
premium 

Diagnosis of aesthetic 
preferences 
Personal taste regarding 
packaging 
 

B Focusing on customer relationship 
marketing (CRM) where the 
delivery is seen as an important 
point of interaction. When the 
customer receives the package (a 
beautiful box), it should be a joyful 
event.  

Middle-aged 
customers, 
premium 

Personal 
recommendations 
based on historical 
transactions 
Designed craft beautiful 
boxes 
 

C Focusing on CRM, using data 
analysis to offer a convenient and 
smooth delivery option.  

Young 
customers (10-25 
years), premium 

A variety of delivery 
options located 
according to customer 
convenience 
 

 

3. Foundational constructs and empirical claims 
In theory’s most recent form, customer perceived value is considered to be a general theory as it is broad 

in scope and more abstract in nature. Customer perceived value has been a popular concern both to 

researchers and business practitioners across disciplines (Zauner et al., 2015). Based on the extant 

literature related to customer perceived value, it was noticed that customer perceived value is mostly 

associated with the product (Suryadi et al., 2018), but has also been used within the service literature to 

understand service quality (see e.g. Arslanagic-Kalajdzic and Zabkar, 2017; Behnam et al., 2020; Xuan 

Nguyen et al., 2020).. The understanding of perceived customer value helps to explain different areas 

such as behaviour and repeat purchasing as it describes the perceived net gains associated with the 

products/services acquired (Grewal, D., Iyer, G.R., Krishnan, R. and Sharma, 2003). When the perceived 

value is higher than the perceived cost, customer satisfaction is positively influenced (Cronin Jr, J.J., 

Brady, M.K. and Hult, 2000), which in turn contributes to customer loyalty (Colgate and Stewart, 1998; 

Tam, 2004; Zeithaml et al., 1996).  

3.1. Ideas of value 

The value that customers perceive is different for different customers and is closely related to price, 

quality, sacrifice and satisfaction (Fazal-e-Hasan et al., 2018). In addition, for customers value is an 

important attribute to make reasonable purchase decisions. Value for consumers involve both utilitarian 
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and hedonic consequences as acknowledge by extensively cited studies by (Holbrook, 1999; Sheth et 

al., 1991). While utilitarian value is the easiest to provide, the competitive advantage for any business 

lies in how they offer hedonic value to their customers and know the difference between hedonic- and 

utilitarian value. Hence, customer value is “the fundamental basis for all marketing activity” (Holbrook, 

1994, p. 22) and should be of concern to managers seeking to strengthen  fulfillment. 

Ever since the birth of modern marketing management, customer satisfaction has been a pursuit 

among the marketing community (Kohli and Jaworski, 1990; Kotler, 1968; Levitt, 1960; Piercy, 1995) 

(and a critical focus for effective customer care (e.g. Yang and Peterson, 2004) and loyalty (e.g. Kumar 

et al., 2013). However, the definitions on customer satisfaction are not clear but the most popular 

perspectives are either a transaction-specific approach or a cumulative and overall approach. Regardless 

of which approach is chosen, satisfaction is usually described as an end-result and a desirable goal 

among most managers; companies want their customers to be satisfied. But in order to understand 

satisfaction, one needs to explore why and with what satisfaction has aroused. Therefore, when 

elaborating on fulfillment, customer perceived value is the foundational construct, accompanied with 

utilitarian and hedonic value.  

3.2. Ideas of customer involvement and engagement 

Customer perceived value arises at nearly all phases in the customer journey, including but not 

limited to the pre-purchase phase, post-purchase phase, and the last mile, while customer satisfaction is 

considered to be a post-purchase or post-use assessment (Chi and Kilduff, 2011). Traditionally, the pre-

purchase phase took place in a brick and mortar store setting; where the customer could interact with 

the product as well as take help from the sales assistants to make the purchase decision. However, today, 

with a lot of sales taking place online (websites or social media platforms), the possibility to influence 

the purchase decisions largely falls under how well does a brand guide and handle the purchase 

experience. The possibility of improving perceived value at this stage is an important strategy that a 

brand has to develop to gain consumer confidence and trust. In such a context, it is important to examine 

value as perceived from personalized services (Roy et al., 2017), and how such services lead to 

satisfaction. By considering personalizing services to be a resource for generating new forms of value, 

these services can be seen as a valuable source of gaining competitive advantage and attain customer 

loyalty. Today, apparel firms are struggling with immense competition due to globalization (Hagberg et 

al., 2016). By providing personalized services during the customer online journey, firms in the apparel 

industry can achieve higher customer perceived value by engaging and involve their customers through 

the journey. This is in line with Harrison and Hoek (2008), that says the key to increasing the customer 

value is by focusing on service quality, which gives an additional competitive advantage, as it is difficult 

to imitate by the competitors. Customer involvement and engagement will allow apparel retailers to 

improve fulfillment in an era when customer journeys are dispersed across different retail channels and 

the route to purchase may take a few minutes or many weeks. Therefore, when elaborating on 
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fulfillment, customer perceived value is the foundational construct, accompanied with involvement and 

engagement. 

 

3.3.  Ideas of retention, loyalty, and customer convenience 
Personalization in retail is the process of using customer data to provide tailored experiences to 

customers during different stages of the shopping journey. Every path to purchase is different, and with 

personalization, each path can be served based on specific needs and behavior, which will increase the 

possibilities of retention and loyalty. However, most retailers are nowhere close to delivering the 

personalized experiences that their customers indicate when leaving digital footprints. In addition, many 

retailers are unclear about which capabilities to build and create a truly personalized experience (Mark 

Abraham et al., 2019) and how to create customer loyalty. Providing personalized services should be in 

line with the goal to utilize the latest technology to tailor critical touchpoints in a manner that support 

retention. To better understand and examine the customer perceived value within personalized services 

at different shopping stages, it is important to identify the different stages. A customer’s shopping 

journey begins with searching for the required product, to placing an order, and ends with the delivery 

of goods (Medini, 2015). This is a basic process, and if rightly understood an opportunity for providing 

a convenient shopping journey, which in turn might lead to both retention and loyalty. However, the 

criticality of this increases manifold when the shopping process is taking online as the customer can 

easily wander off to other retailers in search of a better value offering. For e-commerce businesses, the 

last mile is the only stage during which customers interact with the product for the first time, and is, 

therefore, a valuable determinant of customer experience (Croxton, 2003). A successful shopping 

process involves several activities, executed by different functional entities, and is heavily 

interdependent among the tasks, resources, and agents involved (Lin and Shaw, 1998).  

Customers, nowadays, seek value in personalized experiences and expect their occurrence much earlier 

in the shopping process (Bilgihan et al., 2016; Walsh and Godfrey, 2000). Hence, personalizing services 

involves knowing how to connect the customer with the product and by extension the firm as early as 

the customers search for the product. Providing such a level of personalization is challenging and 

requires extensive domain experience in product, service, and order management with expert knowledge 

of digital business to evaluate existing technical outlook, recognize gaps and surface opportunities. One 

possibility of achieving the expected level of personalization is by finding a resort in the latest 

technologies and big data collected by businesses on the internet. This data can be used to deduce 

optimal shopping scenarios, create urgency to purchase and deliver the service personalization and 

convenience that the customers demand inherently driving perceived value.  Therefore, when 

elaborating on fulfillment, customer perceived value is the foundational construct, accompanied with 
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retention, loyalty and convenience. The following are three instances of apparel retailers, who have tried 

to harness the essence of value by targeting one of the aforementioned dimensions. 

 

3.4. Case A – Empirical claims   

Case A is an online retailer selling branded fashion to men with the promise to help them in designing 

a personalized wardrobe matching their style. Two entrepreneurs started this company, who believed 

there was a market for young men that wanted to buy high branded fashion but did not have the 

time/energy/skill/self-confidence to choose their outfit. The company wants to take care of its customers 

by helping them in expressing themselves with the help of fashion and providing personal service based 

on true commitment and concern. As one of the managers said: “We live by the idea of helping our 

customers and every day we try to think that caretaking and commitment make us unique.” (Table 1, 

Interview 1a) 

The system supporting this vision is based on a concept of mass customizing the shopping process 

by focusing on the individual customers’ profile. This is an advanced form of personalized service, 

which can help the customers in making decisions when shopping for apparel online. Customers are 

invited to enjoy a “diagnosis” (Table 1, Interview 2a) of their aesthetic preferences and the information 

is stored as “personal taste” (Ibid). This information is then processed to find suitable garments that 

can meet the customers' individual preferences. In this way, the firm secures the possibility to offer 

customers individualized fashion styles and at the same time, reduce efforts for the customer in terms 

of the anxiety caused by the decision-making process. In addition, by including the customer more 

closely by capturing and responding to their preferences co-creates greater value. Moreover, when the 

customers realize that the retailer or brand is committed to listening, involving, and providing their exact 

requirements, they are more engaged in the entire shopping process. Here, co-creation is the basis for 

providing unique experiences and value to each individual. In doing so, the rationale of the brand is that 

a firm must create value for their customers in a manner that engages them in designing their own 

experiences, and hence, deliver personalized experience during that moment.  

 

3.5. Case B – Empirical claims 

Case B is a Swedish online actor selling fashion to female customers with a virtual store as the only 

retail channel, building their fulfilments on information flows and customer data. Two young 

entrepreneurs started the company in 2014. They built the company with the idea of personalization, as 

they use designed and handcrafted boxes to ship orders and invest a lot in the packaging process. One 

of the owners said he dislikes plastic bags: “I really find plastic bags ugly and I have always believed 

in using branded packaging” (Table 1, Interview 3a). Hence, while packaging a product, it is placed in 

a handcrafted box, silk paper is used for wrapping and a silk ribbon around the garment with a bow. The 
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other owner added, “We really strive to visually convey each order as a personalized offering and we 

try to imagine the customer opening the package at home, it should be like Christmas Eve” (Table 1, 

Interview 4a).    

Both managers and owners talked about adding value at the packaging stage, and the importance of 

having a dedicated staff. They believe in building relationships based on basic personalization 

capabilities i.e. addressing the customer by their name on a handwritten card, put into the box, wishing 

the customer good luck with the new garment, and a recommendation to wear the new product with 

something else bought from the firm. This offers a sense of closeness between the customer and the 

brand. This kind of personalization is often provided by luxury brands, with the loyalty of their 

customers being a benchmark for other retailers (Hur et al., 2014). It is still unusual to provide the 

customers with a product that is not packed in a brown cardboard box. 

In addition, to bring extra value to the customers, in terms of personalized order information, when 

the order is placed, the customer receives a link and can follow the real-time product transportation on 

his or her mobile phone. The mobile application can help the customer to stay updated concerning their 

orders, and any new offers that the retailer might have designed for them. In fact, through mobile 

applications, the retailer can push personalized notifications, provide tailored recommendations on 

‘what else to buy’ or ‘what can go with the product they recently bought’, and can also track the 

customers’ past purchases. As one of the respondents explains: “When I get information from the CRM 

system that this customer bought a pair of jeans last year, I can give her the recommendation to wear 

this beautiful sweater together with her jeans. This is something a lot of our customers really like; they 

understand that we really care about them.” (Table 1, Interview 3b).  

Based on this kind of customer relationship management system that focuses on providing the 

customer additional value all through their shopping process as well as establishing interactions post-

purchase, enhances the overall customer experience with the brand. The point of delivery and the 

moment when the customer opens the package is central to the company and they not only encourage 

customers to enjoy that moment but also to spread the feeling to others by sharing their experience with 

their friends. Hence, on every handwritten customer card, the respondent reveal they write, “Spread the 

joy to others – take a selfie and contribute to happiness!” (Table 1, Interview 4b). The way that the firm 

works seizes the possibility to offer individualized services to enhance the customer experience both 

during pre- and post-purchase phases including the time of delivery, and builds value for the customer 

gradually over time. 

 

3.6.  Case C – Empirical claims 

Case C is a specialized fashion online store focusing on sports and street fashion. It also offers 

merchandise through brick-and-mortar stores in limited geographical areas. The idea of personalized 
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services stems from the customers having different needs regarding delivery options. “The demand for 

individualized offerings is in fact our main challenge” (Table 1, Interview 5b). Another of the 

respondents underline the importance of being a good listener “I believe part of our success is our 

willingness to talk and listen to our customers” (Table 1 Interview 6a). The target group is widespread 

in the Nordic countries but also in other European countries. With different countries having different 

distribution networks and regulations, the firm chose to invest in its delivery boxes, co-operating with 

Instagram. The ‘Instaboxes’ are placed at hot spots in different localities, identified by the customer 

database in each country.  

The delivery service to Instabox is chosen during order placemen i.e. the customer chooses Instabox 

as the delivery option and identifies the most convenient place to pick up the order. The customer 

receives an SMS with a tracking link and a pin code, as management in the company discovered that 

up-to-date information was key “Customers can wait, but they demand to know for how long and why. 

Think of a patient in a hospital. Some years ago he/she might have accepted that instruction. Today, 

they can wait if they know why” (Table 1, Interview 7a). After the delivery, the customer uses the pin 

code to unlock the box and pick up the parcel. One of the interviewees says: 

“We have noticed that our customers are very impatient and they want to have their delivery as 

soon as possible, but time is not the only variable. They also want their delivery in a convenient 

place, as most of our customers do not have a car. Therefore, they prefer public places such as the 

bus station, the mall, or subway station. I think it is necessary to offer a broad spectrum of delivery 

options, and the possibility to pick an order up at any time, not only during store hours. By using 

Instaboxes, we can do that” (Table 1, Interview 5a).  

 

The respondents in company C all believe that adding value at the delivery stage is very important 

expressed by one of the respondents as “freedom of choosing the delivery options can increase our 

customers’ perceived value and acquire loyal customers” (Table 1, Interview 6b).  

 

4.  Foundational premises and discussion 
Based on the instances from the cases presented in the above section, the authors now present a model 

that portrays the essential ingredients required in conceptualizing personalized services during the 

customer journey in order to provide apparel fulfillment e-commerce. The context of discovery is 

depicted in figure 2. 
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Figure 2.  Context of discovery – Personalized services, Empirical claims and Foundational premises 

The retail landscape has drastically transformed over the past decade, and the rise of e-commerce is 

largely accountable for these changes. Although many of today’s customers purchase through both 

traditional stores and online retailers, the shopping experience is very different for each. Making 

purchasing decisions and getting assistance when needed is more difficult with e-commerce. However, 

there are many ways to support customers through the online journey and improve fulfillment.  

Personalization is the key to provide unique experiences to the customer and improve e-commerce 

fulfillment, thereby raising the rate at which they translate a potential shopper into a loyal customer, and 

increase the lifetime value of customers. Nevertheless, so far, most retailers have not gotten as much 

traction from their personalization initiatives as they could have. Retailers that desire to get ahead and 

gain a competitive advantage will need to provide truly personalized services throughout the customer 

journey. By doing so, firms can drive their core business objectives, including building brand value, 

improving customer engagement, retention, and loyalty. 

This is also in line with enhancing perceived value of the customers, who not only expect quality 

goods and services, but convenience and unique experiences during the entire process from searching 

for a product to receiving and using it. Considering this, formulating customer-centric strategies 

becomes a necessity as this will ensure a positive experience or transform a bad one into a good 
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experience, thereby, reinforcing customer loyalty. Hence, propositions from the conceptual model in 

this study are three.  

The first proposition is:  

The operations regarding providing personalized experiences to ensure customer satisfaction require a 

value co-creation perspective using data during the pre-purchase phase.  

The second proposition is:  

The operations regarding providing personalized experiences to ensure customer satisfaction and 

retention require added-value perspective during the post-purchase phase of the shopping journey.  

The third proposition is:  

The operations regarding providing personalized experiences to ensure satisfaction and convenience 

require an added-value perspective at the last mile. 

The conceptual model presented in figure 2 contributes to the theory of increasing customer 

perceived value using personalized services provided by apparel e-commerce retailers. It should also be 

considered that the maturity of personalization differs across industries, where the apparel industry is 

considered to be at a mid-level, there are industries like food and grocery that have achieved higher 

levels. Even though the case exemplars discussed are from apparel retailers, the model can be 

generalized for all e-commerce retailers. The idea of providing personalization is also dependent on the 

current capabilities of the retailer. To enhance customer value, retailers need to find a resort in advanced 

technologies and analytics in order to address customers’ needs.  Simply put, retailers need to shift their 

focus beyond the products and find ways to improve service offerings to gain market advantage, drive 

sales, and increase value to the customers. 

4.1. Towards building a future research agenda 

This study proposes a theoretical framework for apparel e-commerce fulfillment during pre-purchase, 

post-purchase, and the last mile of the customer journey. The theoretical framework is built on 

satisfaction through personalized services as the principle of middle-range theory, which bridges 

customer perceived value theory with empirical evidence. It is suggested that per the theoretical and 

empirical findings, the perspective of the retailers should shift beyond the product to services. This is in 

line with the firms competing at a global level, striving to bring a competitive advantage that can sustain 

the increasing customer demands. Adding a personalized service perspective to the e-commerce 

business strategy will support managers by providing unique experiences and increase overall value to 

the customer. A fine-tuned and unique shopping experience can go a long way in ensuring customer 

satisfaction and building loyalty in new and returning customers. Regardless of various changes in the 
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focus beyond the products and find ways to improve service offerings to gain market advantage, drive 

sales, and increase value to the customers. 

4.1. Towards building a future research agenda 

This study proposes a theoretical framework for apparel e-commerce fulfillment during pre-purchase, 

post-purchase, and the last mile of the customer journey. The theoretical framework is built on 

satisfaction through personalized services as the principle of middle-range theory, which bridges 

customer perceived value theory with empirical evidence. It is suggested that per the theoretical and 

empirical findings, the perspective of the retailers should shift beyond the product to services. This is in 

line with the firms competing at a global level, striving to bring a competitive advantage that can sustain 

the increasing customer demands. Adding a personalized service perspective to the e-commerce 

business strategy will support managers by providing unique experiences and increase overall value to 

the customer. A fine-tuned and unique shopping experience can go a long way in ensuring customer 

satisfaction and building loyalty in new and returning customers. Regardless of various changes in the 
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industry, it remains evident that personalizing customer service in a way that improves fulfillmen will 

always be relevant for a successful customer experience strategy. 

The focus of the study was to build a conceptual model around the idea of providing personalized 

services. There are some limitations to the study, one of them concerning verifications from the case 

studies. Even the most detailed narratives are usually a simplification of what were told, and even though 

the transcripts from the cases were rich, the authors chose to present few quotes and took them of the 

context of the narratives. It is therefore likely that a revisiting of the data would reveal other issues and 

aspects of the data. However, as the study focuses on conceptualization and is theory-driven, this 

limitation was deemed appropriate. One of the future directions would be to undergo more in-depth 

empirical research supporting the model suggested.  
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