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Abstract 

Nano-engineering of cement through adding nanosized particles such as nanofibers, 

nanotubes and nanoparticles offers a great potential for developing new generations of cement 

based materials with ultra-high performance, superior strength and novel functionalities for 

smart and durable structural materials. The hybridization of hydrated cement phases by 

incorporating nano-structured materials in a bottom-up approach allows the manipulation of 

structural features of cement at the nano-scale that ultimately affects the performance and 

durability properties at the macro-scale. In particular, the addition of Fe2O3 nanoparticles has 

been shown to provide cement-based materials with intrinsic self-sensing properties. The 

thesis presents an atomic scale study of nano-modified Calcium-Silicate-Hydrate (C-S-H), the 

primary binding material in cement based materials, by embedding Fe2O3 nanoparticles. In 

order to get more insights into the Portland cement main phases (alite and belite) that react 

with water to form C-S-H, ab initio calculations were performed to investigate the structural, 

mechanical and electronic properties along with the reactive sites of alite and belite. After 

examining the C-S-H structure at the atomic scale using molecular dynamics methods, Fe2O3 

nanoparticles were inserted and the resulting hybrid material was studied. Different insertion 

modes of nanoparticles inside the C-S-H matrix were considered in order to elucidate how 

nanoparticles distribution affects the mechanical response of the hybrid composite Fe2O3/C-S-

H. The structure with “well-dispersed” nanoparticles exhibits enhanced mechanical 

performance in both elastic and plastic regimes. Mechanical properties were enhanced with at 

least 24% increase compared to pure C-S-H. In addition, the “group effect” of inserted 

nanoparticles gives rise to remarkable ductility and great resistance to the crack propagation 

in response to tensile loading. The necking phenomenon and structural hardening were both 

observed in response to tensile loading, indicating a ductile failure mode of Fe2O3-reinforced 

C-S-H. Ultimately, this work reveals the striking potential of Fe2O3 nanoparticles for 

developing high performance cement-based materials with superior mechanical properties and 

self-sensing abilities. 

 

 



 

 

Résumé 
La nanotechnologie ouvre la voie au développement de nouvelles générations de matériaux 

cimentaires grâce à l’ajout de nanomatériaux (nanofibres, nanotubes et nanoparticules) leur 

conférant une haute performance et des fonctionnalités nouvelles, permettant ainsi la synthèse 

de matériaux de construction intelligents et durables. L'hybridation des phases du ciment 

hydraté par incorporation des nanomatériaux dans une approche ascendante permet la 

manipulation des caractéristiques structurales du ciment à l'échelle nanométrique affectant 

ultimement la performance et les propriétés de durabilité à l'échelle macro. En particulier, il a 

été démontré que l'ajout de nanoparticules Fe2O3 confère aux matériaux cimentaires des 

propriétés intrinsèques d' « auto-détection » des déformations et des contraintes mécaniques. 

Dans ce contexte, cette thèse présente une étude à l'échelle atomique du Silicate-Calcium-

Hydraté (C-S-H), le principal agent liant du béton, nano-modifié par insertion des 

nanoparticules Fe2O3. Afin de comprendre le comportement des phases principales du ciment 

Portland (alite et belite) qui réagissent avec l'eau pour former le C-S-H, on s’est basé sur des 

méthodes du premier principe (ab intio) pour déterminer les propriétés structurales, 

mécaniques et électroniques ainsi que les sites réactifs de l'alite et de la belite.  Ensuite,  la 

structure du C-S-H a fait l’objet d’une analyse  approfondie à l'échelle atomique en utilisant 

les techniques de la  dynamique moléculaire avant de procéder à l’insertion des nanoparticules 

Fe2O3. Différents modes d'insertion de nanoparticules ont été considérés afin d'élucider 

l’impact de la distribution des nanoparticules sur la réponse mécanique du composite hybride 

Fe2O3 / C-S-H. La structure avec des nanoparticules «bien dispersées» présente une 

performance mécanique exceptionnelle dans les régimes élastique et plastique. En effet, les 

propriétés mécaniques ont été améliorées avec une augmentation de plus de 24% par rapport 

au C-S-H pur. En outre, l '«effet de groupe» des nanoparticules insérées donne lieu à une 

ductilité remarquable et une grande résistance à la propagation des fissures en réponse aux 

efforts de traction. Le phénomène de rétrécissement et du durcissement structurel ont  été 

observés en réponse aux chargements, indiquant un mode de rupture ductile du C-S-H 

renforcé par les nano- Fe2O3. Enfin, ce travail révèle l’immense potentiel des nanoparticules  

Fe2O3 à développer des matériaux cimentaires à haute performance avec des propriétés 

mécaniques supérieures  et des capacités de détection autonome des déformations/fissurations. 
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   Concrete is considered as the first most used construction material and the second most 

consumed substance after water on earth. The annual production of cement, the binding agent 

of concrete, has significantly increased in the last decades with over 4 billion metric tons of 

cement produced worldwide in 2019 [1]. Unfortunately, cement industry accounts for 5% of 

global CO2 emissions. In fact, the manufacture of every metric ton of cement releases up to 

0.99t of CO2 as a result of the calcination reaction during the manufacture of clinker, an 

intermediate product in the cement production process. The increasing demand on cement has 

trigged a great need of improving the concrete sustainability and reducing its environmental 

footprint. An attractive approach is to improve the concrete durability for long-lasting and 

sustainable concrete structures. The low tensile strength, extensive crack propagation and 

brittle failure are among the principle deficiencies of cement which adversely affect the 

durability of concrete structures. Many investigations have been conducted to improve the 

properties of cement/concrete in order to provide concrete structures with long durability and 

high sustainability benefits. Over the past few decades, incorporating industrial byproducts 

and mineral admixtures has provided improved properties of Portland concrete. For instance, 

fly ash is the most well-known industrial waste that is not only used to reduce the 

environmental footprint of cement production, but also to enhance the rheological properties 

as well as the long-term strength of concrete. Further, the high pozzolanic reactivity of fly ash 

helps to reduce the shrinkage cracking, and thus enhances the durability characteristics of 

concrete structures. However, various drawbacks of fly ash utilization in concrete 

formulations were reported; including slow set, low early strength and poor freeze-thaw 

durability. More recently, the insertion of nanoparticles in cementitious materials have proven 

their great ability for both accelerating the hydration reaction of cement and enhancing the 

short and long term strengths of concrete. Manipulating the cement material at the nano-scale 

is one of the most promising and effective approaches to provide concrete with ultra-high 

performance and enhanced durability properties. Nanotechnology is an emerging field that 

involves understanding, manipulating and controlling matter at the nanometer scale, providing 

novel functionalities and characteristics of materials. Historically, the concept of 

nanotechnology was theoretically introduced by the Nobel Prize winning physicist Richard 

Feynman during his famous lecture in 1959:”There’s Plenty of Room at the Bottom”. He 

pointed out that laws of physics don’t hold us back from rearranging atoms in one way or 
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another [2]. He described an iterative process of using machines to construct smaller 

machines suitable for constructing even smaller machines and so on down to the molecular 

level, referring to the so-called “top-down” approach. In 1974, Taniguchi was the first to use 

the term “nanotechnology” in his paper “On the basic concept of Nano-Technology” 

published in proceedings of the International Conference on Production Engineering, to 

describe precise semiconductor processes such as ultra-precision film deposition and electron 

beam lithography, which require a characteristic tolerance on the order of few nanometers at 

most [3]. In the 1980s, Drexler published the first book on nanotechnology “Engines of 

Creation: The Coming Era of Nanotechnology” [4]. Drexler was the pioneer of “molecular 

engineering” theory by introducing the “bottom up” approach in which materials are build-up 

from atoms and molecules through a “self-assembly” process. Subsequently, the two main 

pathways have been developed in nanotechnology application fields: First, the “top-down” 

approach that consists on size reducing large bulk materials into nano-sized parts using 

advanced techniques such as precision engineering. Second, the “bottom-up” approach, that 

implies a controlled manipulation of the assembly of atoms/molecules using chemical and 

physical methods for a “molecular manufacturing” of materials and structures.  

    In the early 1990s, the tremendous potential of nanotechnology in influencing the 

construction industry has led to the emergence of many applications including understanding 

phenomena (hydration, damage, shrinkage…) at the nano-scale, engineering high 

performance building materials and developing the performance monitoring and the self-

sensing capabilities of smart concrete structures.  

Understanding Portland cement at the nano-scale: 

    The fundamental study of the major phases of cement, their hydration mechanism and the 

cement hydration products at the nanoscale is crucial to understand the degradation 

mechanism of cement in order to control the performance and enhance the structures 

durability at the macro-scale. The degradation of cement based materials is a complex 

mechanism that encompasses multiple length scales (nano→micro→macro) where every 

phenomenon in a given scale can be understood through looking at the scale below. The 

atoms positioning and the bonding mechanism at the nano-scale define the interactions inside 

and between cement phases at the micro-scale that characterize the material response to 

external mechanical loading and to chemical/physical attacks from the outside environment at 

the macro-scale.  
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Adopting a “bottom-up” view, Portland cement can be seen as a composition of many phases 

that react with water to form the main hydrated product: Calcium-Silicate-Hydrate (C-S-H) 

that is strongly responsible for the main mechanical properties of concrete. C-S-H is a 

nanoscale material that is still so far not well-understood considering its complex nature. 

Understanding the structural features of C-S-H as well as its formation mechanism at the 

nano-scale is necessary to develop new generations of cement with superior mechanical 

performance and novel smart properties such as “self-sensing” using nano-engineering 

techniques.  

Nano-modification of cement: 

   Nano-engineering of cement through adding nanosized particles such as nanofibers, 

nanotubes and nanoparticles offers a striking potential for developing new generations of 

concrete with ultra-high performance, superior strength and novel functionalities for smart 

and durable structural materials. The hybridization of hydrated cement phases by 

incorporating nano-structured materials in a bottom-up approach allows the manipulation of 

structural features of cement at the nano-scale that ultimately affect the performance 

properties at the macro-scale. 

 Because of their unique mechanical properties, carbon nanotubes (CNTs) and carbon 

nanofibers (CNFs) have been studied as reinforcements of cement based matrix. 

Experimentally, the measured mechanical properties of CNFs and CNTs have been found to 

be much higher than those of steel: the elasticity modulus is about 400GPa and 1TPa for 

CNFs and CNTs respectively against only 200GPa for steel; and the tensile strength is 

approximately 7GPa and 60GPa respectively which is 20 to 150 times stronger than steel 

[5,6]. Consequently, CNTs/CNFs are classified among the most promising candidates to offer 

superior alternatives of traditional steel and fibers reinforcements of concrete. However, the 

high mechanical performance of CNTs/CNFs does not necessarily imply mechanically 

superior nanomodified cement. The strong self-attraction of CNTs/CNFs is likely to cause 

local agglomerations in the cement matrix which may cause dispersion problems. A number 

of techniques have been used to produce a good dispersion of CNTs/CNFs inside the cement 

matrix through special treatments with surfactants admixtures and physical blending using 

ultrasonic mixers. Studies on cement nanocomposites with CNTs/CNFs are quite 

controversial, mechanical enhancement can be observed in some cases [7] whereas no 

significant changes were observed in other cases [8] depending on the CNTs/CNFs content 

and the used treatment methods related to dispersion issues.  
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Nanoparticles have also shown a great potential in both enhancing concrete sustainability and 

producing environmentally-friendly building materials. Nanoparticles have the particularity of 

having a very high specific surface area SSA in the range of 10 ─1000 m²/g depending on the 

nanoparticles sizes and types, and therefore offering a high potential of chemical reactivity. 

As a result of their high reactivity and finer scale, nanoparticles can both promote the cement 

hydration and optimize the cement microstructure by reducing its porosity, which enhances 

the strength and durability properties. The majority of studies related to the nanoparticles 

incorporation in cement based matrix was conducted on nano-TiO2 (nano-titanium oxide) and 

nano-SiO2 (nano-slica). Nano-SiO2 not only improves the compressive and flexural strengths 

of cement based materials, but also promotes the pozzolanic reactions. Further, nano-silica 

was proven to be more efficient than silica fume in improving mechanical strength of 

cement/concrete. On the other hand, nano-TiO2 was found to provide cement based materials 

with self-cleaning ability by generating the photocatalytic activity responsible for the 

pollutants degradation.  

However, in spite of being excellent candidates for strengthening and providing cementitious 

materials with improved and/or novel properties, very few studies have dealt with the 

embedding of nano-Al2O3 (nano-alumina) and nano-Fe2O3 (nano-iron) in cement based 

matrix. 

Self-sensing and performance monitoring: 

    Nanotechnology also offers the opportunity of developing smart construction materials 

with “self-sensing” capabilities through incorporating functional nanofillers, enabling a 

continuous monitoring of concrete structures performance. The functional nanofillers are 

distributed in the cement matrix to constitute a conductive network with a highly sensitive 

electric behavior to external loading or deformations. Therefore, strains, stresses and cracks 

can be detected through measuring the electrical indicators of the nanomodified composite. 

Real-time data tracking of the detected strain can then be used for making effective 

maintenance decisions as well as preventing the ultimate stages of structures damage, 

resulting in long-life service buildings/structures. The addition of Fe2O3 nanoparticles have 

been shown to provide cement based materials with intrinsic self-sensing properties due to 

their electrical conductivity under compressive loading. The nano-modified cement by Fe2O3 

nanoparticles have shown a significant change in resistance (ΔR/R0) with a linear decreasing 

as the compressive loading increases whereas ΔR/R0 is almost unchanged in plain cement [9]. 

The fractional change in resistance is an indicator of self-sensing ability of the nano-
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Fe2O3/cement composite. This indicator is 125% higher for cement mortar with 5% nano-

Fe2O3 content against only 3% content. Moreover, a strengthening effect has been observed in 

modified cement mortars by nano-Fe2O3 due to the nanoparticles capacity to fill the pores of 

cement paste, improving the microstructure and thus enhancing the durability properties.  

Computational materials science:  

   Recent advances in computational materials science were made to provide researchers with 

powerful tools for modeling, simulating and predicting the properties of materials at the 

nanoscale. Considering the enormous progress in computational technology with continuously 

increasing computational resources and parallel computing, one can model, test, and 

manipulate materials using computer simulations without having to physically synthesize the 

material of interest in laboratories. Atomic scale modeling through Molecular Dynamics 

(MD), Monte Carlo (MC) and Density Theory functional (DFT) methods provide the most 

powerful tools for computational materials science. Recently, atomic scale modeling methods 

have been intensively used to understand the C-S-H structural properties at the nano-scale 

such as atoms positioning, internal interactions between atoms, water molecules dynamics, 

hydrogen bonds network and many other structural features that cannot be obtained by 

empirical methods. Characterizing the structure of C-S-H at the nano-scale is not only 

important to predict the chemical, physical and mechanical behaviors but also to efficiently 

manipulate the composition of the material in order to develop new functionalities and to 

enhance the performance of cement based materials at the macro scale.  

Thesis organization: 

  Given the few experimental studies on modified cement by embedding Fe2O3 nanoparticles, 

nano-iron was found to be likely efficient in both enhancing the mechanical properties of 

cement based materials and developing the “self-sensing” ability that is considered as an 

outstanding functionality for smart health monitoring of concrete structures, providing thus a 

new approach for maintaining sustainable concrete structures with enhanced durability 

performance. Nevertheless, the molecular structure and the mechanical response to external 

loading of modified cement by nano-Fe2O3 are still not well defined. Exploring the striking 

potential of nanotechnology bottom-up approach  in characterizing the cement based materials 

behavior and enhancing their durability performance, we provide in the present thesis an 

atomic scale study of nanomodified Calcium-Silicate-Hydrate (C-S-H), the primary binding 

material in cement based materials,  by embedding Fe2O3 nanoparticles. A fundamental study 



 

7 

 

of the main Portland cement phases (Alite and Belite) that react with water and form C-S-H is 

primarily important for a deeper understanding of the C-S-H complex structure. Then, an 

analysis of the structural details of C-S-H at the atomic scale must be given in order to 

efficiently reinforce the nanostructure by inserting Fe2O3 nanoparticles. Subsequently, 

investigations of interactions between the inserted nanoparticles and C-S-H matrix are of 

paramount importance for a fuller understanding of the mechanical behavior and the 

strengthening mechanism of the hybrid nanocomposite.  

 In chapter 1, we introduce the used computational methods based on both molecular 

dynamics (MD) simulations and ab initio calculations including the main numerical 

schemes, approximations and calculation parameters.  

 In chapter 2, we first attempt to capture the complex multi-scale morphology of the C-

S-H material through existing experimental data and atomic scale models. Then, we 

report the main results of recent investigations from the literature on nano-

modifications of cement based materials. 

 Chapter 3 is an ab initio study of tricalcium silicate C3S (or alite), the major phase of 

Portland cement. Being highly reactive, alite reacts quickly with water to form 

Calcium-Silicate-Hydrate (C-S-H). Further, alite is responsible for developing early 

age strength of hardened cement. 

 In Chapter 4, we provide an ab initio study of dicalcium silicate C2S (or belite) the 

second main phase of Portland cement, after alite. Although both alite and belite react 

with water to form C-S-H, belite has a much slower hydration mechanism, and hence 

is responsible for developing later age strength of cement.  

 Chapter 5 is a molecular dynamics study of C-S-H based on an atomic “realistic 

model” that greatly agrees with the structural information from experimental 

measurements. First, we analyze the structural properties and the local coordination 

geometries of atoms with a view to get a fuller understanding of C-S-H composition at 

the nanoscale. Then, we study the mechanical response to external tensile loading in 

both linear and non-linear modes in order to characterize the mechanical behavior and 

the failure mechanism of C-S-H. 

 In chapter 6, we provide an atomic scale study of the modified C-S-H by inserting 

Fe2O3 nanoparticles.  Based on the adopted model of C-S-H from the previous chapter, 

Fe2O3 nanoparticles are placed in the nano-pores of the C-S-H structure. To start, we 

give a full description of the insertion method and the molecular dynamics simulation 
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details. Then, we analyze the structural properties, the bonding mechanism between 

Fe2O3 nanoparticles and C-S-H matrix and the atoms dynamics of the hybridized 

nanocomposite. We consider six different structures in order to study the size effect of 

the inserted nanoparticles on the interaction energy, the local atoms coordination in the 

interphase region and the mechanical properties of nano-Fe2O3/C-S-H composite. In 

the last part of this chapter, we examine the molecular evolution of the nanocomposite 

in response to tensile loading in order to understand the corresponding mechanical 

response and the fracture mechanism of nanomodifed C-S-H. 

 In Chapter 7, we study the dispersion uniformity impact on the strengthening 

mechanism of nano-Fe2O3/C-S-H by considering two distribution modes of the Fe2O3 

nanoparticles inside the C-S-H matrix. In the first part of chapter 7, we give details 

about the model construction describing the two distribution modes of nano-Fe2O3 

inside C-S-H. Then, we compare the corresponding mechanical behaviors to tensile 

loading through analyzing the stress-strain relationship and the molecular structure 

evolutions in response to external loading in both elastic and plastic phases. And last 

but not least, we compare side to side the differences between the two considered 

structures in the crack initiation and propagation modes resulting in the ultimate 

failure.  
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Chapter 1:                    

Theoretical methods 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

10 

 

 

 

1.1. Molecular dynamics method 

 

All things are made of atoms—little particles that move around in perpetual motion, 

attracting each other when they are a little distance apart,  

but repelling upon being squeezed into one another. 

—Richard P. Feynman. Six Easy Pieces  

1.1.1. Introduction: 

Molecular dynamics is a powerful tool for providing detailed time-dependent information at 

the atomic level for different systems. Molecular dynamics emerged in the late 1950s in order 

to study a phase transition problem in a liquid using of a system of hard spheres [10,11]. Due 

to advances in computational capacities, MD has become an indispensable tool in simulating 

larger and more complex systems such as proteins, polymers, non-equilibrium and condensed 

matter systems with a variety of physical and chemical conditions. The computational coast of 

a MD simulation depends on the size of the system and complexity of the interactions 

between particles. Progress in computer technology allows to model systems containing up to 

few millions of atoms. In a MD simulation, the time evolution of a system is predicted, thus 

diverse properties and conformational information are extracted. Before studying the 

properties of a given system, an appropriate model needs to be built depending on the detail 

level, length and time scales we aim to explore as well as the type of properties to be studied. 

Developing a model with atomic details that takes into account quantum effects and the 

mechanisms occurring at the atomic level such as formation and breakage of bonds is a 

challenging task that requires great efforts and adequate computational resources. In the last 

20 years, molecular dynamics has become one of the most promising tools for revealing 

unreachable details by experimental studies. Moreover, MD gives insights for designing new 

nanomaterials and nanocomposites and predicting their properties before choosing to conduct 

the manufacturing process.  

 

1.1.2. Physical principle: 

A classical MD simulation consists of solving the Newton’s equations in order to compute the 

trajectories of N atoms considered as point masses. The forces acting on each atom are set by 
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the derivatives of a prescribed potential. The initial atomic positions are generally obtained 

from X-ray or NMR experimental data. Molecular modeling is alternatively used to generate 

the initial structural data if the experimental data are not available. The simulation boxes can 

have different shapes as long as they can perfectly tile into a three dimensional crystal. 

Normally, the cubic, rectangular prism and the truncated octahedron are the most used 

geometries.  

1.1.3. Periodic boundary conditions: 

Usually, only systems with relatively small number of atoms (in the 10
3
-10

6
 range) are 

simulated leading to the problem of surfaces effect. In addition, the behavior of a finite system 

is quite different from the real massive system that has “bulk properties”. In order to 

remediate the “surface effects problem” and to simulate the bulk conditions, periodic 

boundary conditions (PBC) are imposed. The chosen simulation box with the atoms 

configuration is replicated in the three dimensions via rigid translations to form an infinite 

lattice. When an atom crosses the boundary of the simulation box, one of its periodic images 

moves in through the opposite boundary to replace it. This principle is illustrated ion Fig 1 for 

the case of a 2-D cubic box. In this example, the image atom is brought in the box to replace 

the leaving atom which corresponds to readjust the coordinate x of the leaving by subtracting 

the box size L if x >L (right boundary) or adding L if x<0 (left boundary).  

 Cut-off distance: 

Using PBC, a particle not only interacts with the other particles of the main simulation box, 

but also with their periodic images which tremendously increases the number of the 

interacting pairs. To overcome this problem, a “cut-off” distance Rcut is used such as the 

interaction between two particles with an inter-distance exceeding the Rcut is ignored. The 

“minimum image criterion” consists of considering a particle i to be interacting with the 

closest image of a particle j and neglect the other images. This can be expressed with a Rcut 

smaller than half the box size: Rcut≤
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Fig.1. 1: first periodic images of the central cell. The red circle defined by the cut-off radius 

rcut shows the neighboring atoms that interact with the blue atom. 

 

1.1.4. Equations of motion: 

 The equations of motion of N particles are written based on the well-known equations of 

classical mechanics: 

  
       

   
       , i ∈{1,..,N} (1.1) 

Where mi and ri are respectively the mass and the position vector of the particle i. Fi is the 

force on particle i that depends on the positions of other particles j and can be derived from 

the interatomic potential function Φ(rij): 

        
          

       
       (1.2) 
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Where                     .   

 

1.1.5. Time integration:  

The (1.1) second-order differential equations cannot be analytically solved for systems of 

more than two atoms. Several integration algorithms have been proposed consisting on 

stepwise solving the equations at a specific timestep and thereby calculating positions and 

velocities at the next timestep. The simplest and most commonly used algorithm is the Verlet 

algorithm [12,13]. There are a number of Verlet algorithm versions, the original Verlet 

algorithm is based on the Taylor expansions of positions and velocities: 

 
                         

 

 
           

 

  
         

                            

                        
 

 
           

 

  
         

                           
   

Adding (1.3) and (1.4) combined with (1.2) equations we get an approximation of the position 

of particle i at the      timesetp from the two previous positions with a local error of the 

fourth order: 

                         
     

 
       (1.5) 

Similarly subtracting the two Taylor equations, we obtain the velocity at time t with a second 

order error: 

      
                 

   
                (1.6)    

However, equations (1.5) and (1.6) require storage of accelerations at two different time steps. 

Therefore, the so-called “Velocity Verlet” form avoids this problem by using the following 

equations: 

                               
 

 
                                   

 

By adding (1.7) to (1.3) we get: 

                                   
 

 
                                    (1.8) 
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We also have: 

      
               

   
  (1.9) 

Combining (1.8), (1.9) and the motion equation of particle i we get: 

               
              

  
         (1.10) 

Finally, the “velocity Verlet algorithm” uses (1.3) and (1.10) equations and is implemented as 

follows: 

 
  
 

  
                          

     

   
                  

     
  

 
        

     

   
            

                     

              
  

 
  

        

   
   

     

  (1.11) 

From a known configuration at time t:  ( ri(t) , vi(t)) and deriving the force Fi(t) from the 

prescribed potential,  positions          are first updated by (1.3). The Force Fi(t   ) is 

then calculated and velocity          is deduced from (1.10). Because of its simplicity, 

precision and having the advantage of minimizing the roundoff error, the velocity-verlet 

algorithm is preferred for time integration of the equations of motion. 

The timestep magnitude should be carefully chosen. A large timestep may cause a prompt 

motion of a particle that “jumps” and ends up with an unphysical position leading to 

simulation instability. In the other hand, a very short timestep extremely slows down the 

simulation speed. Generally, the choice of timestep depends on the fastest motions that 

correspond to the weight lightest atoms.   

 

1.1.6. Energy minimization: 

Initial structures from experimental data (NMR, X-ray…) are more likely to have high energy 

interactions. This is mainly due to experimental artifacts or to Pauli repulsion between atoms 

lying too close from each other, which lead to unstable simulations. This energy excess can be 

relieved by minimizing the energy of the structure and therefore preventing the simulation 

from blowing-up. Thus, the problem is to find a system’s configuration for which the derivate 
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of potential energy V (r1,…rN) with respect to any coordinate (x,y and z) of any atom in the 

system is zero: 

  

   
=0    for r=x,y or z and i=1,…,N   (1.12) 

Several methods are used in order to find a local minimum of the potential energy of a system 

made by N atoms. Energy derivatives provide information about the energy landscape and are 

usually used to find a minimum. The “Steepest decent” method uses the first derivative 

information for minimization process. The main idea is to move along a negative gradient of a 

starting point downward the energy landscape Fig.1.2. The length of the step in each move is 

determined by a line search in the direction of the gradient. This method leads to directions 

that are orthogonal to each other which results in a“zig-zag” pattern towards the solution.  

 

Fig. 1. 2: The steepest-descent algorithm 
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In some cases, the steepest-Descent method is very slow near the minimum. Another method 

called “the conjugate-gradient” increases the efficiency of the minimum search by controlling 

the new direction rather than having orthogonal successive directions. In the conjugate-

gradient method, a “conjugate” direction is computed as a linear combination of the previous 

direction and the current gradient. Other methods can be used to minimize energy in 

molecular dynamics such as the Newton-Raphson technique that uses both first and second 

derivatives information which makes it very time-consuming compared to first-derivative 

minimization methods, especially for large systems.  

  The minimization process results in a structure with the lowest possible energy. In this 

configuration, no force acts on any atom and the temperature of the system is near 0 K. 

Therefore, no motion should be seen inside a system of a minimized structure.  

 

1.1.7. Ensembles: 

   Without imposing any constraints, a MD simulation generates the (NVE) ensemble, also 

called the microcanonical ensemble, with a constant number of atoms N, constant box’s 

volume V and where the energy is maintained constant as the Verlet integration of the 

equations of motion conserves the Hamiltonian. However, if one needs to perform a 

simulation at a given temperature, the desired temperature cannot be obtained with a fixed 

energy and with no temperature control constraints.  

1.1.7.1. Constant temperature: 

To reach the (NVT) ensemble or the “canonical ensemble” with fixed number of atoms, fixed 

volume and fixed temperature, the simulation is usually coupled with a heat bath (themostat) 

that imposes the desired temperature. The most popular thermostats to control temperature 

include the Nosé-Hoover thermostat [14], Berendsen thermostat [15], Anderson thermostat 

[16] and Langevin thermostat [17].  For instance, the Nosé-Hoover thermostat considers a 

friction force that slows down or accelerates particles until the desired temperature is reached. 

The equations of motion are modified as follows: 

  
       

   
             

      

  
               (1.13) 

     

  
 

 

 
    

   

   
    

 
                (1.14) 
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Where ζ is the fictitious dynamic variable whose physical meaning is friction and Q is the 

eligible damping parameter. Note here that    
   

   corresponds to the kinetic energy of the 

system setting at the temperature T,  
    

 
           is the average kinetic energy 

corresponding to the target temperature of the thermostat (3N+1 is used instead of 3N because 

of the added degree of freedom    ). One can see here that the temperature is not fixed in time 

but tends to the target temperature value. The Nosé-Hoover thermostat is also called the 

extended-Lagrangian approach as it introduces an “extended” Lagrangian that adds artificial 

coordinates and velocities. The Nosé-Hoover conserves the extended Hamiltonian and thus 

the energy of the extended system.  

The Nosé-Hoover thermostat is implemented by modifying the velocity Verlet algorithm 

equations (1.12) becoming the Nosé-Hoover-Verlet algorithm: 

 

 
 
 
 
 
 

 
 
 
 
                           

     

  
           

   

 
 

     
  

 
         

     

  
           

  

 

                     
  

    
  

 
           

     
 

 
 

    

 

 
              

  

  
 

 

         
     

  

 
  

        

   
  

         
  

 

                             (1.15) 

1.1.7.2. Constant Pressure:  

 In some cases, one needs to simulate a system at a constant pressure. The NPT ensemble 

allows keeping both temperature and pressure constant. In addition to a thermostat, a barostat 

in needed to control pressure by acting on volume variation. The most common techniques for 

controlling pressure are the simple volume rescaling, Berendsen barostat, Anderson barostat 

and Parrinello-Rahman barostat [18]. In the NPT ensemble, the enthalpy is the conserved 

quantity instead of the system’s energy.  

1.1.8. Force fields: 

1.1.8.1. Traditional force fields:  
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In traditional force fields formalism, the total potential energy of a system can be decomposed 

into the bonding and the non-bonding interactions: 

                           (1.16) 

The bonded interactions, also called the intermolecular interactions, can be seen as the 

contribution of four terms: the bond-stretching potential Ubond, the angle bending 

potential     , the torsional or dihedral potential        

                                    . In the other hand, the non-bonded interactions, or 

intramolecular interactions include the coulombic interactions Ucoul and Van-der-Waals 

interactions Uvdw: 

                                 (1.17) 

                         (3.18) 

Other terms can be added to the conventional force fields also called Class I force fields to 

form other generations of force fields. Class II and III force fields for instance contain a cross 

term that describes couplings between adjacent bonds, angles and dihedrals.  

1.1.8.1.1. Bonded interactions: 

1.1.8.1.1.1. Bond-stretching energy: 

The bond stretching of two atoms is approximated as harmonic oscillator as a function of the 

bond length r using two parameters: the force constant kb and the equilibrium distance r0. The 

bond stretching contribution of all bonded pairs is computed as follows: 

       
 

  
             

   (1.19) 

1.1.8.1.1.2. Valence angle energy:  

Similarly, the angle bending contribution can be described by a harmonic approximation as a 

function of the valence angle θ between 3 atoms. The two needed parameters are the force 

constant kθ and the equilibrium valence angle θ0: 

      
 

  
             

   (1.20) 

1.1.8.1.1.3. Dihedral energy:  
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The torsional angle is defined by four consecutive bonded atoms i,j,k and l as the angle 

between the plane formed by the three atoms i,j and k and the plane through j,k and l. The 

torsional energy is computed as a sum of cosines with multiplicities n =1,2,3,… which 

indicates the number of minima as the bond is rotated through 360° , amplitudes k and 

reference angles  0
:  

        
 

 
                    

  
       (1.21) 

Generally, only three cosines are sufficient (n=1,2,3). For example, only 3-fold cosine (n=1) 

is suitable for the H-C-C-H dihedral in ethane. Other special cases require higher periodicity 

numbers such as ferrocene with n=5.  

1.1.8.1.1.4. Improper dihedral energy: 

The improper dihedral energy is also defined for a quartet of atoms i,j,k and l. The improper 

dihedral angle is given by three atoms j,k,l centered around a forth atom i instead of being one 

of the ends of the dihedral chain in the case of a proper dihedral. Improper angles are mainly 

used to keep planar groups such as aromatic rings or to describe the chirality of a molecule. 

The common functional for improper dihedral potential is a harmonic:  

      
 

  
             

    (1.22) 

1.1.8.1.2. Non-bonded interactions: 

1.1.8.1.2.1.      Coulombic interaction: 

Electrostatics are simply described by coulomb interactions between two point charges qi and 

qj assigned to atoms i and j respectively separated by a distance rij:  

       
  

    

    

   
        (1.23) 

Where ε0 = 8.854 × 10
−12

 C
2
N

−1
m

−2
 is the vacuum permittivity. 

The atoms charges qi are generally determined by fitting the electrostatic potential to quantum 

electron densities for atoms of the systems in their corresponding chemical environment. 

The infinite coulombic sum (with periodic boundary conditions) converges very slowly and 

its convergence depends on the order of the summation (conditionally convergent). Some 

techniques such as Ewald summation [19,20]  are used in order to solve this problem. Ewald 

method splits the total columbic energy into contributions from real space and those from 
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reciprocal space and transforms the (1.23) sum to summations that converge rapidly and 

absolutely.  

1.1.8.1.2.2. Van-der-Waals interactions: 

There is a large variety of functionals describing the Van-der-Waals interactions. The most 

commonly used is the Lennard-Jones potential, also called the 12-6 potential that accounts for 

the repulsive forces with a 12
th

 order term and the attractive forces with a 6
th

 order term: 

            
   

   
 
  

  
   

   
 
 

        (1.24) 

The Lennard-Jones potential is a function of the separation     between two non-bonding 

atoms parameterized with     the well-depth that measures the strength of the attraction 

between the two atoms and      the effective distance. 

1.1.9. Limitations of traditional force fields: 

1.1.9.1. Chemical environment: 

An atom has a specific chemical environment that depends on both the element type and the 

type of surrounding bonding. Traditional force fields parameterization depends only on the 

atom type and does not take into account the chemical environment of the element. Therefore, 

it is necessary to specify different atom types for the same element type depending on its 

functional group. Consequently, the set of parameters of a force field rapidly grows to cover 

all the atom types and transforms to a large database in order to handle a multitude of 

systems.  However, as chemical reaction occurs, a smooth transition in atom types for a given 

element is almost impossible. In addition, traditional force fields assume the bonds to be 

static. This approach presents a severe limitation since it cannot simulate chemical reactions 

as it corresponds to bond breaking and forming. Thus, traditional force fields are only suitable 

for cases where atoms don’t undergo a chemical reaction and cannot model reactive systems.  

1.1.9.2. Polarization: 

Traditional force fields are based on the assumption of fixed atomic charges and hence cannot 

account for polarization effects. Polarizable force fields were developed in order to model the 

charge transfer in a given system. The most commonly used approaches to achieve 

polarization are: induced-point dipoles [21], Drude oscillators [22] and charge fluctuation 

method (Qeq) [23]. The induced-point dipoles consider induced dipole moments at each 



 

21 

 

polarizable site. The dipole strength is proportional to the local force field. It also creates an 

electric field and a polarization between the induced dipoles. The drude oscillator method 

consists on introducing auxiliary massless “drude” particles carrying partial charges 

connected to the original atoms in the systems “Cores” via a harmonic spring. The electronic 

charge on the drude particle and the rigidity of the spring characterize the atom’s response to 

a local electrostatic field. Then, the Core-Drude pair creates an oscillating dipole. Finally, the 

“Qeq” model is the only method that considers variable charges on atoms changing based on 

the electronegativity equalization principle that give rise to different charge distributions 

depending on the chemical environment. Although polarizable force fields have attracted 

much attention due to their accuracy and enhanced transferability compared to traditional 

force fields, it requires considerable efforts because of the additional parameters. Deriving a 

large set of accurate parameters and their non-linear interdependencies is a challenging task 

that faces the development and implementation of polarizable force fields. 

1.1.10. Reactive Force fields: 

    Reactive force fields were specifically developed to overcome the inherent limitations of 

traditional force fields. A large variety of potentials with the concept of bond orders have 

been proposed with a dynamic description of bonds based on the local environment of each 

atom. The most common reactive force fields include the Brenner Reactive Empirical Bond 

Order (REBO) potential [24] , REBO2 potential [25] , the Adaptive Intermolecular Reactive 

Emperical Bond Order (AIREBO) potential [26] and REAXFF [27].  

ReaxFF is the first reactive force field containing both dynamic bonds and polarization 

effects. ReaxFF was initially developed by Adri van Duin in 2001 [28] with the core features 

of a parameterized bond order surface together with a variable charge distribution based on a 

self-consistent charge equilibration method.  This first version was only made for 

hydrocarbons and was later on extended to include more effects such as the London 

dispersion and to simulate a variety of other systems.  

1.1.10.1. ReaxFF formalism: 

In the current REAXFF version by K. Chenoweth et al. (2008) [29], the total energy of a 

system is the contributions of 14 energy terms: 

                                                              

                                (1.25)  
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Where the first five terms           ,            and       have the same meaning as in 

traditional force fields but with different expressions as it will be discussed in the following 

section. In contrast with traditional fields, the ReaxFF formalism takes into account 

overcoordination      and undercoordination       , hydrogen bonding         and lone 

pair contribution   . The corrections                        and       are only used for some 

specific systems. The penalty energy     is used for allenes stabilization,     for behavior 

correction of C2-molecules,         for the triple bond energy correction in carbon monoxide 

while      and       are used for capturing the conjugated bonds effects. 

1.1.10.2. bond orders: 

  All the mentioned bonded energy contributions (besides the coulombic and Van-der-Waals 

interactions) essentially depend on the concept of bond order. Bond order between two atoms 

refers to the strength of the bonding between them and is computed in terms of the atoms 

types and the separating distance. The total bond order between two atoms i and j is the 

summation of contributions of σ-bonds, π-bonds and the double-π-bonds:  

    
      

       
       

     (1.26) 

Where each bond order is an exponential function of the distance rij with three adjustable 

parameters : 

 
 
 

 
     

            
   

  
  

    
 

    
            

   

  
  

    
 

    
             

   

  
   

    
 

   (1.27) 

The bond order of each type is a decreasing function for all values of internuclear distances rij 

with     
   in the [0; 1] interval for  =σ, π and ππ.  

     
      

      
       

  and     
    are the uncorrected bond order terms since they only 

account for pair-wise bond order coordination. This suggests necessary corrections in order to 

account for the total coordination and lone pairs. These corrections are introduced using Eq. 

(1.28): 



 

23 

 

 
 
 

 
 

    
      

        
    

        
      

        
      

   

    
      

        
    

        
    

        
         

        
         

  

    
       

         
    

        
    

        
         

        
         

  

         
       

       
  

   (1.28) 

 

Overcoordination   
   stands for the difference between the total bond orders around atom i 

and the number of its bonding electrons Vali. The second overcoordination   
     is used to 

soften the correction for atoms bearing lone electrons: 

 
  
             

             
   

  
          

         
             

   

     (1.29) 

 

     
    

   is used for the overcoordination correction while      
         

   together with 

     
         

   account for lone-pairs as follows: 

 
 
 

 
      

    
   

 

 
 

          
    

  

          
    

        
    

  
 

          
    

  

          
    

        
    

  
 

                         
    

               
               

  

                                   
    

    
 

    
   

 

 
             

               
    

    (1.30) 

And: 

 
 

      
         

   
 

                       
  

 
   

            

     
         

   
 

                       
  

 
   

            

               (1.31) 

Then, we can define the corrected overcoordination    from the corrected bon order: 

               
            
        (1.32) 

Positive values of    stands for overcoordinated atoms while negative values are related to 

undercoordinated atoms. 

Now that bond orders are defined, we will describe each interaction type mentioned in Eq. 

(3.25) and give their energy expressions.  
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1.1.10.3. Bond energy:  

The three bond types (σ, π and double-π) contribute to the bond energy as follows:  

         
      

                  
         

      
    

       
        (1.33) 

As the bond order decays for large internuclear separation   , the three energy contributions 

tend to zero. The σ-bond type energy contribution has an additional exponential term that 

decays with the σ-bond order. The (1.33) expression meets the condition of a smoothly 

decaying energy as the bond breaks. 

Unlike traditional force field, REAXFF rigorously distinguishes between every bond type 

contribution. The complexity of REAXFF lies in the number of the adjustable parameters: 

twelve parameters per bond in REAXFF compared to only two parameters per bond in 

traditional force fields. 

1.1.10.4. Lone-pair energy: 

This energy contribution accounts for unpaired electrons, which is not taken into account by 

traditional force fields. Elp is important for describing atoms with defective bonds. First, 

equation (3.34) is used for determining the number of lone pairs      around an atom i: 

          
  

 
                       

  

 
  

 

    (1.34) 

Then, we calculate   
  

 the deviation of the number of lone pairs from the optimal number of 

lone pairs (e.g. 2 for oxygen).   
  

corresponds to the number of unpaired electrons:     

  
                  (1.35) 

Lone pair energy is calculated using the (1.36) equation: 

    
       

  

            
 
  
 
   (1.36) 

1.1.10.5. Overcoordination energy: 

The correction in bond order expressions are not sufficient to take into account all the 

overcoordinations in the system. We add energy penalty terms of overcoordinated atoms as 

follows: 
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     (1.37) 

The corrected overcoordination   
       

 is calculated using the following equation: 

  
           

  
  

                           
  
      

      
             

   
  

  (1.38) 

 

1.1.10.6. Undercoordination energy: 

Undercoordination energy accounts for the resonance of the π-electron between π-bonded 

atoms i and j: 

               
               

       
 

                
       

 
 

 

                            
  
      

      
             

   
   

         

(1.39)    

Undercoordination energy contribution is only important if atoms i and j are undercoordinated 

and the bond between the two atoms partly has a π-bond character.  

1.1.10.7. Valence angle energy: 

The valence energy contribution is calculated using equation (3.40): 

                                                               
 
       (1.40) 

     is a parameter that defines the depth while        is a width-controlling parameter.  

Expressions of functions f7 and f8 are given by: 

 

                           
     

 

             
                         

     

              
                  

    

   (1.41) 

The terms introduced by function f7 allows the valence angle energy to decay as one of the 

bonds i-j or j-k dissociates. Also, for large deviations of angle      from equilibrium angle  , 

the valence angle energy goes to zero. 

The equilibrium angle   is calculated depending on the coordination of the involved atoms: 
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                                         (1.42) 

Where      is an adjustable parameter .The functional SBO2 is defined from the sum of π-

bonds (SBO) around the central atom j as follows: 

 

                                                                     
                                                                                 

                                                
                                                                  

   (1.43) 

And : 

          
      

                 
  

            
         

    
            
   

    8.   ,   (1.44) 

     ,       and       are general adjustable parameters. We can see that SBO includes the 

effects of π-bonds and double-π-bonds to calculate the equilibrium angle. Effects of 

overcoordination/undercoordination and lone electrons pairs of the central atom are also 

included by the equation (1.44). 

The stability of three-body structures with a central atom having two double bonds (e.g. 

allene) requires an additional energy penalty Epen. Moreover, the three body conjugation 

correction Ecoa can be added in order to describe the stability of conjugated systems 

1.1.10.8. Torsion angle energy: 

The energy contribution from a torsional angle       formed by a quadruplet of atoms i,j,k 

and l can be expressed by equation (1.45): 

                                           
 

 
                

 

 
      

cos      ).       1      1+ 11  ,  2 +12 3.(1+cos3     )  (1.45) 

Where: 

 

                                                                                

           
               

      
     

               
      

                  
      

     

    

(1.46) 
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The parameters V1, V2 and V3 have the same meaning as for traditional force fields. 

The                      term ensures that the torsion energy vanishes as one of the bonds 

dissociates. The terms         and         indicate that if one of the valence angles 

approaches π, the torsion energy goes to zero.  The term            accounts for the 

overcoordination of atoms j while the π-bonds effects are included in the exponential term in 

equation (3.45). 

A Four-body conjugation term Econj has to be added to describe the conjugations effects of 

some systems (e.g. benzene and aromatic rings). 

1.1.10.9. Hydrogen bond energy: 

The energy associated with a hydrogen bond in a X-H─Z is expressed by: 

               
  

    

 
                               

   
 

   
 

   

   
       (1.47) 

The strong hydrogen bonding is accomplished when all three atoms X, H and Z are aligned as 

the term      
    

 
   is maximized for       .  

1.1.10.10. Non-bonded interactions:  

The non-bonded interactions include the repulsive interactions at short distances due to Pauli 

principle and attractive interactions at long distances due to dispersion. These interactions are 

described by Van-der-Waals and Coulomb forces respectively, and are calculated for every 

atom pair in the system.  

1.1.10.10.1. Taper functional: 

ReaxFF uses a Taper correction to avoid energy discontinuities and singularities of the first 

order derivative of the potential at the cutoff boundary Rcut. The non-bonded energy terms 

(Evdw and Ecoul) are multiplied by a 7
th

 order polynomial taper function defined as follows: 

             
   

    
 
 

     
   

    
 
 

     
   

    
 
 

     
   

    
 
 

    (1.48) 

1.1.10.10.2. Van-der-Waals interactions: 

ReaxFF uses a Morse potential for Van-der-Waals interactions: 
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     (1.49) 

Where     ,     and     as pair-wise adjustable parameters. 

The function f13 accounts for a shielded interaction using a shielding factor γvdw. This prevents 

excessive high repulsions between bonded atoms and atoms forming a valence angle. The 

expression of f13 is given by: 

             
     

  
 

    
 
     

 

 

     

 (1.50) 

It is important to note here that the van-der-waals interactions are computed not only for the 

non-bonded pairs as it is the case for traditional force fields, but for all atom pairs (bonded 

and non-bonded). Bonded atoms are included in order to avoid discontinuities on the potential 

energy surface when bonds form or dissociate.  

1.1.10.10.3. Coulomb interactions: 

As for the Van-der-Waals interactions, Taper and shielding terms are also included in the 

energy expression of the coulomb interactions:  

                 
       

    
     

   

 
 

   (1.51) 

The shielding pair-wise parameter γij is the geometric mean of the shielding parameters of the 

two atoms.  It avoids excessively high repulsion between charges that are too close from each 

other.  

1.1.10.10.4. Charge equilibration: 

In contrast to traditional force field, partial charges qi are dynamic and need to be updated at 

every timestep. The qi charges are calculated with a self-consistent scheme based on the 

charge equilibration Qeq approach by Rappe and Goddard [23]. The Qeq problem is to find 

the charges that minimize the electrostatic energy            of the system with the 

constraint of a constant system’s net charge qnet, which can be formulated as follows: 

 
                              

     
 

 
   
   

              
 
   

             
 
   

    (1.52) 
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 Where     is the energy of an isolated neutral atom i.   
  and    

  are respectively the 

electronegativity and the idempotential (or self-coulomb) of atom i, both are calculated from 

experimental data (Ionization potential IP and electron affinity EA). Jij is the Coulombic 

interaction between unit charges on atoms i and j.  

 

 

 

Fig.1. 3 : ReaxFF flow diagram. 

 

Finally, after defining the initial structure and the interactions between atoms, we can run a 

MD simulation in order to calculate the properties of interest. Fig.1.4 shows the main steps of 

a MD run. 
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Fig.1. 4 : MD flow-chart 
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1.2. Density Functional Theory 

 

Density functional theory (DFT) is considered as one of the most popular and efficient 

methods in computational physics/ chemistry to perform ground-state electronic-structure 

calculations of many-body systems such as molecules and solids. DFT bases its formalism on 

the central idea that any ground-state property of a system is fully determined by the 

electronic charge density n(r). 

 

1.2.1. The many-body problem:  

 

We consider a N-electron system on the Born-Oppenheimer approximation. Using Dirac 

notations, the stationary electronic states are determined by the time-independent Schrödinger 

equation:  

                (1.53) 

  is a N-electrons antisymmetric wave function,  E is the associated energy and    is the 

Hamiltonian that can be written as a contribution of the kinetic energy operator    , the 

electron-electron interactions operator       and the nuclei-electron interactions        : 

                       (1.54) 

The expressions of operators   ,        and        can be found elsewhere in the literature [30]. 

Many techniques have been developed for solving the Schrodinger equation such as the 

Configuration Interactions (CI) methods and diagrammatic perturbation theory. However, the 

use of these approaches is not efficient in most real cases and the determination of full many-

body wave functions remains simply impossible for systems with more than few electrons.  

The DFT offers an alternative approach by only considering the electronic density n(r) that is 

a function of only 3 variables which is a tremendous simplification compared to the multi-

electronic wave function depending on at least 3N variables (ignoring spin). The ground state 

density n (r) determines all other observables and provides a complete knowledge about the 

many-body problem. By exploring this idea, DFT has proved its high efficiency in predicting 

a large set of molecular properties: structural properties vibrational frequencies, reaction 

paths, electric and magnetic properties, ionization and atomization energies….). In the last 
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decades, DFT was developed to study complex systems such as spin polarized systems, 

superconductors with electronic pairing mechanisms, excited states, etc. The development of 

DFT was rewarded by the Nobel Prize in Chemistry in 1998 attributed to Walter Kohn, the 

founding father of DFT. 

 

1.2.2. The Hohenberg-Kohn (H-K) theorem: 

 

Considering a system of N interacting electrons in an arbitrary external local potential Vext(r) 

(instead of the nuclei-interaction potential Vn-e(r)), the ground-state total energy of the system 

can be written as a unique functional of the ground-state electronic density n(r). Then, the 

external potential determines the ground-state density.  

 

The 1
st
 Hohenberg-Kohn theorem: 

 

 In 1964, Hohenberg and Kohn [31] proved that the inverse statement is also true: the external 

potential is a unique functional to within a constant of the ground-state density n(r). 

In other words, the ground state density n(r) determines the potential Vext (r) (to within a 

constant), that in turn fixes the Hamiltonian and therefore all the other properties of the 

system. The wave function is also a functional of the ground-state density, written as     , 

and can be used to define  the universal density functional (independent from the external 

potential): 

                              (1.55) 

The ground-state energy of the electronic system in the external potential Vext is also a unique 

functional of ground-state density n, and can be written using F[n]: 

                            (1.56) 
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The 2
nd

 Hohenberg-Kohn theorem: 

 

Hohenberg and Kohn also showed that E[n] satisfies a variational property: the true ground-

state energy E0 is obtained by minimizing its functional with respect to electronic density n. 

The global minimum is reached for the exact ground-state density n0(r): 

                                     (1.57) 

In sum, the Hohenberg-Kohn theorem is based on three main items: The existence of a one-

to-one relation between the ground-state density and the local external potential, the definition 

of the universal density functional and finally, the variational principle of the energy 

functional with respect to the ground-state density.  

 

1.2.3. The Kohn-Sham method:  

 

One year later, Kohn and Sham provided in 1965 [32] a practical approach to use the H-K 

theorem by introducing an auxiliary fictitious system of non-interacting electrons, with the 

same ground-state density as the real interacting system. Kohn and Sham proposed a 

decomposition of the universal density functional F[n] as follows: 

                     (1.58) 

       in the non-interacting kinetic energy functional defined as:  

                             (1.59) 

Where      is the KS wave function, defined as the minimizing single-determinant wave 

function for a given density n. The KS wave function   is constructed from a set of N 

orthonormal occupied spin-orbitals defined as products of spin functions and spatial 

orbitals               .in terms of which electronic density is expressed: 

             
  

      (1.60) 

     is the Hartree-exchange-correlation functional, is written as : 

                      (1.61) 
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Where the Hartree energy functional      , represents the electrostatic repulsion for the 

charge density n(r), and is expressed by: 

      
 

 
 

         

      
       (1.62) 

       is the exchange-correlation energy functional which is the unknown functional so far.  

Based on the previous expression, the energy functional can be written as: 

                                           (1.63) 

 

 The Kohn –Sham equations: 

 

Applying the variational principle, the density of the interacting many-body system in 

external potential Vext can be determined by solving the KS equations of non-interacting 

single-body auxiliary system in effective potential      
   : 

  
 

 
       

                  (1.64) 

Where the KS effective      
   : 

    
                           (1.65) 

Where       
      

     
  

     

      
    is the Hartree potential and        

       

     
 is the 

exchange-correlation potential. 

By self-consistently solving the KS equations, the ground –state density n(r) is obtained from 

eq. (1.60) and thus the ground-state electronic total energy can be determined. 

With the KS formalism, the knowledge of the exact form of the exchange-correlation 

functional Exc would lead to the exact ground-state electronic energy. However, no general 

explicit analytical form of Exc is known. One can only search for reasonable approximations. 

In the next sections, we will present the most commonly used approximations for the 

exchange-correlation functional. 
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1.2.4. The Local Density Approximation (LDA): 

Historically, the Local Density Approximation (LDA), introduced by Kohn and Sham, 

represents the basis of all exchange-correlation functional approximations.  

LDA approximates           the exchange correlation energy per particle of a system at a 

given point of density n(r) by the exchange correlation energy per particle of the uniform 

electron gas of the same density    
    

      :  

   
               

    
          (1.66) 

Fig.1. 5 : Self-consistent scheme to solve the Kohn-Sham equations. 

Initial guess   

n(r) 

    
               

     

      
    

       

     
 

  
 

 
       

                   

             
  

      → Etot [n] 

Converged ? 

Output quantities: n0(r), E(n0(r)), 
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The uniform gas represents a system of interacting electrons with a uniform density n. The 

uniform exchange correlation energy per particle is split into the exchange and correlation 

contributions: 

   
    

         
    

         
    

       (1.67) 

The analytical expression of the exchange energy per unit particle of the uniform gas electron 

  
        is known: 

  
         

 

 
 
  

 
 

 

 
      (1.68) 

The correlation energy per unit particle of the uniform gas electron   
        cannot 

determined analytically, but can be numerically obtained using Quantum Monte Carlo 

calculations [33] and by fitting to a parameterized function of n satisfying the high-density 

and low-density expansions [34]. The most used parameterizations are the (VNW) [35] and 

the PW92 [36] .  

By definition, the LDA approximation should be adopted for slowly varying density systems, 

the experience however, has proved that LDA works unexpectedly well for situations where 

electronic density is not a slowly varying function. This can be explained by some systematic 

(not accidental) errors cancellation by summing up the underestimated correlation energy and 

the overestimated exchange energy. 

1.2.5. The Generalized Gradient Approximation (GGA): 

Besides the local approximation, non-local forms of the exchange-correlation functional have 

been proposed. The Generalized Gradient Approximation (GGA) attempts to capture both 

local and semi-local information about the electronic density variation by including the 

density gradient       as an additional variable in the exchange-coordination functional 

expression: 

   
                             (1.69) 

A number of construction methods of the function               have been employed and 

different GGAs have been generated. The Perdew-Wang 91 (PW91) [37-39] and Perdew-

Borke-Ernzerhof (PBE) [40] are some of the most used and most reliable GGAs in physics. A 

discussion of the performance of some selected forms of GGA can be found here [41]. 
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1.2.6. The Pseudo-Potential approach: 

For larger systems, typically solids, the pseudopotential (PP) approach has become a widely 

used approach in DFT. The PP is based on the key observation that chemical bounding is 

mainly due to valence (outer) electrons while the core (inner) electrons are chemically inert 

and retain an atomic-like configuration (within a good approximation) . The core electrons are 

taken into account by replacing the external potential Vext by a pseudopotential     
  whereas 

the Hartree and exchange-correlation terms in the KS equations are only evaluated for the 

valence density nv(r). Therefore, the effective potential eq. (1.65) in KS equations becomes: 

    
           

                        (1.70) 

In order to construct a “suitable pseudopotential” for a given atom, one must specify the core 

orbitals and the valence orbitals as the cut-off radius rc that separates the core region and the 

valence region. Then, the pseudo-wave functions ψ
pp

(r) must meet the following 

requirements: 

 Each pseudo-wavefunctions must be identical to the corresponding real wavefunctions 

from the all-electrons (AE) calculations outside the cut-odd radius: 

 

               ,   r>rc       

 The eigenvalues must also be conserved: 

  
     

     

 At the cutoff, the first and second derivatives of each pseudo-wavefunction must be 

equal to that of the corresponding all-electron wavefunction at the cut-off radius. This 

ensures a continuous and smooth transition of the pseudo-wavefunctions from the core 

region to the valence region. 

 There must be no radial nodes in the core region. 

Early forms of pseudopotentials obey to the additional “norm-conserving” condition [42]: The 

integral of the charge density below the cutoff must be equal to that of AE calculations. 

However, this restriction forces the wavefunctions to vary rapidly, which requires a large set 

of planewaves and thus a high computational cost. To solve this problem, the “norm-

conserving” constraint was relaxed leading to a new generation of pseudopotentials known as 

“soft” and “ulta-soft” pseudopotentials, proposed by Vanderbilt [43]. 
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More information about the relationships that must exist between real potentials and pseudo-

potentials were formalized by Blöchl [44] resulting in the projector augmented-wave 

pseudopotentials. A schematic representation of a pseudo-wavefunction against the 

corresponding all-electon wavefunction is shown in Fig.1.6. 

Hence, pseudopotentials are constructed as a function that represents the true all-electron 

potential in the valence region of the atoms but varies smoothly in the core region. The rapid 

oscillations of the wavefunctions in the core electrons are therefore eliminated by the 

pseudopotential formalism and the extremely large plane-wave basis set to describe the core 

states is no longer required. By reducing the number of electrons treated explicitly, the 

pseudo-potential approach offers the possibility of performing DFT calculations on systems of 

ten to thousands of electrons with the lowest computational cost.  

 

 

Fig.1. 6 : The pseudo wavefunction and pseudo electronic potential  (dashed lines) against the 

corresponding all-electronic wavefunction and full potential (solid lines). From 

http://cmt.dur.ac.uk/sjc/thesis/thesis/node20.html 

http://cmt.dur.ac.uk/sjc/thesis/thesis/node20.html
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2.1. Cement composition:  

 

2.1.1. Portland cement: 

To produce cement, silica, lime aluminum oxide and iron oxide are mixed in rotary kilns with 

a temperature of about 1500°C.  The materials are sintered, partially melted and the clinker 

particles are consequently produced with few centimeters size and almost a spherical shape. 

Clinker particles are then cooled down and ground into fine particles of an average diameter 

of 20μm called Portland cement. As the cooling process is relatively fast, the crystallization is 

not complete and the phases of Portland cement retain some features of amorphous materials. 

The four major phases of Portland cement are:  

 Tricalcium silicates: Or alite C3S (3CaO. SiO2) with 50-70% cement content.  

 Dicalcium silicates: Or belite C2S (2CaO. SiO2) with 15-30% cement content 

 Tricalcium aluminates: C3A (3CaO. Al2O3) with 5-10% cement content. 

 Tetracalcium aluminum ferrites: C4AF (4CaO.Al2O3.Fe2O3) with 5-15% cement 

content. 

In cement notations, C refers to CaO, S to SiO2, F to Fe2O3,    to SO3 and H to H2O. Dashes in 

the formula for C-S-H emphasize its variable composition. 

2.1.2. Hydration of cement: 

The four phases of cement react with water in a process called cement hydration. Hydration of 

the silicates C3S (alite) and C2S (belite) leads to the formation of the main cement hydrations 

products: calcium-Silicate-Hydrate (C-S-H) and Calcium Hydroxide (CH) with a significantly 

higher hydration rate in the case of C3S. The corresponding hydration reactions are given by 

[45]: 

2C3S+10.6H  C3.4S2H8 + 1.3CH   (2.1) 

2C2S+8.6H C3.4S2H8 + 0.6CH      (2.2) 

The aluminate phase C3A produces calcium aluminates according to the following set of 

reactions:  
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2C3A+27H  C4AH19+C2AH8   (2.3) 

2C3A+21H  C4AH13+C2AH8  (2.4) 

2C3A+CH+12H  C4AH13  (2.5) 

In the presence of Sulfates ions SO4
2-

 and water, C3A produces ettringite : 

C3A+3C  H2+26H  C6A  3H32 (2.6) 

Once the sulfate ions are all consumed, C3A hydration continues in the presence of ettringite 

and water and produces monosulfoaluminates: 

2C3A+ C6A  3H32 + 4H  3C4A  3H12 (2.7) 

The hydration of the ferrite phase C4AF still the least well understood [46]. Many hydration 

products forms were reported [47-49].  

The resulting hardened cement paste from the cement hydration is a mixture of the hydration 

products of the four main phases of the Portland cement, some residues of unhydrated cement 

particles and the water present in the pores. C-S-H is the main cement paste constituent, it 

occupies 60-70% of the solid volume in hardened cement paste with particles dimension of 10 

– 100 nm. Calcium hydroxide mineral also named portlandite is the second dominant cement 

paste component with 10-20% volume fraction. Crystal sizes of portlandite range in 10 – 100 

μm depending on many factors such as hydration time, temperature and the impurities 

content. Finally, calcium aluminates, monosulfoaluminate hydrates, ettringite and calcium 

ferrites are the minor components of hardened cement with about 15% volume ratio [50]. 

2.2. Calcium Silicate Hydrates C-S-H: 

2.2.1. Microstructure of C-S-H: 

 

C-S-H is the principal hydration product of Portland cement. Representing the major binding 

phase in cement-based materials, C-S-H is responsible for the overall strength and mechanical 

performance. The structure and composition of C-S-H is not well defined and exists in 

different forms [45]. The chemical formula C3.4S2H8 in the hydration equations of Alite and 

belite is only approximated. C-S-H is qualified as a poorly crystalline structure. The 

microstructure of C-S-H is characterized by its colloidal nature and gel-like morphology due 

to the nanometer size pores in C-S-H. Powers et al. [51] attributed this gel-like colloidal 

feature of the C-S-H microstructure by investigating the water sorption and pore volume of C-
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S-H. Other works were carried on in order to describe the microstructure and the porosity of 

C-S-H [52,53]. 

2.2.2. Low density and High density C-S-H: 

Based on surface area measurements by nitrogen sorption, Tennis and Jennings [54] 

distinguished between two types of C-S-H: a high density (HD) C-S-H and a Low density 

(LD) C-S-H. Some of the LD C-S-H pores were accessible to nitrogen, and none were 

accessible to nitrogen in HD C-S-H (See Fig.2.1). The Jennings colloid model [55] developed 

in order to explain the structure of the two types of C-S-H. Colloidal Particles (globules) of C-

S-H agglomerate around to different patterns: tightly packed particles of HD CSH into which 

nitrogen cannot penetrate and less densely packed particles of LD C-S-H around which 

nitrogen can partially penetrate (See Fig.2.2). Small-angle Neutron scattering (SANS) 

observations also support the concept of two different morphologies of C-S-H in ordinary 

Portland cement [57]. The volumetric proportion of the two C-S-H types can be determined 

depending on the water to cement ratio (w/c). Results of the optimized model [54] obtained 

by maximizing the statistical fit gives values of LD and HD C-S-H dry densities :    
   

 

           and :    
   

            and saturated densities    
               and : 

   
               [11]. 

 

Fig.2. 1: Left regions represent HD C-S-H, right regions represent LD C-S-H for: (a) water to 

cement ratio (w/c) of 0.5. (b) Water to cement ratio (w/c) of 0.35. From [54] 
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Fig.2. 2: Schematic representation of: (a) LD C-S-H type during the late stage of cement 

hydration. (b) HD C-S-H type during the late stage of cement hydration. Adapted from [57] 

 

2.2.3. Nanostructure of C-S-H: 

The complexity of the C-S-H structure has attracted the interest of many researchers who tried 

to characterize the nanostructure of C-S-H. A large number of models have been proposed 

[57-65].Taylor suggests that C-S-H is built up of imperfect jennite and 14Å Tobermorite 

layers modified by many silicate tetrahedra omissions [63]. The structure of 14Å tobermorite 

was determined by Bonaccorsi et al. [64]. Results show that 14Å tobermorite 

(Ca5Si6O16(OH)27H2O) is a layered structure. Each tobermorite layer can be described in 

terms a combination of a main layer and an interlayer with an overall thickness of 1.4nm. The 

main layer part has a central Ca-O sheet of empirical composition CaO2 connected on both 

sides to silicate chains kinked with a periodicity of three tertrahedra (“dreierketten” chains). 

All oxygen atoms of the central part are shared with the chains. Silicate chains that belong to 

adjacent layers do not form double chains but are offset from one another with an interlayer 

space that consists of water molecules and Ca
2+

 ions. Jennite also has a layered structure with 

a chemical formula of (Ca9Si6O18(OH)68H2O) [65] but with a higher C/S ratio of 1.5 than that 

of 14Å tobermorite (about 0.83). Jennite layers have a similar structure than tobermorite with 

a “sandwich” like structure of the main layer and combined layer thickness of 1.05nm. 
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However, only half of the oxygen atoms of the central part are shared with the silica chains in 

Jennite while the other half are part of the –OH groups. 

 

Fig.2. 3 : Bonaccorsi et al. model of tobermorite [64] viewed along  ( 0 1 0).  (b) Bonaccorsi 

et al. model of Jennite [65] viewed along  ( 0 1 0). 

2.2.4. Structural properties of C-S-H in the experiment: 

Nevertheless, the structural features and properties of a developed model must be consistent 

with the experiment. Experimental studies using small-angle neutron scattering (SANS) 

technique have found a C/S ratio of about 1.7 [66]. This value cannot be obtained either by 

Tobermorite (C/S=0.83) or Jennite (C/S=1.5). Taylor and Howison suggested that the C/S 

ratio can be raised by removing some bridging terahedra and replacing them with Ca
2+

 ions 

[67]. Adopting this mechanism, many dreirekette-based models have consequently been 

proposed built up from Tobermorite-Jennite like structures (T/J), or from tobermorite-like 

structure intermixed with layers of calcium hydroxide (T/CSH) [68]. Furthermore, 

experimental information on the nature of silica chains connectivity in Calcium-Silciate-

Hydrates are given by 29Si nuclear magnetic resonance (NMR) spectropy by determining the 

Qn factors denoting for the fractional chemical shift of a tetrahedraly coordinated Si atom 

with n bridging oxygen atoms. NMR results show three major peaks corresponding to Q0 sites 

Q1 and Q2 [69].  Q0 account for silicate monomers, Q1 Silicon sites correspond to pairs of 

linked Silicate tetrahera (dimers) or a silicon tetrahedron at the end of a silicate chain and Q2 

sites account for the silicate tetrahedron at the middle of a chain. More highly polymerized 

(Q3 or Q4) silicate tetrahedrons were not observed. A NMR study by Brough and Brodson 

[70] of the hydration mechanism of C3S (Alite Ca3SiO5) showed that Q1 species, essentially 

dimers, represent the main products of the early stages hydration whereas Q2 are increasingly 
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produced as the hydration proceeded and the average chain length given by   
        

  
  

consequently increases. Polymerization was observed to occur in later stages of the hydration 

reaction. Based on the observed data, a potential polymerization mechanism was proposed 

suggesting silicate dimers to connect together by monomers and form pentamer and then 

octomer (dimer  pentamer  Octomer). 

 

 

 

Fig.2. 4 : NMR spectra of C-S-H sample, δ is the chemical shift in ppm, from [69]. 

 

2.2.5. C-S-H realistic model: 

Recently, a breakthrough in the molecular modeling of C-S-H was the “realistic model” 

proposed by Pellenq et al. [71] that is consistent with data given by the experiment. The 

model was built up from a dry 11 Å tobermorite (Ca6Si6O16) and a starting C/S ratio of 1.0. 

Guided by the NMR results (Q0=10%, Q1=67% and Q2=23%) and SANS measurement of C/S 

ratio, Pellenq et al. removed some neutral SiO2 groups from the silica chains and a defective 

Tobermorite structure is generated with Qn fraction of Q0=13%, Q1=67% and Q2=20% and 
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C/S=1.65. The obtained structure was then relaxed using the Core-shell model at 0 K. Water 

adsorption was afterwards performed using Grand Canonical Monte Carlo (GCMC) 

simulation. Results showed a similar amount of adsorbed water to that of the 14Å tobermorite 

interlayers .A final structure with a chemical formula of (CaO)1.65 (SiO2)(H2O)1.75 was 

subsequently generated. The density of the relaxed structure at zero temperature and zero 

pressure is about 2.45 g/cm
3
 which is very close to the value found the experiment :2.6g/cm3 

[72]. The calculated structural and mechanical properties of the Pellenq et al. model show 

great agreement with the experiment studies on C-S-H.  

Bauchy et al. work [73] based on the Pellenq realistic model used the reactive REAXFF 

potential [74] to account for reactions occurring between the interlayer water and the 

defective calcium-silicate chains in the intralayer. This process allow some water molecules to 

dissociate into –OH groups. The structural analysis of the obtained model suggests an 

intermediate structure between a crystal-like and a glass-like structure. The structure is 

qualified as “not fully crystalline” and “not completely amorphous”. The crystal order 

manifests by the layered feature of the calcium-silicate chains, whereas the glass disorder is 

related to the spatial distribution of water molecules and hydroxyl groups in the interlayer 

region. This work gives more insight into the Crystal/amorphous feature for a better 

understanding of the complexity of the C-S-H structure. 

2.2.6. Multiscale morphology of C-S-H:  

To characterize the C-S-H structure, it is important to determine the morphological 

characteristics across multiple length scales. Fig.2.5 is a schematic of the construction 

elements of C-S-H at the nano and micro scales. 

At the atomic scale, the solid phase of C-S-H is composed by defective layers of Calcium-

Silica chains and interlayer space that represents the nanoporosity of C-S-H.  

At the level above, on a 10
-10

-10
-9

m length scale order, the layers of the C-S-H nanostructure 

constitute a colloidal particle or a “globule” of approximately 2.8 nm size. 

On a 10
-8

-10
-6 

m length scale order, the colloidal particles agglomerate in two different ways 

to form two forms of CSH: the high density C-S-H and the low density C-S-H that differ 

simply in the packing density and gel porosity while the “globule” building block is the same. 

This level is the smallest length scale accessible by mechanical testing. 
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Fig.2. 5: C-S-H at different length scales. Adapted from [75] 

 

From C-S-H to Concrete: a multiscale approach 

Starting from the C-S-H in its two forms, we can identify four levels of the concrete 

microstructure. Fig.2.6 illustrates the four-level microstructure of concrete [76]. 

Level 1: Two types of C-S-H with different morphologies: LD and HD C-S-H (10
-8

-10
-6

 m 

scale order). 

Level 2: C-S-H together with portlandite (CH) large crystals, hydrated cement particles and 

micropores constitute the concrete microstructure at the 10
-4

-10
-3

m length scale.  

Level 3: On a 10
-3

-10
-1

 m length scale order, we find mortar made of the cement paste matrix, 

sand particle inclusions and an interfacial transition zone (ITZ). 

Level 4: the 10
-1

-10 m length scale refers to concrete, which is a composition of mortar 

matrix, aggregate and an ITZ. 

It is worth noting that the chemical attacks and the degradation mechanism occur primarily at 

very small length scales (level 1 and below). Therefore, an upscale analysis is very valuable 

for a better understanding of basic properties, behavior and phenomena in cement. 
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Fig.2. 6:  Multiscale approach of the concrete microstructure. From [76]. 

2.3.  Nanomodification of cement: 

   Nanotechnology is a fast-growing field that promises a crucial progress in cement and 

concrete technology by providing the ability of nano-engineering and controlling the materials 

at the nano-scale. Nano-modification of cement consists of manipulating the structure of 

cement phases by introducing new nanosized additives according to a bottom-up approach. 

Compared to the bulk materials, they manifest several superior properties in conductivity, 

catalysis, electronic conductivity, magnetism, optical absorption, stress sensing, and 

mechanical strength. In the construction sector, the incorporation of nanomaterials is expected 

to provide the building materials with new functionalities such as self-cleaning, self-heating 

and energy-saving [77,78]. The addition of nanomaterials (nanoparticles, nanobinders, 

nanotubes,nanofibers, nano-springs, nano-rods…) promises a high improvement of the 

mechanical behavior of concrete by acting as fillers and by preventing the crack propagation 

[79,80]. 
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2.3.1. Nanotubes/nanofibers: 

    Carbon nanotubes/nanofibers (CNTs/CNFs) are excellent candidates for high performance 

cement. Two main types of CNTs can be identified:  The single-walled Carbon nanotubes 

(SWCNTs) that consist of one single graphene cylinder and the multi-Walled Carbon 

nanotubes (MSWCNTs) that have concentric and coaxial graphene cylinders. The chirality of 

SWNTs is defined with a couple of integers (n,m) such that n > 0 and m ≥ 0; in particular,  the 

pairs (n,0)  define the “zigzag” configuration of CNTs while the (n,n)  pairs are called the 

“armchair” type of CNTs as shown in Fig. 2.7. 

 

Fig.2. 7: The “zigzag”, “armchair” and “chiral” types of SWCNT. From [85] 

Carbon nanofibers have a cylindrical shape with graphene ring-based materials of 70-200nm 

diameter characterized by a high specific surface and lower production cost compared to 

CNTs.  

CNTs/CNFs exhibit remarkable mechanical properties with extremely high intrinsic stiffness 

and strength in compression and tension [81, 82]. CNFs have a Young modulus of 400GPa 

and a tensile strength of 7 GPa [6] while CNTs exhibit even stronger mechanical properties 

with a Young’s modulus on the order of TPa and a tensile strength of about 60 GPa [5,86] . 

Consequently, the CNTs/CNFs reinforcement of the cement matrix is a promising tool for 

enhancing the mechanical properties and the crack propagation resistance of cementitious 

materials. Studies have shown that the addition of CNTs in cement past increase its 

compressive strength up to 50% [83] and its resistance to crack propagation [84].  
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Fig.2. 8 : Schematic of SWCNT, MWCNT and CNF. 

 

2.3.2. Nanoparticles: 

   A nanoparticle refers to a nano-object of any shape with all the three dimensions in the 1-

100nm range. The 100nm limit induces the development of novel properties which the bulk 

material does not typically have [87, 88]. Nanoparticles have the characteristic of high surface 

area to volume ratio leading to an important potential of chemical reactivity. The insertion of 

Nanoparticles in cement can therefore promote the cement hydration. Nanoparticles also act 

as fillers that densify the microstructure of cement, reduce its porosity and thus considerably 

improve the mechanical and durability properties of cement based materials.  Recently, many 

works have investigated the influence of the insertion of oxide nanoparticles such as nano-

SiO2, nano-TiO2, nano-Al2O3 and nano-Fe2O3 in cement.  
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2.3.2.1. Nano-silica (Nano-SiO2):   

    Is considered as the most used nano-oxide particle for cement based materials. Nano-SiO2 

Plays an important role in accelerating the hydration of cement due to the high active surfaces 

of nano-silica. Additionally, modified cement with nano-silica exhibit a higher pozzolanic 

activity than high performance concrete with silica fume which leads to the production of 

additional C-S-H resulting in a strengthening and hardening effect as illustrated by the 

following reaction: 

 

Fig.2. 9 : Hydration of cement modified by Nano-Silica 

 The compressive and flexural strength at 7 and 28 days of cement mortars containing nano-

SiO2 (mean diameter of 15nm) were found to be higher than mortars with silica fume [89, 90]. 

Hydraulic mechanical testing system (MTS) under load control and bending testing for 

flexural strength showed up to 26% increasing of the compressive strength at 28 days by the 

addition of 10% nano-SiO2 compared to only 10% increasing in the case of 15% silica fume 

addition, while the flexural strength was enhanced by 27% at 28 days by the addition of nano-

SiO2 to cement mortar. Concrete containing silica nanoparticles have a refined pore structure 

and reduced permeability and enhanced durability properties. The Addition of nano-silica to 

concrete reduces the water adsorption and water permeability [91], reduces the chloride 

diffusion and helps to control the leaching of calcium [92].  

 

2.3.2.2. Nano-Titania (Nano-TiO2):  

  Has provided concrete with self-cleaning and de-pollution capabilities generated by the 

mechanism of photocatalytic degradation of pollutants [93]. Nano-TiO2 is mostly used in 

surface facades of buildings and in paving materials of roads. Addition of nano-TiO2 in 

Portland cement accelerates the C-S-H formation at early ages [94]. Compared to nano-SiO2, 

nano-TiO2 shows a better performance for enhancing the abrasion resistance of concrete [95]. 

Nano-TiO2 also enhances the compressive strength of cement based materials for small 

contents with an optimal gain of 18% obtained for 1% volume content [96] while the cement 
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compressive strength at 28 days is negatively affected by the addition of large nano-TiO2 

contents[97]. In addition, Nano-TiO2 reduces the concrete porosity and permeability to 

aggressive substances which positively impacts the durability of concrete [98]. 

 

2.3.2.3. Nano-alumina (Nano-Al2O3):  

Addition of nano-Al2O3  tremendously improves the elastic modulus at 28 days of mortar with 

up to 143% gain for 5 wt% content whereas a slight change in the compressive strength at 3, 7 

and 28 days was observed for compressive strength. The elastic modulus enhancement is 

explained by the densification effect of the interfacial transition zone (ITZ) of mortar 

produced by nano-alumina [99]. In addition, a considerable change in the formation of the 

hydrated cement structure was revealed by SEM images where a significantly more compact 

microstructure with large crystals of portlandite was observed [100]. 

 

2.3.2.4. Nano-Iron (Nano-Fe2O3):  

Addition of nano-Fe2O3 provides concrete with self-sensing capabilities offering the 

opportunity of continuous monitoring of concrete structures performance. The modified 

cement by Fe2O3 nanoparticles shows a significant change in resistance (ΔR/R0) with a linear 

decreasing as the compressive loading increases whereas ΔR/R0 is almost unchanged in plain 

cement [8]. The fractional change in resistance is an indicator of self-sensing ability of the 

nano-Fe2O3/cement composite. This indicator is 125% higher for cement mortar with 5% 

nano-Fe2O3 content against only 3% content [8]. In addition, strengthening effect is observed 

in modified mortars by nano-Fe2O3 due to the nanoparticles capacity to fill the pores of 

cement paste and therefore to optimize the overall microstructure. The high activity of Fe2O3 

promotes also the cement hydration which positively affects the strength of cement. 

Experimental studies by Li et al [101] have found that cement mortar with nano-Fe2O3 

content less than 10 % exhibits higher compressive and flexural strengths at 7
th

 and 28
th

 days 

up to 26% extent compared to plain Portland cement mortar. At the same time, the study 

points out that too high nano-Fe2O3 content can lead to the agglomeration of the nanoparticles 

and the creation of weak zones due to the unsuitable dispersion of the Fe2O3 nanoparticles in 

cement. In another study by Soltanian et al. [102], adding the Fe2O3 in cement slurry 

improves the elastic properties and the compressive strength up to 74% obtained for an 

optimal nano-Fe2O3 content of 11.81%. Results show also a higher viscosity and more 
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suspending ability of solid particles as well as lower free water of the cement slurries 

modified by nano-Fe2O3. Studies on self-compacting concrete (SCC) proved that adding 

Fe2O3 nanoparticles also improves the flexural and split tensile strengths with a maximum 

enhancement found for an optimal nano-Fe2O3 content of 4% [103]. 

2.3.2.5. Mixing Nanoparticles:  

Adding binary and ternary combinations of SiO2, Al2O3 and Fe2O3 nanoparticles in cement 

mortar was also studied and compared to single nanoparticle adding.  Among the 22 groups of 

cement mortar mixtures, the best result was found for the ternary combination of of 1.25 wt% 

content with a 7–32% increase in the compressive strength and 14% decrease in the capillary 

absorption [104]. 

 

2.3.2.6. Other Nanoparticles: 

   Many other studies have been conducted to test the influence of adding other nano-oxides 

such as nano-ZnO2, nano-CuO nano-CaCO3 in cement base materials [105- 107]. 

Incorporation of nanoclay particles was also investigated and results showed a direct effect on 

improving the mechanical and durability properties [108- 110].  

 

    Conclusion: 

   The incorporation influence of the four most studied nanoparticles on the properties of 

cement based materials was reported from the literature and summarized in Table 2.1. As 

precised before, the mentioned properties highly depend on the nanoparticles content. 

Previous studies on the impact of addition in cement based materials are quite controversial 

and are difficult to compare since the concrete mix proportions and parameters (such as 

water/binder ratio) are not the same and the nanoparticles size and experimental procedures 

are different from a study to another. For instance, H. li et al. [111] found that 3 wt% addition 

of nano-silica improved the 28 days compressive strength by 26% of cement mortar with a 

water/binder ratio of 0.5 as illustrated in Fig. 2.10, while J. Liu [112] et al. found that the 

addition of the same amount of nano-silica has only 7.5% enhanced extent for a w/b=0.29 

cement mortar. 
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Table 2.1: The Impact of insertion of nano-silica, nano-titania, nano-alumina and nano-iron in 

cement based materials. 

 

Nanoparticle 

Type 

Impact on cement composites References 

Structural 

properties 

Mechanical, 

durability and 

rheological properties 

Chemical and 

physical 

properties 

Nano-SiO2 

 Refined pore 

structure. 

 Filler effect. 

 

 Compressive and 

flexural strengths 

increase. 

 Reduced permeability. 

 Hydration 

accelerator. 

 Higher 

pozzolanic 

activity. 

[89-92] 

Nano-TiO2 

 Reduced porosity.  Abrasion resistance 

increase. 

 Compressive strength 

increase. 

 Reduced permeability. 

 

 Self-cleaning. 

 De-pollution 

effect. 

 

[93-98] 

Nano-Al2O3 

 Densification of 

ITZ. 

 

 Elastic modulus 

increase. 

 

[99,100] 

Nano-Fe2O3 

 Void filling of the 

C-S-H gel 

 Denser hydrated 

cement 

microstructure 

 Crystal size of 

Ca(OH)2 reduction. 

 Compressive strength 

increase 

 Split tensile and 

flexural strengths 

increase. 

 Workability decrease 

 

 Self-sensing. 

[8,101-104] 
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Fig.2. 10 : Compressive and flexural strengths at 28 days of cement mortar with w/b=0.5 

modified by different contents of nano-silica (NS) and nano-Iron (NF). Adapted from [111].  
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Chapter 3:                         

DFT study of Alite C3S 
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3.1. Introduction: 

  Tricalcium silicate Ca3SiO5 (C3S in cement chemistry notation) or alite is the main phase 

in ordinary Portland cement clinker. Alite is responsible for the short-term properties and 

early strength of cement due to the high reactivity of Ca3SiO5 with water.  

Previous studies exhibit a sequence of 7 polymorphs of C3S depending on temperature or 

impurities. The phase transformations upon heating occur in this order: three triclinic forms 

T1, T2, T3, three Monoclinic forms M1, M2, M3 and a Rhombohedral form R [113]. The 

complexity of C3S polymorphism and confusions around defining the crystal structures of C3S 

is behind the major challenges to simulate the properties of C3S. Elastic modulus and hardness 

of C3S have been determined experimentally by Velez et al. [114] from nanoindentation and 

resonance frequency measurements.  

In addition, several molecular dynamic studies have been conducted. Manzano et al. 

investigated the elastic properties of M3 phase of C3S using force field methods [115]. 

Molecular dynamic work of Tavakoli and Taright on C3S has demonstrated the great impact 

of the choice of force field on the determination of mechanical properties of C3S[116]. A 

recent work by Mischra et al. reviewed the performance of several force fields such as CSH-

FF [117], IFF [118] and REAXFF [28] to reproduce physical and chemical properties of C3S 

and other cementitious systems and discussed the strength and limitations of each force field. 

No force field was found to be accurate for both calculating structural and mechanical 

properties and describing reaction mechanisms.  A force field database named “cemff” was 

therefore produced in order to provide “guidelines” for selecting the most relevant force field 

depending on the nature of the targeted properties and the simulated system [119]. Given the 

large unit cell and the complexity of C3S structure, very few ab inito simulations were 

performed to determine C3S properties. Durgun et al. attempted to understand and control the 

reactivity of C3S by introducing impurities by means of first principle methods [120].  

In this chapter, we aim to provide a new insight into structural, electronic and mechanical 

properties by means of ab intio calculations. We choose the triclinic T1 form of C3S in our 

study since it is the most stable phase at room temperature.  
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3.2.  Computational method  

 

    In this work, density functional theory (DFT) calculation were performed using the 

Projected Augmented Wave (PAW) [44] method within the Pseudopotential formalism 

implemented in the Vienna ab initio package (VASP) [121,122]. The valence electron 

configurations Ca 3s
2
3p

6
4s

2
, Si 3s

2
3p

2
 and O 2s

2
2p

4 
have been used. The exchange-correlation 

effects were approximated within the generalized gradient approximation (GGA) [123] using 

Perdew-Burke-Ernzerhof (PBE) parameterisation [124]. A well converged mesh of 5x5x5 k-

points was used to sample the first Brouillon-zone using the Monkhorst-Pack method [125]. 

The convergence of results was tested to be fully obtained setting the energy cutoff of the 

plane-wave (PW) basis at 500eV. The structure was relaxed through conjugate-Gradient (cg) 

energy minimization algorithm with a stopping criterion of 10
-5 

eV. All calculations were 

performed at 0 K of temperature. 

 

3.3. Results and discussion 

 

3.3.1. Structural properties: 

 

C3S has a triclinic unit cell (T1 phase) at room temperature, classified under P/1 space 

group. Initially, the crystal structure of C3S was setup according to the X-ray crystal data by 

Golovastikov et al. [126]. Fig.3.1 displays the atomic relaxed structure of C3S. The unit cell of 

C3S consists of 54 Ca atoms, 18 Si atoms and 90 oxygen atoms (18[Ca3SiO5]). The crystalline 

structure of C3S is composed of independent SiO4 tetrahedras surrounded by calcium atoms 

and interstitial oxygen atoms. 
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Fig.3. 1: Crystalline structure of C3S. Dark blue tetrahedras stand for SiO4
-
 and blue atoms for 

Calcium atoms. 

 

To test the performance of the PBE functional, structural optimisation was performed 

using two additional revised versions of PBE: rPBE [127] and RevPBE [128] that were 

developed in order to improve the adsorption energetics and the description of molecular 

bonding to surfaces. The corresponding optimized cell parameters using the three functionals 

were reported in Table 3.1.  

Table 3.1: Calculated lattice constants (a0, b0 and c0), cell angles (α, β and γ). 

 

  

This work  
Exp. 

(T=298 K)  

MD IFF 

(T=298 K) 
PBE 

(T=0 K) 

rPBE 

 (T=0 K) 

revPBE 

(T=0 K) 

a0 (Å) 11.70 11.87 11.91 11.67
a
-11.64

b
 11.74

c 

b0 (Å) 14.28 14.43 14.47 14.24
a
-14.22

b
 14.16

c 

c0 (Å) 13.71 13.88 13.92 13.72
a
-13.69

b
 13.70

c 

α (°) 104.81 104.79 104.78 105.50
a
-105.29

b
 104.9

c 

β (°) 94.45 94.23 94.19 94.33
a
-94.57

b
 94.4

c 

γ (°) 90.11 90.11 90.12 90.00
a
-89.85

b
 90

c 

a
 Ref: [126], 

b
 Ref[129], 

c
Ref[130] 



 

60 

 

 

The obtained results are found to be in good agreement with the available theoretical and 

experimental data [126, 129, 130]. Using rPBE and revPBE functionals, the deviation with 

respect to experimental data is about 2% and 2.3% respectively while PBE functional 

performs remarkably better with less than 0.5% of deviation. Consequently, PBE functional 

was chosen for studying the properties of C3S. 

3.3.2. Mechanical properties: 

 

The elastic constants were calculated from the stress-strain method implemented in the 

VASP package. According to the triclinic crystal symmetry of C3S, the elasticity tensor has 

21 non-zero independent constituents. The nine elastic constants C42, C43, C41, C46, C51, C52, 

C53 and C56 are found to have almost zero values and will be neglected in this analysis. We 

report in Table 2 the rest of the calculated elastic constants. This approximates the elastic 

tensor of our structure to a monoclinic crystal elastic tensor (13 non-zero constituents). This 

approximation is justified by the obtained value of the angle γ given in Table 1 (γ=90.11~90°) 

showing that the structure is close to monoclinic symmetry. The bulk modulus K and shear 

modulus G were determined according to the averaged Voigt–Reuss–Hill (VRH) 

approximation [131]. The Voigt and Reuss values of bulk and shear moduli were calculated 

using appropriate expressions for a monoclinic symmetry tensor [132]: 

11 22 33 12 23 31

1

2( )
RK

S S S S S S


    
                          (3.1) 

11 22 33 12 23 312( )

9
V

C C C C C C
K

    
                          (3.2) 

11 22 33 12 23 31 44 55 66

15

4( ) 4( ) 3( )
RG

S S S S S S S S S


       
         (3.3) 

11 22 33 12 23 31 44 55 66( ) 3( )

15
V

C C C C C C C C C
G

       
            (3.4) 

 

Where Sij are the constituents of the compliance tensor (inverse of elastic tensor), V and R 

denote Voigt and Reuss upper and lower bounds respectively.  
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The approximated Young’s modulus (E) and Poisson’s ratio (ν) were derived from the 

calculated bulk and shear moduli using the standard formulas: 

1

1 1

3 9

E

G K





                                            (3.5) 

 

1 3
1

2 3

G

K G


 
  

 
                                        (3.6) 

The universal elastic anisotropy index A
u 

was used to quantify the elastic anisotropy of the 

C3S crystal [141]: 

5 6 0
V V

u

R R

G K
A

G K
      (3.7) 

A zero value of A
u
 refers to a locally isotropic single crystal. The bigger A

u
 is, the more 

anisotropic crystal it is. The obtained values are listed in Table 3.2. 

The comparable values of C11, C22 and C33 show a slight anisotropic behaviour. This is 

confirmed by the small value of A
u
 (A

u
=0.11). However, the material is expected to be less 

compressible in the second direction (0 1 0) given the slightly higher value of C22 compared 

to those of C11 and C33. As for the shear moduli (Cii) i=4, 5, 6), the material is expected to 

have higher resistance to shear along the second direction. 

Table 3.2: Calculated elastic constants Cij, Bulk modulus (K), isotropic shear modulus (G), 

Young’s modulus (E), Poisson’s ratio (ν) and Universal anisotropy index (AU) 

 
This work 

(T=0°K) 

Exp.
a
  

(T=298°K) 

MD IFF 

T1-C3S
b
 

(T=298°K) 

MD Reaxff 

M3-C3S
c 

(T=298°K)  

MD IFF 

M3-C3S
d
 

(T=298°K) 

C11 (GPa) 171.80     

C22 (GPa) 198.85     

C33(GPa) 175.66     

C44(GPa) 47.42     
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C55(GPa) 64.19     

C66(GPa) 56.60     

C12(GPa) 58.72     

C23(GPa) 74.07     

C31(GPa) 61.97     

C54 (GPa) -1.67     

C61 (GPa) -10.36     

C62 (GPa) -8.49     

C63 (GPa) -4.85     

K (GPa) 103.08  103.99 103 105 

G (GPa) 56.58  65.48 54.5  

E (GPa) 143.47 135-147  162.36 138.9 143.7 

ν 0.27 0.3 0.24 0.28 0.28 

A
U
 0.11     

a
 Ref: [129], 

b
 Ref[116], 

c
 Ref[115], 

d
Ref [134] 

The resulting bulk modulus value (B=103.88 GPa) perfectly agrees with the work of  

Tavakoli and Tarighat based on MD simulations [116]. Nevertheless, our results predict a 

shear modulus of 56.58 GPa for C3S, which is 13% smaller than the value predicted by 

Tavakoli and Tarighat. To the best of our knowledge, there are no direct experimental 

measurements of the bulk or shear moduli. We also compared our results to MD studies on 

M3 phase of C3S [115, 134]. We notice that bulk and shear moduli obtained by Manzano et al. 

(K=103 GPa, G=54.5 GPa) are pretty close to our results. This can be explained by the 

extremely small transformation enthalpies of the C3S polymorphism and very similar 

modifications undergoing a phase transformation [133], making the elastic response of the 

different phases of C3S quite similar. The Young’s modulus (E) was experimentally 

determined with a value of 135 GPa by means of nanoindentation, and 147 GPa by resonance 

frequency measurements [114]. Our calculated Young’s modulus (E=143.47 GPa) lies 

between the two experimental values. The obtained value of Young modulus by Tavakoli and 

Tarighat is higher (about 11%) than ours. The Young’s modulus value of the M3-C3S by 

Manzano et al. (E=138.9GPa) [115] or by Mishra et al. [134] (143.7 GPa) are again quite 
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close to our calculated value. Our calculations predict a Poisson’s ratio equal to 0.27 for C3S. 

This value is rather closer to the one obtained by molecular dynamics for M3-C3S (ν=0.28) 

than that obtained by Tavakoli & Tarighat for T1-C3S (ν=0.24). The very comparable results 

of the obtained elastic parameters for the T1-C3S and those computed for M3-C3S confirm the 

similarity of the elastic behaviour between T1 and M3 phases of C3S. 

 

3.3.3. Electronic properties 

The contribution of each atom type (Calcium, Silicon and Oxygen) to the total density of state 

(DOS) was calculated to investigate the electronic structure of C3S. The Fermi level was set to 

zero to which all energies were relatively calculated. From Fig.3.2, we see that both oxygen 

and calcium atoms contribute to the valence region; while the conduction region is dominated 

by calcium atoms with weak contribution of Oxygen atoms. Si atoms contribute very little to 

the total DOS. The valence and conduction regions are separated by a band-gap of 3.57 eV. 

We calculated the partial DOS (PDOS) of both calcium and oxygen atoms to further 

understand the origin of the states contribution to DOS. Fig.3.3 shows that the upper part of 

valence region, lying between -10.0 eV and Fermi level, derives from 2p orbitals of Oxygen 

atoms; while the bottom part of the conduction region (between Fermi level and 10.0 eV) is 

due to the 3d-states of Calcium atoms. This result suggests that C3S reactivity is mainly due to 

2p-O and 3d-Ca states. Going through deeper energies in the valence region, we see that the 

region lying between -20.0 eV and -10.0 eV is a shared contribution of 3p-Ca and 2s-O states 

followed by a sharp peak located between -40.0 eV and -30.0 eV that derives from 3s-Ca 

states.  
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Fig.3. 2 : Total DOS of C3S with atomic contributions. 

 

Fig.3. 3 : Partial DOS of Oxygen and Calcium with orbital contributions. 
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In order to investigate the charge transfer, we plotted the valence charge density in the plane 

P, which contains all the atom types as illustrated in Fig.3.4. Fig.3.5 gives more details 

concerning the density distribution. The charge distribution allowed us to distinguish two 

types of oxygen atoms. The first one includes Oxygen atoms that are only bonded to Calcium 

atoms. We denote these oxygen atoms by Oc-type. The second type gathers oxygen atoms 

bounded to silicon atoms in silicon–oxygen tetrahedrons SiO4
4– 

that we will refer to by Os. 

Larger density is observed between silicon and oxygen indicating a strong covalency.  

 

 

Fig.3. 4 : Charge density on the P plane of C3S 
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Fig.3. 5 : Charge density map on the P plane of C3S 

 

  Thereafter, we calculate Bader charge [135] of atoms included in the considered plane and 

were reported in Table 3.3. The present results showed that Ca and Si atoms together transfer 

+4.58e. This obtained charge transfer is very close to that of the C2S (Ca2SiO4) which is about 

+4.61e reported by E. Durgun et al. using hybrid DFT functional [120]. However, our 

calculations highly overestimated the net charge of silicon atoms +3.08e against +1.0e± 0.1e 

charge on Si in O4 coordination according to the experiment [136, 137] and charge analysis 

by Mishra et al. [6]. The shortcoming of predicting a wide range for charges of a given system 

as well as a poor agreement of the silicon charge in a O4 coordination by ab initio methods 

was reviewed in the study by H. Heinz and U W. Suter [138] where a particular attention was 

given to atomization ionization energies of the elements across the periodic table in order to 

estimate semi-empirical values in good agreement with the experiment. For instance, in the 

INTERFACE force field formalism, atomic charges of C3S were derived with high accuracy 

based on the on the thermodynamic consistency approach that both combines experimental 

data and chemical-physical knowledge for each compound as explained in reference [118]. 

Our results indicate a Oc net charge of -1.43e; whereas it is equal to -1.55e on average for Os 

atoms. This means that each Os atom takes about -0.12e more charge from the system 

compared to an Oc atom. This analysis suggests that Os-type atoms are more bound to the 

system than Oc-type atoms. Moreover, Os-Si bonds of 1.63-1.68 A length are shorter than the 

Oc···Ca (2.35-2.51 A) indicating that the Os···Si bond is much stronger than Oc···Ca bonds. 

This characteristic agrees with the large difference in electronegativity between Ca and O ions 
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(χO-χCa =2.55) compared to the electronegativity difference between Si and O (χO-χSi 

=1.65) according to Pauling scale of electronegativity [139]. Correspondingly using MD 

calculation, R. K. Mishra et al. reported that the Si-O bonds length of 1.6 Å is shorter and the 

ionization of the valence electrons are moderate [132], while the Ca···Oc (and, Ca···Os) 

distance was near to 2.40 Å leading to a strong ionization of valence electrons.  

 

Table 3.3: Bader charge of Oc, Os, Ca and Si in the pure phase of C3S and C2S. 

Atoms C3S C2S
b
 

Oc -1.440 e - 

Ca +1.530 e +1.530 e 

Si +3.050 e +3.080 e 

Os -1.550 e -1.535 e 

b
ref: [120]  

 

To get an insight into the reactivity of C3S, we analysed the Local density of states 

(LDOS) in the valence band maximum (VBM) and conduction band minimum (CBM). Here, 

we use the Fukui function based on the frontier orbital theory to characterize the reactive sites 

under electrophilic and nucleophilic attacks [140]. Fig.3.6 shows that LDOS of the CBM is 

dispersed in regions in the vicinity of some calcium atoms. This suggests that calcium atoms 

are susceptible to be active under nucleophilic attack (such as OH
-
). In the other hand, Fig.3.7 

shows that the LDOS of the VBM is highly accumulated only around Oc atoms suggesting 

that reactivity under electrophilic attacks is mainly due to Oc atoms. In contrast, Os are 

expected to be inactive under electrophilic attacks. This agrees with the fact that Oc are badly 

bounded to the system, conducting to an easy loss of electrons in favour to electrophile 

cations (H
+
 for instance). 

 

https://en.wikipedia.org/wiki/Chi_%28letter%29
https://en.wikipedia.org/wiki/Chi_%28letter%29
https://en.wikipedia.org/wiki/Chi_%28letter%29
https://en.wikipedia.org/wiki/Chi_%28letter%29
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Fig.3. 6 : LDOS of CBM of C3S. 

 

Fig.3. 7: LDOS of VBM of C3S. 
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3.4. Conclusion 

  The present work attempted to determine structural, mechanical and electronic properties of 

C3S by means of DFT calculations. Elastic behaviour of C3S was characterized by taking into 

account the crystal system of C3S and the anisotropy of the material. Main elastic constants 

were calculated and young modulus was deduced. Our results are in excellent agreement with 

experiment. We also calculated the electronic properties to get an insight into the reaction 

mechanism of C3S. LDOS of VBM and CBM were analysed to characterize reactive sites of 

C3S. Two oxygen atom-types were distinguished from the charge density of the system. 

LDOS of VBM is highly localized explaining the observed high reactivity of C3S under 

electrophilic attacks (e.g. H
+
). Moreover, reactive sites under electrophilic attacks were 

noticed to be only around some specific oxygen atoms. In contrast, the analysis of LDOS for 

CBM suggests that some calcium atoms are responsible for undergoing reaction with anions 

such as hydroxide ion (OH
-
). 
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Chapter 4:                          

DFT study of Belite C2S 
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4.1. Introduction 

 

  Belite, or Dicalcium Silicate, has been the focus of attention for producing environmentally 

friendly cements. Belite requires a lower energy synthesis and has a low limestone demand 

compared to alite, the first major component of cement. In fact, the fabrication of high belite 

cements can reduce up to 35% CO2 emission than ordinary cement [142]. Unfortunately, the 

slow hydration mechanism of belite leads to a slower development of belite rich cement 

strength. Several studies have been conducted on improving belite’s reactivity. Belite has a 

sequence of five polymorphs in this ascending order with increasing temperature of stability: 

γ- C2S, β- C2S, α’L-C2S, α’H-C2S and α-C2S [143,144]. γ-belite with the orthorhombic olivine 

structure (space group: Pbnm) is the thermodynamically stable phase at room temperature. γ-

belite is almost nonreactive with water [145]. On the other hand, the metastable β phase of 

belite with a monoclinic phase (space group: P21/n) at room temperature conditions exhibits 

higher reactivity rate with water at room temperature. β-phase is the predominant form of 

belite in normal portlandite cement. The α’L, α’H and α phases are stable at higher 

temperature. Recently, the order of phase transitions and phonon dynamics of belite were 

studied using DFT calculations and interatomic potential functions [146]. Chemical 

stabilization of reactive β-form of belite down to room temperature by incorporating guest 

ions has been investigated [147,148] and many experimental works tried to examine the 

polymorphism-reactivity dependence [149]. However, the reactivity mechanism of the 

different belite phases is still very little understood due to experiment limitations and 

inconsistencies between theoretical predictions and experimental data [150]. In addition, 

considering the low synthesis temperature of gamma-polymorph compared to β-polymorph 

makes a reactive version of γ-belite widely chased from the environmental and economical 

perspective [151]. Therefore, studying the influence of the crystallography of belite phases on 

reactivity is crucial to enhance its reactivity. Moreover, belite is responsible for developing 

late strength. Understanding the effect of the belite complex on cement cohesion and 

mechanical properties is quite important in the field of developing high performance concrete 

[152]. Atomistic simulations using first-principle and force field methods have demonstrated 

their great potential for studying cement complex phases [116, 119, 153]. In this chapter, we 

aim to investigate and to compare the properties of the belite ground-state phase: γ-phase, as 
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well as the most present form of belite in traditional cements; i.e. β-phase, by means of first-

principles calculations.  

 

4.2.  Computational details 

 

 

In this work, we have performed DFT (Density Functional Theory) calculations on 

gamma_belite using the Vienna ab initio package (VASP) [121,122]. The Projected 

Augmented Wave (PAW) [44] method was adopted with the Pseudopotential approach. 

Generalised Gradient approximation GGA [123] with PBE (Perdew-Burke-Ernzerhof) 

parameterisation [32] and Local density approximation LDA [154] were selected to evaluate 

the exchange-correlation effects and to test the functional dependence of our results. The 

convergence of total energies was amply reached with respect of a cut-off energy of 600 eV 

for the three functionals. Well converged meshes of 9x4x7 and 8x7x5 using Monkhorst-Pack 

method [125] were chosen to sample the first Brouillon-zone for gamma-phase and beta-belite 

respectively. Geometry optimisation was achieved through conjugate-Gradient (cg) energy 

minimization algorithm with a stopping criterion of 10
-7 

eV. 

 

4.3. Results and discussions 

 

4.3.1. Structural properties 

 

The initial structure of γ-belite was set up based on Smith et al. experimental data [155] and 

β-belite initial structure was taken from Tsurumu et al. work [156] for the structural 

relaxation. The unit cells of both γ- and β-belite consist of 16 Oxygen atoms, 8 Calcium 

atoms and 4 Silicon atoms (4[Ca2SiO4]) as illustrated in Fig.4.1. 
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Fig.4. 1: Structure of (a) γ-belite and (b) β-belite.   

 

The structures were completely relaxed from each functional. For a given set of lattice 

constants, total energies are computed by means of LDA and GGA. The equilibrium bulk 

modulus (B0) and its pressure derivative (B0
’
) have been determined by fitting the obtained 

energy data with respect to volume using the Murnaghan equation of state EOS [157]: 

 

     (4.1) 

 

Where E0 and V0 are respectively the equilibrium energy and volume at zero pressure. 

The calculated equilibrium cell parameters, bulk modulus and its pressure derivative are given 

in Table 4.1 and are compared to previous experimental and theoretical data [115,158-161]. 

The three used functionals provide very comparative cell parameters values to experiment 

data. For γ-belite, the best agreement is found by GGA approximation for the calculation of 

lattice constants with a slight underestimation of the cell parameters by less than 1.5%. The 

computed bulk modulus is in good agreement with previous theoretical studies. The results 

obtained by PBEsol are the closest to available data. Nevertheless, we couldn’t find any 

available experimental data of γ-belite bulk modulus in the literature. Thus, our calculations 

predict the bulk modulus of γ-belite to be approximately around 85 GPa.  

For β-belite, GGA slightly overestimates the lattice constants (less than 1.3%) in opposition to 

LDA with less than 1.9% underestimation of lattice constants. The calculated bulk modulus is 
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in great agreement with theoretical available data and the found values by the two functionals 

are very comparable (97.0 GPa from GGA and 104.7 GPa from LDA). 

Table 4.1: Calculated lattice constants (a0, b0 and c0), cell angles (α, β and γ), bulk modulus 

(B) and its pressure derivative (B’) of γ-belite and β-belite and compared to experimental and 

other theoretical data. 

  γ-belite β-belite 

  

This work 

(GGA) 

This work 

(LDA) 

Expt.[158] Previous 

theor. 

(GGA-

PBE) [159] 

Previous 

theor. 

(ReaxFF)  

[160] 

This work 

(GGA) 

This work 

(LDA) 

Expt. 

[161] 

Previous 

theor. 

[115] 

a0 (Å) 5.07 5.02 5.08 5.11 5.13 5.57 5.43 5.5 5.11 

b0 (Å) 11.19 10.98 11.23 11.33 11.17 6.82 6.65 6.76 11.33 

c0 (Å) 6.72 6.6 6.76 6.8 6.33 9.37 9.14 9.32 6.8 

  90° 90° 90° 90° 90° 90° 90° 90° 90° 

β 90° 90° 90° 90° 90° 94.7° 95.4185° 94.1° 94° 

 γ 90° 90° 90° 90° 90° 90° 90° 90° 90° 

 B (GPa) 82.1 85.2     95.56 97.03 104.69   111 

  B’ 2.13 3.48       3.56 4.15     

   

 

4.3.2. Mechanical properties 

The γ-polymorph of belite belongs to space group Pbnm and has an orthrohombic crystal 

structure. The orthotropic materials are characterised by three symmetry planes. According to 

this crystal symmetry, the elasticity tensor has 9 non-zero independent constituents: C11, C22, 

C33, C44, C55, C66, C12, C23, C31. The necessary and sufficient mechanical stability conditions, 

or the generic stability criteria, of an unstressed orthorhombic crystal to be satisfied are the 

following [162]:  

C11 > 0; C11C22 > C²12   (4.2) 

C11C22C33+2C12C13C23-C11C²23-C22C²13-C33C²12>0   (4.3) 

C44>0; C55>0; C66>0          (4.4)                                    
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The β-polymorph of belite belongs to space group P21/n and has a monoclinic crystal 

structure. According to this crystal symmetry, the elasticity tensor has 13 non-zero 

independent constituents: C11, C22, C33, C44, C55, C66, C12, C23, C31, C54, C61, C62, C64. The 

necessary and sufficient mechanical stability conditions, or the born generic stability criteria, 

of an unstressed orthorhombic crystal to be satisfied are the followings [132]: 

C11, C22, C33, C44, C55, C66 >0      (4.5) 

C11+C22+C33+3(C12+C23+C31)>0    (4.6) 

C22C66-C62²>0 ; C44C55-C54²>0      (4.7) 

C22+C33-2C23 >0                 (4.8) 

C33(C22C66-C62²)+2C23C26C26-C23²C66-C36²C22>0  (4.9) 

2[C16C36(C22C13-C12C23)+C16C26(C33C12-C13C23)+C36C26(C11C23-C12C13)]-[C16²(C22C33-

C23²)+C36²(C11C22-C12²)+C26²(C11C33-C23²)+C66.x]>0        (4.10) 

Where x=C11C22C33-C11C23²-C22C31²-C33C12²+2C12C23C31       (4.11)                 

The calculated elastic constants by the used functionals are listed in Table 4.2. In all cases, the 

obtained values satisfy the elasticity stability conditions. From elastic coefficients, we have 

determined the elastic compliances Sij. Then, the four well-known parameters to quantify the 

response of a material to various deformations: the bulk modulus (K), shear modulus (G), 

Young modulus (E) and Poisson’s ratio are derived from the Voigt–Reuss–Hill (VRH) [131] 

approximation that establishes the connection between the elastic behaviour of an aggregate 

and a single crystal. The values of bulk and shear moduli can be taken as the average of Voigt 

and Reuss bounds (eq.3.1, eq.3.2, eq.3.3 and eq.3.4).  Then, the average value of Young’s 

modulus E and Poisson’s ration can be obtained from the calculated values of K and G as 

detailed in the previous chapter (eq.3.5 and eq.3.6). To quantify the elastic anisotropy, we 

used the universal elastic anisotropy index A
u 

[141] calculated from Voigt and Reuss bounds 

of K and G via equation 3.7.  A zero value of A
u
 refers to a locally isotropic single crystal. 

The bigger A
u
 is, the more anisotropic it is. Finally, we present the previous listed parameters 

in Table 4.2 along with the experimental and theoretical available data.  
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Table 4.2: Calculated elastic constants Cij, Bulk modulus (K), isotropic shear modulus (G), 

Young’s modulus (E), Poisson’s ratio (ν) and Universal anisotropy index (A
U
) 

  
γ-belite β-belite 

This work Other works This work Other works 

  GGA LDA 
Reax FF 

[151] 
IP [146] GGA LDA 

Reax FF 

[151] 

IP 

[146] 
Exp.  

C11 

(GPa) 
189.22 200.82     167.1 202.19       

C22 

(GPa) 
128.58 136.26     192.85 254.47       

C33(GPa) 163.62 174.28     168.76 203.72       

C44(GPa) 60.90 65.24     52.58 62.25       

C55(GPa) 46.75 49.92     45.53 55.92       

C66(GPa) 64.34 67.5     31.12 41.51       

C12(GPa) 72.22 76.63     47.97 58.66       

C23(GPa) 71.81 76.74     58.48 72.02       

C31(GPa) 76.89 80.87     63.39 77.29       

C54 

(GPa) 
- -     -4.76 8.01       

C61 

(GPa) 
- -     -10.21 -1.6       

C62 

(GPa) 
- -     0.95 2.68       

C63 

(GPa) 
- -     -9.07 -12.47       

K (GPa) 101.08 107.31 95.56 93.1 95.73 119.02 125.8 84.9   

G (GPa) 50.51 53.66 48.58 50.8 47.84 59.78 59 41,1   

E (GPa) 129.89 137.98 124.7 129 123.02 153.62 153.1 106.2 
130-140 

[164,165]  

ν 0.29 0.29   0.27 0.29 0.28   0.30 0.30 [166] 

A
U
 0.29 0.29     0.44 0.41       

 

Comparing values of C11, C22 and C33, both LDA and GGA functionals predict a higher 

compressibility in the second principal direction (0 1 0) of the γ-phase crystal. The highest 

obtained value of C22 in the case of β-structure suggests a great resistance to compressibility 

in the second direction (0 1 0). Almost equal C11 and C33 values for β-belite predict a 

comparable resistance to compressibility in the first and third directions. Now, comparing C11, 

C55, and C66, the system has more resistance to shear solicitation along the (0 0 1) direction 

for γ-belite and along the (1 0 0) for the β-belite.  
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Obtained values from both LDA and GGA functionals are fairly comparable for the γ-

structure; whereas a functional dependence of the results in the case of β-belite is noticed. 

Only mechanical properties of β-belite have been experimentally determined, thus we 

consider the reference values for γ-belite to be those predicted by other theoretical previous 

studies. In the following analysis, we will focus on the calculated values from GGA as the 

obtained lattice parameters are the closest to the experiment compared to LDA functional that 

generally produces more rigid crystals [163]. The calculated bulk modulus K for γ-belite 

(101.08 GPa) is in great agreement with the calculated values from Force field calculations 

95.56 GPa by Wang et al. [151] and 93.1GPa by Rejmak et al. [146] The calculated bulk 

modulus for β-belite is about 5% lower with a value of 95.73GPa. Theoretical results using 

molecular dynamics calculations are quite controversial comparing the results obtained for β-

belite [146,151]. The calculated bulk modulus by Wang et al. for β-belite (125.8 GPa) using 

reactive forcefields method is 48% higher than that calculated by Rejmak et al (84.9GPa). 

The Shear and Young’s moduli were also found to be very comparable for both phases with 

slightly lower value for β-belite (of about 5%). Again for γ-belite, our results for shear 

modulus and Young’s modulus are in excellent agreement with force field studies [146, 151]. 

On the other hand, greater differences are observed for β-belite. Results by Wang et al. 

describe a stiffer material with a Young’s modulus of 153.62 GPa whereas the opposite was 

found by Rejmak et al. with a value of only 106 GPa. These values somewhat deviate from 

the 130-140 GPa range set by experimental measurements for beta-phase [164, 165]. By 

contrast, our results (E=123.02 GPa) are fairly close to the experiment with a slight 

underestimation of about 5%. Let us notice that for a non-isotropic material the calculated 

value of the Young’s modulus strongly depends on the considered direction. Since calculated 

value only corresponds to the average value, differences between results are rather due to the 

used averaging formulas. We obtain the same value of Poisson’s ratio for γ-phase (0.29) in 

both phases, which is quite close to -phase’s 0.3 obtained by experimental studies on β-belite 

[166]. The calculated anisotropy indexes corresponding to a non-zero value confirms the 

anisotropy nature of belite. A higher anisotropy trend is observed in β-belite with a higher 

anisotropy index of 0.44 compared to 0.29 as expected considering the more symmetrical 

structure of the γ-belite. 

4.3.3. Electronic properties 

To investigate the bonding character of γ- and β-belite, we have calculated the net charges of 

atoms from Bader [46] partitioning of charge density using GGA functional. We report the net 
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charge of each atom type in Table 4.3. Looking at the calculated Bader charge of both phases, 

we noticed that Bader charge is almost equitably distributed between atoms of Si and atoms of 

Ca. Silicon atoms have an averaged charge of about +3.1|e| in both phases whereas calcium 

atoms Caγ in γ-phase and Caβ in β-phase have a bader charge of +1.56|e| and +1.58|e| 

respectively. The bader charges on oxygen atoms Oγ in γ-belite are also equally distributed 

with a bader charge of about -1.55|e|. However, different Bader charges were obtained for Oβ 

atoms showing that the oxygen atoms are not equivalent in β-belite. From Table 4.3, we can 

define two sets of Oβ: O1-type and O2-type with averaged charge of -1.54|e| and -1.57|e| 

respectively. 

 

Table 4.3: Bader charge of γ and β-belite 

 

Atoms   γ-belite β-belite 

Ca +1,56  +1,57 

Si +3,09 +3,10 

O1 
-1,55 

-1,54 

O2 -1,57 

 

 

For further understanding of the bonding characteristics of the two belite phases, the total 

DOS illustrating the contribution of each atom type (Calcium, Oxygen and silicone) is 

calculated from GGA functionals. We display in Figure 3 the total DOS obtained from GGA 

functional for both γ-, and β-belite. Calculated Fermi level from is subtracted to get a Fermi 

level at zero energy as presented in DOS and PDOS graphs. As shown in Fig.4.2, for both γ- 

and β-belite the upper DOS region of the valence region of below the Fermi level is mainly 

due to Oxygen atoms contribution. The partial DOS (PDOS) of Oxygen presented in Fig.4.3 

shows that this part is derived from 2p orbitals. In contrast, the conduction part above the 

Fermi level is dominated by calcium contribution and more precisely by 3d states of calcium 

as illustrated in Fig.4.4. This result perfectly agrees with Wang et al.[14] work and confirms 

that belite reactivity is mainly due to 2p-O and 3d-Ca states. The total DOS in Fig.4.2 shows 

very small contribution of Si atoms to DOS and thus for belite hydration reactivity.  
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Fig.4. 2: Total DOS of γ-belite and β-belite, including atomic contributions 

 

Fig.4. 3: Partial DOS of Oxygen with orbital contributions of (a) γ-belite and (b) β-belite. 

To shed light on the link between the DOS and reactivity with water, the valence part of DOS 

can be analysed for the two phases from Fig.4.2. In the valence part, by looking at the closest 

peaks to Fermi level of γ- and β-belite, a short peak near the Fermi level situated at -0.36 eV 

is only seen in β-belite. To understand the origin of this peak, we have investigated the 

contributions of O1 and O2 oxygen types defined in by the bader charge analysis. Fig.4.5 

shows that the spotted peak with the closest position to the Fermi level exclusively arises from 



 

80 

 

O1-type contribution. Such specific oxygen atoms (O1-type) have the closest most occupied 

energy levels to the Fermi level, and thus are expected to be more active under electrophilic 

attacks than the rest of oxygen atoms (O2-type). This difference can be among the factors 

explaining the higher reactivity of O atoms in β-phase compared to γ-phase.  

 

Fig.4. 4 : Partial DOS of Calcium with orbital contributions of (a) γ-belite and (b) β-belite. 

 

Fig.4. 5: Partial DOS of O1 and O2 oxygen types in β-belite. 

For a deeper understanding of the reactivity of belite phases, the local reactivity can be also 

qualitatively analysed by comparing the plotted local density of states (LDOS) of Conduction 

bottom Minimum (CBM) and Valence Band Maximum (VBM) in Fig.4.6 and Fig.4.7 

respectively. This analysis uses Fukui function as a local reactivity descriptor based on the 
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frontier orbital theory [140]. Note that VBM and CBM characterize the exposed areas to 

electrons loss and electrons gain respectively. VBM and CBM provide information of the 

reactive regions under electrophilic and nucleophlic attacks. The LDOS of CBM in Fig.4.6 is 

delocalized for both phases. Therefore, no peculiar reactive sites to nucleophilic attacks can 

be deduced from this analysis even though the CBM LDOS is distributed differently 

comparing γ- and β-belite. It is mainly dispersed in the regions between Ca and SiO4 

polyhedral in β belite; whereas it is symmetrically dispersed in the space between calcium 

atoms (Ca2-Ca4 and Ca1-Ca3) in γ-belite. On the other hand, the plotted VBM in Fig.4.7 

shows that both LDOS are localised around the Oxygen atoms and thus more likely to 

undergo electrophilic attacks in agreement with the previous DOS analysis. However, we can 

see that LDOS is highly localised around few oxygen atoms (O1-type) in β-belite whereas the 

VBM LDOS is shared between most oxygen atoms in γ-belite. This finding is in consistency 

with the closest most occupied energy levels to the Femi level by O1-2p states in DOS of β-

belite, confirming the higher reactivity of O1-type oxygen atoms in β-belite, which may 

explain the enormous difference in the water reactivity between γ-belite and β-belite.  

 

Fig.4. 6: LDOS of CBM of (a) γ-belite and (b) β-belite. 
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Fig.4. 7: LDOS of VBM of (a) γ-belite and (b) β-belite. 

 

To get more insights into the chemical bonding and the charge transfer in each phase, we have 

plotted the charge density in Fig.4.8 and the 2D-map in Fig.4.9 in planes containing the three 

types of atom (Si, Ca and O) that we named Pg and Pb plane for γ-phase and β-phase 

respectively. We see that Silicon atoms are tightly bounded to the closest oxygen atoms in 

both phases. The strong projected charge density between the oxygen and silicon ions 

indicates the strong covalent bonding character. On the other hand, the charge density is not 

quite important between calcium and oxygen ions confirming again the high ionic character of 

Ca-O bond in γ-phase the two belite phases. Fig.4.9 reveals however a significant difference 

regarding the charge density distribution over the oxygen atoms. Fig.4.9.a shows a uniform 

distribution of the electron density over the four oxygen atoms in γ-belite whereas an 

asymmetric electronic density on the O1-Ca1-O11 pairs in β –belite as shown in Fig.4.9.b The 

non-uniform electron density distribution in Pb plane where the calcium atom is coordinated 

to O1 and O2 oxygen types is consistent with the bader charge analysis and LDOS 

localization confirming the different electronic environments around the two types of oxygen. 

Thus, our analysis suggests that the high reactivity of β-belite is due to the electron transfer 

from calcium atoms to the reactive oxygen atoms of O1-type in β-belite that undergo 

electrophilic attacks from water (of type H+) in the hydration process. 
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Fig.4. 8: Charge density of (a) γ-belite and (b) β-belite. 

 

Fig.4. 9: Charge density map on the Pg of γ-belite and Pb plane of β-belite. 

 

4.4. Conclusion 

The main aim of this work was to determine and compare between structural, mechanical, 

bonding and electronic properties of γ- and β-belite by means of DFT calculations. The 

calculated structural and mechanical properties by GGA functional were found to be in great 

agreement with the experiment. Comparable elastic parameters and moduli were obtained for 

γ- and β-belite with slightly higher values for γ-belite predicting that γ-phase is insignificantly 

more rigid and resistant. On the other hand, the analysis of chemical bonding and electronic 

properties of the two phases reveals relevant distinctions that may explain the stability of γ-

belite and the reactivity of β-belite in the hydration process. In β-belite, two oxygen atoms 

types (O1 and O2) were distinguished by analyzing the atomic charges and the most occupied 

energy levels near the Fermi level in the PDOS of O-2p states, whereas γ-belite exhibits a 
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high symmetry in the charge distribution over all oxygen atoms. The uniformly distributed 

LDOS of VBM may also explain the non-reactivity to water of γ-belite; while the highly 

located LDOS of VBM around O1-type oxygen atoms indicates high reactivity under 

electrophilic attacks. Many theoretical works attempted to introduce impurities to enhance the 

β-belite reactivity rate. By analogy with the localized nature of VBM around O1-type, 

localizing the CBM LDOS around some specific Calcium atoms by doping mechanisms 

would efficiently increase the reactivity of β-belite under nucleophilic attacks, and thus the 

overall reactivity with water.
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Chapter 5:                 

Molecular Dynamics study of 

C-S-H 

 

 

 

 

 

 

 

 

 



 

86 

 

 

5.1. Introduction  

In this chapter, we will investigate the structural and mechanical properties of the recent 

realistic model by Bauchy et al. [73]. In order to provide nanoscale information about the 

crack propagation and rupture mechanism in cement based materials, a particular attention 

was paid to the characterization of the mechanical response of C-S-H to tensile loading by 

studying the elastic, plastic and failure behaviors. Recently, Mechanical properties have been 

determined using several realistic C-S-H models [28,167] by molecular dynamics approach. 

However, only elastic behavior was considered to study the mechanical reponse of C-S-H. 

Few MD works have studied the mechanical behavior of C-S-H beyond the elastic limit. 

Murray el al. [168] calculated tensile and compressive strengths along the perpendicular axis 

to the calcium-silicate chains of C-S-H and concluded that the tensile strength is only 23% of 

the compressive strength. Nevertheless, no atomic scale studies based on recent C-S-H 

realistic models have been conducted to characterize the mechanical behavior up to the failure 

point. 

C-S-H realistic atomic model: 

   Using molecular simulations, many authors developed several models of C-S-H that agree 

the most with the experiment results and correctly predict the C-S-H properties. The realistic 

model of C-S-H  ((CaO)1.65(SiO2)(H2O)1.75 ) by Pellenq et al. [71] was constructed in order to 

provide values of C/S ratio and density close to those by neutron scattering measurements 

(C/S=1.7 and d=2.6 g/m
3
 ). Many posterior works used the Pellenq model of C-S-H to 

describe the C-S-H structure at the nanoscale. Manzano et al. [74] used the C-S-H realistic 

model by Pellenq. et al. to study the mechanism of water dissociation to hydroxyl groups in 

the micropores of C-S-H using the REAXFF reactive force field [28] and the influence that it 

has on the structural and mechanical properties. Manzano et al. calculated  the elastic tensor 

of C-S-H and compared the deduced mechanical properties of C-S-H before and after water 

dissociation. Unlike most silicates that manifest a “hydrolytic weakening” effect [169], the 

presence of water has a hardening effect since it reacts with the silicate chains transforming 

the layered two-dimensional like structure of C-S-H to a three dimensional like structure.  

Bauchy el al. [73] also developed the realistic model described by Pellenq el al. within the 

reactive forcefield REAXFF [170] parameterized by Manzano et al. that allows the water 

molecules to dissociate into hydroxyl to form Si-OH an Ca-OH groups to study the atomic 
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order in C-S-H. According to this study, an investigation of the atomic order of the C-S-H 

structure was carried out and C-S-H was described as an intermediate structure between a 

crystalline and an amorphous material. 

 

Simulation Method  

We prepared a 3x3x3 supercell composed of 13527 atoms based on the C-S-H model by 

Bauchy et al.  [73] The system was simulated using REAXFF forcefield implemented in the 

Large-Scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [171] package. 

Manzano et al. extended the REAXFF capacity to perform calculation on calcium silicate 

systems by the parameterization of the Ca-O/H interactions within the reactive force field 

[172]. Timestep was set to 0.25 fs and the structure was relaxed in the NPT ensemble at 300 

K and zero external pressure for 2.5 ns until the convergence of energy and lattice parameters 

was achieved. The lattice parameters of the relaxed triclinic box are: a=39.00 Å, b=57.28 Å, 

c=71.90 Å. α=91.60°, β=91.72°, γ=88.35°. The atomic structure of C-S-H is displayed in 

Fig.5.1. 

 

Fig.5. 1: The atomic structure of C-S-H. 
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5.2. Structural properties 

 

We analyzed the radial distribution function (RDF) or g(r) that is defined as the probability of 

finding a particle is a shell dr at a distance r from another particle chosen as a reference. The 

total RDF g(r) is given by: 

     
 

 

     

     
      (5.1) 

Where dn(r) is the number of atoms between r and r+dr from a given atom, dV(R) is the shell 

volume between r and r+dr that can be approximated as 4πr
2
, N is the total number of atoms 

and V is the volume of the simulation box.  

The total RDF can be considered as the contribution of all pair correlation functions gAB(r) 

between any two atom types A and B of the system. The partial RDF gAB(r) between particles 

of types A and B, defined as the probability of finding a neighbor atom of B type of an atom 

of A type at a distance r, can be computed as follows: 

       
 

  

       

     
     (5.2) 

Where                    ∈  ∈  is the number of atoms B located at a distance r from 

an atom A and NA is the number of atoms of A type. Finally, the Atomic contribution of A 

type to RDF gA(r) is defined as the partial gA-X(r) between particles of A type and any other 

particle of X type in the system. 

We plot in Fig.5.2.a the radial distribution function g(r). Five peaks of RDF are situated in the 

0.99 Å, 1.51 Å, 1.62 Å, 2.23 Å and 2.65 Å regions were observed. The first and third peaks 

situated in the 0.99 Å and 1.62 Å regions respectively are quite high and sharp compared to 

the second and the two last peaks that are much lower.  To investigate the origin of these 

peaks, we plot the contributions of the species of the system to RDF. Nine labels are used to 

distinguish between the local environments of the atoms. The Oxygen atoms are classified in 

four categories: Ow refer to oxygen of the water molecules, Oh are oxygen atoms of the 

hydroxyl groups, Ob are the bonding oxygen atoms in the Silica chains and O are the non-

bridging oxygen atoms in the silica/calcium layers. We also make difference between two 

Calcium types: Ca is the intralayer calcium and Cw is the interlayer calcium. Finally the 

hydrogen atoms have two types: The Hw atoms in the water molecules and H atoms in the 
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hydroxyl groups.  We see from Fig.5.2.b that the first sharp peak situated in the 0.99 Å region 

is mainly due to the water and hydroxyl groups atoms (Ow, Hw, O and H).  The second peak 

situated in the 1.51 Å is much shorter and is fully due to Hw atoms contribution. The third 

peak at 1.62 Å is due to Si atoms as well as the oxygen atoms O, Ob and Oh. The Fourth peak 

in the 2.23 Å region is dominated by both calcium types Ca and Cw contributions and the rest 

of the atoms with smaller contributions.  The fifth peak at approximately 2.63 Å region is due 

mostly to Ob atoms and less significantly to Ca, O of the intralayer space and Cw, Ow and Oh 

atoms in the interlayer space.   

Based on the information provided by the atoms contributions to RDF, we plot the partial 

radial distribution function (PRDF) of each pair of atoms spotted in each peak. Fig.5.3.a 

shows that the first peak is mainly due to Oh-H and Ow-Hw interactions with a mean bond 

length of 1 Å for both and coordination numbers of hydrogen atoms around oxygen atoms of 

0.97 and 1.81 respectively within a sphere of 1.3 Å. The position of this first peak was also 

found by Manzano et al. [74] by both DFT and MD simulations. The second peak is fully due 

to Hw-Hw correlation with a coordination number of 0.98 within a sphere of 1.6 Å as 

illustrated in Fig.5.3.b while the third peak at 1.62Å is due to Si-O Si-Oh and Si-Ob 

interactions (see Fig.5.3.c) With coordination numbers of oxygen atoms around Si atom of 

about 2.21, 1.08 and 0.7 respectively within a sphere of 2.5Å.  Bauchy et al. also found that 

the first peak in the 0.99 Å region is due H-O bonds. However, only a second peak in the 1.6 

Å, associated with a superposition of both H-H and Si-O correlations, was spotted. The rest of 

peaks were not distinguishable. Here, we see that the Hw-Hw interactions result in an 

intermediate peak at 1.51 Å region while the peak in the 1.62 Å region is mainly due to 

correlations between Si and Oxygen atoms.  
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Fig.5. 2: (a) Radial pair distribution functions of C-S-H. (b) Contribution of pair interactions 

to RDF. 
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Fig.5. 3: Radial distribution function and coordination number of (a) H-Oh and Hw-Oh 

interactions. (b) Hw-Hw interaction. (c) Si-O Si-Oh and Si-Ob interactions. 

Fig.5.4 shows that the peak situated in the 2.23 Å region is mainly due to Ca-O interactions in 

the intralayer as well as the Cw-Oh interactions in the interlayer while the last peak in the 

2.65 Å is mainly due to the Ob-O, Ob-Ob and Cw-Ow interactions with a smaller contribution 

of Cw-Oh interactions. Manzano et al. also found a peak at approximately 2.6Å by calculating 

partial RDF of Ca-O. However, no precisions were given about the oxygen types that 

contribute the most to this peak.  Moreover, we can see from Fig.5.4.a that the highest 

coordination number of about 5.0 was calculated for O atoms around  intralayer Calcium 

atoms Ca suggesting a dominant geometry of 5 O-type oxygen atoms around Ca within a 

sphere of 3 Å in the intralayer space. On the other hand, Fig.5.4.b shows that the oxygen 
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atoms around the interlayer calcium atoms Cw oxygen within a 3.0Å sphere are mostly Oh 

oxygen-type with a coordination number Cw—Oh of 3.5. In addition, Oxygen atoms of Ow 

and O types are also found around Cw atoms within a 3.0Å sphere with a coordination 

number of about 1.33 for both Cw—Ow and Cw—O .  Finally, The Ob atoms are mainly 

surrounded by O-type oxygen atoms and less significantly by Ob-type atoms with 

coordination numbers of 4.0 and 0.92 for Ob—O and Ob-Ob respectively as shown in 

Fig.5.4.c.  

 

Fig.5. 4: Radial distribution function and coordination number of (a) Ca and oxygen 

interactions. (b) Cw and Oxygen interactions. (c) Ob-O Ob-O and O-O interactions. 
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5.3. Mechanical properties: 

 After equilibrating the system, uniaxial strain (X, Y and Z) and shear strain (XZ, YZ and XZ) 

were applied with an engineering strain rate of 0.007ps
-1

 in the NVT ensemble and the 

corresponding stresses are calculated. The linear part of the stress-strain response enables to 

calculate the 21 independent elastic constants Cij that we compared to other Molecular 

Dynamics (MD) works in table 5.1. The calculated values of Cij are close to those found by 

previous MD works with an average difference of 5.6% in comparison with the Cij values by 

Pellenq et al. [71]. Although different geometries and interatomic potentials were used in the 

mentioned MD works, values of the calculated elastic constants are quite comparable. We see 

that C11 and C22 values are higher than C33 value indicating that the system is more resistant in 

the XY plane corresponding to the silicate layers. From the elastic tensor, we calculated the 

bulk (K) and shear (G) moduli according to the Voight-Reuss-Hill (VRH) bounds [131]. The 

equivalent isotropic Young’s modulus (E), Poisson ratio (ν) and indentation modulus (M) 

were derived from K and G using the formulas: 

  
 

 

  
 

 

  

                  (5.3) 

  
 

 
   

  

    
       (5.4) 

     
    

     
          (5.5) 

Table 5.1: Calculated elastic constants in comparison with other MD works 

 
This work   

(REAXFF) 

MD (Pellenq et al )  

[71] 

MD  ( Manzano et 

al.) [74] 

C11 (GPa) 85.74 93.5 90.9 

C22(GPa) 83.18 94.9 91.7 

C33(GPa) 67.80 68.5 72.6 

C44(GPa) 19.04 19.2 21.4 

C55(GPa) 18.72 16.1 21 

C66(GPa) 31.27 31.2 28.6 

C12(GPa) 45.31 45.4 33.1 

C13(GPa) 26.49 26.1 30 

C23(GPa) 27.01 30.01 29.6 
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Table 5.2: Calculated Bulk modulus (K), shear modulus (G), Young’s modulus (E), Poisson’s 

ratio (ν) and indentation modulus (M)  

 

 

This work 

(REAXFF) 

MD (Pellenq et al.)  

[7] 

MD  ( Manzano et 

al.) [8] 

K (GPa) 47.39 47 - 51 48.6 

G (GPa) 22.45 22 - 24 24.7 

E (GPa) 58,16 66 - 55 74 - 58.3 

v 0.3 0.3 0.28 

M (GPa) 63.72 65 69 

 

The calculated elastic properties are summarized in Table 5.2 against other MD works. Our 

results are very close to those found by Pellenq et al. and Manzano et al. Moreover, we can 

also compare with the experiment by calculating the indentations modulus (M) that can be 

determined by nanoindentation measurements. The found value 63.7 GPa is in great 

agreement with that by nanoindentation 65 GPa. [173] 

5.4. Crack propagation: 

Shrinkage crack in cement materials is greatly related to tensile strength.  The crack potential 

gets more important as the tensile strength decreases In order to investigate the tension 

strength of the system in the x, y and z directions, the stress evolution with respect to tensile 

strain in the x, y and z directions is plotted in Fig.5.5 The stress of the entire systems of atoms 

is given by the following formula: 

   
    

 
 

        
 
 

    
  (5.6) 
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Fig.5. 5: Stress-strain relationships for tension along x, y and z axes. 

 

Where N is number of atoms, K is Boltzmann constant, T is temperature, d is dimensionality 

of the system, and V is volume. ri and fi are respectively the position and force vector of  

atom i. 

In x and y directions, Stress evolution is very similar. Stress rapidly increases with strain in 

the elastic phase that ends at 0.03 Å/Å strain approximately. The ultimate strength in the x 

direction (4.05 GPa) is slightly higher than the y direction (3.85 GPa) corresponding to 0.13 

Å/Å and 0.11 Å/Å respectively. Then, the stress slowly decreases in the plastic phase. The 

slow decreasing of the stress in the plastic phase is an indicator of the ductile behavior in the x 

and y directions.  

In the z direction, the response to tensile is quite different. Stress increases in the elastic phase 

as strain increases up to 0.02 Å/Å strain. Subsequently, the stress continues to increase up to 

an ultimate strength of 1.46 GPa at 0.06 A/A strain. Then, the stress sharply decreases to zero 

at 0.09 Å/Å strain indicating a brittle behavior of the system in the z direction.      
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Understanding the fracture mechanism generated by tensile is important to improve the 

durability of cement materials. Therefore, we investigated the C-S-H system response to 

tensile in x, y and z directions. The relaxed structure is slowly elongated in the desired 

direction up to 70%. The intermediate configurations are recorded all along the process in 

order to spot first defects and cracks in the structure and to follow up the crack propagation.   

5.4.1. Tensile along x axis:  

With a tensile loading along the x direction, Fig.5.6a shows initial small defects in the 

interlayer regions at 0.17 Å/Å strain soon after reaching the yield point. As long as strain 

increases, the interlayer defects grow and form visible cracks in the structure as shown in 

Fig.5.6.b. Then, calcium atoms and silicate chains nearby the cracks dissociate leading to 

crack overlapping the structure as shown in Fig.5.6.c. In Fig.6d corresponding to 0.63 Å/Å 

strain, cracks continue to grow and overlap in the +/- 45° direction and tend to form one larger 

crack indicating the rupture of the structure.  

These results are very similar to those found by D.Hou et al who studied the fracture 

mechanism of C-S-H in presence of nano-voids. However, the crack propagation is 

significantly slower compared to D.Hou results [174]. The crack propagation rate is highly 

affected by the present void in D.Hou [174] simulation. The present void localized in the 

center of the box also influences the crack initiation that was located near the central void, 

while the crack was initiated in the interlayer regions in the case of our study. However, the 

present void in C-S-H didn’t affect the direction of the crack propagation that was found to be 

the same (+/- 45° from x axis). Moreover, the cup-and-cone failure surface at the end of the 

tension simulation (Fig.5.6.d) is also observed in both studies confirming the ductile failure 

feature of C-S-H. 
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Fig.5. 6: C-S-H tensioned along x axis at (a) 0.17 Å/Å strain, (b) 0.30 Å/Å strain, (c) 0.50 

Å/Å strain, (d) 0.6 Å/Å strain 

5.4.2. Tensile along y axis:  

Fig.5.7 shows the crack propagation of the structure elongated in the y direction. Small 

defects are initialized in the interlayer regions right after the yield point as shown in Fig.5.7.a 

corresponding to 0.14 Å/Å strain. Initial defects grow to bigger cracks as we can see at 0.19 

Å/Å deformation stage (Fig.7.5.b). This deformation stage corresponds to the rapid stress 

reducing after reaching the yield point in the stress-strain curve (Fig.5.5). Then, the interlayer 

cracks propagate into the neighboring calcium silicate chains as shown in Fig.5.7.c 

corresponding to 0.34 Å/Å strain. The interlayer calcium atoms Cw attempt to reconstruct the 

calcium silicate chains by bridging the fractured parts. This explains the slight stress increase 

at 0.2 Å/Å strain and the slow-down of the stress decreasing rate afterwards in the stress-

strain evolution. The crack propagation mode is very similar to that of x tension. The crack 
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grow along a direction of +/-45° from y axis and overlap to form a larger crack as strain 

increases from 0.34 Å/Å to 0.48 Å/Å as we can see in Fig.5.7.d. As in the case of tension 

along x axis, the rupture surface exhibits a cup-and-cone geometry indicating a ductile failure 

of C-S-H in the y direction.  

 

Fig.5. 7: C-S-H tensioned along y axis at (a) 0.14 Å/Å strain, (b) 0.19 Å/Å strain, (c) 0.34 

Å/Å strain, (d) 0.48 Å/Å strain 

5.4.3. Tensile along z axis :  

The response of C-S-H to a tension along the z direction is illustrated in Fig.5.8. The defects 

are visible in the interlayer regions as soon as the strain reaches a value of only 0.063 Å/Å as 

shown in Fig.5.8.a. Many small defects can be seen in the same level of the interlayer region. 

As strain increases from 0.063 Å/Å to 0.09 Å/Å, the initial cracks grow very fast in the 

interlayer region as can see from Fig.5.8.b. At only 0.15 Å/Å tensile strain (fig.5.8.c), the box 

is almost separated in two halves that continue to move away from each other as strain 

increases as shown in Fig.5.8.d. The rate of the crack propagation and the rupture surface 
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geometry demonstrate the brittle behavior of the C-S-H system along the z direction. The 

“catastrophic” rupture mode along the z direction was also observed by D.Hou et al. [174]. 

 

Fig.5. 8: C-S-H tensioned along z axis at (a) 0.063 Å/Å strain, (b) 0.09 Å/Å strain, (c) 0.15 

Å/Å strain, (d) 0.24 Å/Å strain. 

5.5. Conclusion: 

      In this work, the structural and mechanical properties of C-S-H have been studied using 

MD methods. The realistic model of C-S-H was used to describe the C-S-H system and the 

structure of C-S-H was investigated. The contributions of pair interactions to the main peaks 

of the RDF were determined and coordination between atoms was studied. Elastic properties 

were evaluated using Stress-Strain relationship. The crack propagation was observed and the 

fracture mechanism was investigated. According to the rupture modes, C-S-H exhibits a 

ductile behavior in the x and y directions while the catastrophic rupture mode shows the 

brittle behavior of C-S-H in the z direction.
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Calcium-silicate-hydrates      
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6.1. Introduction  

 

      In this chapter, we provide an analysis on the molecular scale of the structural and 

mechanical strengthening of modified Calcium Silicate Hydrates (C-S-H) by embedding 

Fe2O3 nanoparticles. The nanoparticles size dependency of both interaction energy and 

bonding mechanism has been studied. Many systems of modified C-S-H by Fe2O3 

nanoparticles with sizes ranging from 2.1nm to 3.0nm were studied and the corresponding 

structural and mechanical properties were derived. Finally, the molecular structure evolution 

under tensile loading was examined in order to characterize the fracture mechanism of the 

nano-Fe2O3/C-S-H.  

6.2. Methods  

 

6.2.1. C-S-H model: 

We use the same C-S-H model as in chapter 5. More details about the model construction can 

be found in the literature [73,175,176]. 

6.2.2. Fe2O3 Nanoparticles: 

The Fe2O3 nanoparticles were spherically carved from a large bulk Hematite α-Fe2O3 

material. The α-Fe2O3 crystal information was found by Blake et al. [177] using X-ray 

methods. Under the condition of stoichiometry, some surface atoms were added and charges 

were rescaled using Electronegativity Equalization Method (EEM) [178]. The annealing 

procedure was then used to allow the surface atoms to find the best positions. Finally, the 

nanoparticles were relaxed in the NPT ensemble at 300 K and zero external pressure. Six 

nanoparticles with different sizes ranging from 1.9nm to 3.0nm were used in order to study 

the size effect of the inserted nanoparticles in the C-S-H matrix as shown in Fig.6.1. 
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Fig.6. 1: Fe2O3 nanoparticles with six different sizes 

 

6.2.3. Force Fields: 

  The REAXFF force field [28] was used to describe interactions between the C-S-H particles 

using the parametrization by Manzano et al.  [172]. REAXFF was also selected for 

transferability issues and we used the parameterization by Aryanpour et al. [179] to describe 

interactions in the Fe2O3 system. The interactions between oxygen and hydrogen atoms from 

C-S-H matrix and atoms of the Fe2O3 nanoparticles were defined by the REAXFF 

parametrized by Aryanpour et al.. In addition, the interactions between Si and Ca atoms from 

C-S-H and Oxygen atoms from Fe2O3 nanoparticles were defined by REAXFF. Finally, Si--

Fe and Ca--Fe short range interactions were defined by the Lennard-Jones potential 

parameterized by Rappé et al. [180]. This parameterization was also used by T.Wu et al. in 

order to study the properties of  CaO-SiO2-Al2O3-FeO slags [181]. 

6.2.4. Computational cell: 

    A fully relaxed 3x3x3 Calcium-Silicate-Hydrates (C-S-H) triclinic supercell containing 

13527 atoms with lattice parameters a=39.00 Å, b=54.23 Å, c=71.84 Å, α=89.92°, β=92.40° 

and γ=88.19°was used for C-S-H matrix (See Fig.6.2)  

 

 

 



 

103 

 

 

Fig.6. 2: C-S-H atomic structure 

To incorporate the nanoparticle in the C-S-H matrix, a spherical hole was gradually indented 

in the center of the 3
rd

 interlayer of the C-S-H structure by slightly pushing atoms backwards. 

Energy minimization was then performed on the resulted indented structures. Optimized C-S-

H system with a 2.4nm hole is shown in Fig.6.3 

 

 

Fig.6. 3: (YZ) slice of the indented C-S-H with a hole size of 2.4nm. 
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For each nanoparticle, the hole size was selected to have the smallest possible value that 

results in favorable interactions between C-S-H and the inserted nanoparticle. A triclinic 

system with the periodic boundary conditions was used to describe the NP/C-S-H composites. 

Fig.6.4 presents the (XY) slice of C-S-H modified by NP2-type nanoparticle: NP2/C-S-H 

structure. 

 

Fig.6. 4: (YZ) slice of the NP2/C-S-H structure. 

 

For all the nanoparticles, the equilibrium void size between C-S-H matrix and the 

nanoparticle was found to be about 1.5 Å. After energy minimization, the six structures were 

relaxed in NPT ensemble at 300 K and zero pressure for about 2.5ns with 0.25 fs timestep in 

order to reach the equilibrium state. Then, a MD simulation of 200ps in NVT ensemble was 

performed for data collection. The Large-scale Atomic/Molecular Massively Parallel 

Simulator (LAMMPS) [171] was used for the molecular dynamics simulations.  

We define the nanoparticle (filler) volume fraction ϕ in our simulations as  

  
    

      
    (6.1) 

Where R is the nanoparticle radius, < V > is the total average volume of the nanocomposite 

simulation box during NPT simulation and Nn is the number of  inserted nanoparticles in the 

simulation box. Volume fractions and the properties of the six inserted properties were 

summarized in Table 6.1. 
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Table 6.1 : Fe2O3 Nanoparticle sizes, number of atoms and Fe2O3/C-S-H volume ratio.  

 
size (nm) Number of atoms 

Volume fraction 

(%) 

NP-1 2.07 405 1.7 

NP-2 2.26 580 2.1 

NP-3 2.39 710 2.5 

NP-4 2.61 930 3.1 

NP-5 2.81 1160 3.9 

NP-6 2.98 1390 4.5 

 

 

At the end of the equilibration process, the neighboring environment of Fe2O3 nanoparticles is 

modified. For instance, the atomic structure of the NP2-type nanoparticle and neighboring C-

S-H atoms at the beginning and at the end of the hybrid structure relaxation is shown in 

Fig.6.5 We can see that at the end of the simulation, C-S-H atoms come closer to the 

nanoparticle surface and space between the nanoparticle and  C-S-H is clearly reduced.   

 

Fig.6. 5: C-S-H neighboring atoms of  Fe2O3 NP2-type nanoparticle at: (a) The start of the 

structure relaxation. (b) The end of the structure relaxation. 
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6.3. Structural properties: 

 

6.3.1. Total energy: 

By choosing the smallest void size, structures were optimized and relaxed in room 

temperature conditions for about 2.5ns as shown in Fig.6.6. Then, the atomic energy of the C-

S-H/Fe2O3 composite is plot as a function of the inserted nanoparticle size in Fig.6.7. We see 

that the total energy decreases as the nanoparticle size increases. The density convergence of 

each structure was also reached as illustrated in Fig.6.8. We see that the density slowly 

increases as the space between the C-S-H matrix and the nanoparticle is gradually filled 

during the relaxation. Finally, the density of the composite system is plot as a function of the 

inserted nanoparticle size in Fig.6.9. 

 

Fig.6. 6: Total energy of NP/C-S-H structures during relaxation as a function of the 

equilibration time 
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Fig.6. 7: Total energy of Fe2O3/C-S-H as a function of the inserted nanoparticle radius 

 

Fig.6. 8: Density evolution of the NP/C-S-H structures during equilibration.  
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.  

Fig.6. 9: Density of Fe2O3/C-S-H composites as a function of the inserted nanoparticle radius. 

 

6.3.2. Interaction energy: 

The nonbonding interaction energy between the nanoparticle and C-S-H matrix at the end on 

the simulations was calculated according to the formula: 

                                  (6.2) 

Where                    and      are the nonbonding energies of the Fe2O3/C-S-H 

composite, C-S-H matrix and Fe2O3 nanoparticle respectively. In Fig.6.10, the negative non-

bonding interaction energy denotes an adhesive nature of interactions between C-S-H and the 

Fe2O3 nanoparticle that increases with the nanoparticle size. Indeed, as the inserted 

nanoparticle size increases, more atoms of the nanoparticle are located at the surface that 

connect with C-S-H atoms, which increases the number of non-bonding pairs between the 

nanoparticle and the C-S-H matrix.  
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Fig.6. 10: Non-bonding interaction energy between Fe2O3 nanoparticle and C-S-H matrix as a 

function of the inserted nanoparticle radius. 

Splitting up the non-bonging energy into short range Van der Waals (vdW) and long range 

electrostatic energy parts, we see from Fig.6.11 that the total interaction energy is mainly due 

to the vdW energy contribution. The small positive electrostatic energy contribution indicates 

repulsive long range forces between C-S-H and Fe2O3 nanoparticle that are largely offset by 

the attractive vdW short-range forces. The variation of interaction energy according to the 

nanoparticle size is mainly governed by that of vdW energy contribution while the 

electrostatic energy component is almost the same for all sizes of the inserted nanoparticles.  
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Fig.6. 11: Van-der-Waals interaction energy, Electrostatic interaction energy and total 

interaction energy of C-S-H/Fe2O3 as functions of the inserted Fe2O3 nanoparticle radius. 

 

In order to compare the number of non-bonding pairs between the two structures as an 

intensive property, the interaction energy was normalized by the volume of the inserted 

nanoparticle. We can see from Fig.6.12 that the number of nonbonding pairs per unit volume 

decreases as the nanoparticle size increases. The best normalized interaction energy is found 

for the smallest inserted nanoparticle of 1.03nm radius. 
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Fig.6. 12: Normalized Van-der-Waals interaction energy, Electrostatic interaction energy and 

total interaction energy of C-S-H/Fe2O3 as functions of the inserted Fe2O3 nanoparticle radius. 

 

6.3.3. Radial distribution function: 

In order to investigate the coordination correlations between atoms of the Fe2O3/C-S-H 

composite, we analyzed the radial distribution function (RDF). The radial distribution 

functions of C-S-H and Fe2O3/C-S-H modified structures were displayed in Fig.6.13. 
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Fig.6. 13: Radial distribution function of C-S-H and Fe2O3 modified C-S-H structures 

We can see that there is no major change in the RDF shape. However, one can notice that the 

peaks are sharper and more pronounced for the pure-CSH structure. In order to understand the 

origin of each peak, the atomic contribution to RDF were plot in Fig.6.14 where we compare 

the partial RDF pair contributions gAB(r) of pure C-S-H and modified Fe2O3/C-S-H structure 

with NP1 insertion type. Fig.6.15 shows a zoom of the main peaks of RDF contributions. We 

can see a small peak situated at 1.0 Å that appears in the NP1/C-S-H that originates from the 

contribution of Oxygen atoms from the Fe2O3 nanoparticle (Of) that bond with the Hydrogen 

atoms from the C-S-H surrounding matrix. A short and large peak appears at 2.1 Å that comes 

from the Fe-Of bonding in the Fe2O3 nanoparticle. We can see also another large peak at 2.58 

Å that originates from Fe atoms that associate with Oxygen atoms of the C-S-H matrix. 
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Fig.6. 14: RDF atomic contributions of: (a) Pure C-S-H.  (b) Fe2O3/C-S-H structure modified 

by the NP1-type Fe2O3 nanoparticle 
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Fig.6. 15: Major peaks of: (a) C-S-H pure structure. (b) NP1/C-S-H structures. 



 

115 

 

 

6.3.4. Bonding mechanism: 

To get more insights of the interfacial bonding between Fe2O3 nanoparticles and C-S-H 

matrix, the coordination number between Fe and oxygen atoms from the C-S-H matrix and 

between oxygen atoms of Fe2O3 nanoparticles Of and hydrogen atoms from the C-S-H 

surrounding matrix were calculated. Variations of the Si—O and O—H coordination numbers 

in C-S-H matrix induced by adding Fe2O3 nanoparticles were also evaluated. We see from 

Table 6.2 that Fe atoms coordinate with oxygen atoms of C-S-H near the surface of the 

nanoparticle while Table 6.3 shows that Of atoms of the nanoparticle coordinate with 

Hydrogen atoms from the C-S-H matrix. The iron atoms Fe located at the surface of the 

nanoparticle coordinate with hydroxyls (OH-) from the C-S-H matrix. As the nanoparticle 

increases, more Fe atoms from the nanoparticle form bonds with the Oh and Ow atoms with 

an average bond length of 1.97 Å and 1.83 Å respectively. However, the number of Fe---O 

pairs per unit volume decreases as the nanoparticle size increases which explains the 

decreasing tendency of  Fe---O coordination number in Table.6.2. This is consistent with the 

normalized interaction energy variation with respect to nanoparticle size. In addition, Fe 

atoms coordinate with oxygen atoms of the silica sheet (O and Ob types) while the Si—O 

total coordination number of 4 in pure C-S-H decreases as the nanoparticle size increases 

(Table 6.4). The Fe atoms act on the silica chain by attracting the outer oxygen of the chain. 

Thus, the Silica chain geometry is modified by the vicinity of the nanoparticle. The 

tetrahedral geometry of Si—O coordination is altered nearby the nanoparticle and an amount 

of oxygen atoms of the silica chains are trapped near the nanoparticle surface as we can see 

from Fig.6.16. 

Table 6.2 : The coordination number of Fe atoms and oxygen atoms of the C-S-H matrix 

 
C-S-H+NP1 C-S-H+NP2 C-S-H+NP3 C-S-H+NP4 C-S-H+NP5 C-S-H+NP6 

Fe-Ow 0.25 0.15 0.17 0.13 0.15 0.13 

Fe-Ob 0.11 0.06 0.05 0.07 0.04 0.06 

Fe-O 0.41 0.31 0.31 0.26 0.24 0.26 

Fe-Oh 0.50 
0.41 

 

0.40 0.35 0.30 0.31 

Total 1.27 0.92 0.93 0.81 0.74 0.76 
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Table 6.3 : The coordination number of Of atoms and Hydrogen atoms of the C-S-H matrix 

 

C-S-H+NP1 C-S-H+NP2 C-S-H+NP3 C-S-H+NP4 C-S-H+NP5 C-S-H+NP6 

Of-Hw 0.06 0.03 0.03 0.05 0.03 0.02 

Of-H 0.05 0.05 0.04 0.04 0.02 0.03 

Total 0.11 0.08 0.07 0.09 0.05 0.05 

 

Table 6.4: The coordination number of Si atoms and oxygen atoms of the C-S-H matrix 

  C-S-H 

C-S-

H+NP1 

C-S-

H+NP2 

C-S-

H+NP3 

C-S-

H+NP4 

C-S-

H+NP5 

C-S-

H+NP6 

Si-Ow 0.00 0.03 0.04 0.04 0.03 0.04 0.06 

Si-Ob 1.09 1.04 1.03 1.04 1.01 1.02 1.00 

Si-O 2.20 2.15 2.15 2.14 2.15 2.14 2.11 

Si-Oh 0.70 0.73 0.72 0.72 0.74 0.73 0.75 

Total 4.00 3.96 3.94 3.94 3.93 3.92 3.92 

 

Table 6.5: Coordination numbers of hydrogen atoms around oxygen atoms from water 

molecules and from hydroxyl groups of the C-S-H matrix. 

  C-S-H 
C-S-

H+NP1 

C-S-

H+NP2 

C-S-

H+NP3 

C-S-

H+NP4 

C-S-

H+NP5 

C-S-

H+NP6 

Ow-Hw 1.81 1.61 1.60 1.56 1.58 1.57 1.55 

Ow-H 0.03 0.09 0.10 0.1 0.11 0.10 0.11 

Total 1.84 1.70 1.70 1.66 1.69 1.67 1.66 

Oh-Hw 0.08 0.13 0.12 0.14 0.13 0.13 0.13 

Oh-H 0.97 0.91 0.91 0.89 0.88 0.89 0.86 

Total 1.05 1.04 1.03 1.03 1.01 1.01 0.99 
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Fig.6. 16: Snapshot of Oxygen atom trapped at the interface of Fe2O3 nanoparticle. 

 

In the other hand, Hydrogen atoms are attracted by outsider oxygen atoms of the nanoparticle 

(Of) (Table 6.3). As we can see from Table 6.5, H—O total coordination number in the C-S-H 

matrix decreases as the nanoparticle size increases. The Ow-Hw coordination number 

decreases the most compared to the other O-H coordination types. This indicates that water 

molecules H2O of the C-S-H interlayer dissociate to OH- hydroxyl ions and H+ protons in 

vicinity of the inserted nanoparticle.  The hydroxyl ions (OH-) coordinate with Fe atoms on 

the surface while the protons H+ bind with nearby surface oxygen of the nanoparticle Of 

according to the following mechanism: 

H2Ow  +   Of  →  OwH   +   OfH 

This bonding mechanism is also accompanied by the formation of hydrogen bonds between 

OfH and OwH as illustrated in Fig.6.17.a where the OwH is acceptor of the hydrogen bond. 

The water molecules also interact with the nanoparticle via hydrogen bond, donating the 

hydrogen bond to surface oxygen Of of the nanoparticle as shown in Fig.6.17.b. 
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Fig.6. 17: (a) Hydrogen bond between OHw and OfHw where OHw acts as an acceptor. (b) 

Hydrogen bond between water molecule and surface Oxygen Of where water acts as a 

donator. 

 

6.4. Dynamic properties: 

    In order to study the effect of the Fe2O3 nanoparticle insertion on the molecular mobility of 

atoms of the C-S-H matrix, the mean squared displacement (MSD) of hydrogen and oxygen 

atoms of water molecules and hydroxyls was calculated using the following expression: 

     
 

 
              

  
        (6.3) 

 

Where N is the total number of atoms, ri is position vector of particle i and ri(t) - ri(0) 

indicates the (vector) distance traveled by particle i. Then, self-diffusion coefficients of H, 

Hw, Oh and Ow atoms were deduced using Einstein equation: 

  
 

 
    →  

 

 
              

  
       (6.4) 

 

  MSD of the considered atoms is depicted in Fig.6.18 We can clearly see that hydrogen and 

oxygen atoms of water and hydroxyl groups have greater mobility in the Fe2O3/C-S-H 

composites compared to immobile atoms in pure C-S-H with a higher mobility as the particle 

size increases. This trend is consistent with previous observations related to interfacial 

interaction energy and interfacial bonding mechanism. The higher mobility of interfacial 

water molecules for larger nanoparticles results in weaker interfacial adhesion energy. 
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However, MSD increases slowly with time as MSD values do not exceed 8 Å
2
 and 3.5 Å

2 
for 

water atoms and hydroxyl atoms respectively in 200ps time interval.  

 

Fig.6. 18: Mean square displacement (MSD) of : (a) Hydrogen atoms of water molecules 

(Hw), (b) Oxygen atoms of water molecules (Ow), (c) Hydrogen atoms of hydroxyl groups 

(H) and (d) Oxygen atoms of hydrogen groups (Oh).  

 Water atoms of C-S-H matrix in the Fe2O3/C-S-H composites have the highest average 

diffusion coefficient with an increase from 1.3 x 10
-11

 to 6.4 x 10
-11

 m²/s for hydrogen atoms 

(Hw) and from 0.5 x 10
-11

 to 4.9 x 10
-11

 m²/s for oxygen atoms (Ow) as shown in Fig.6.19. 

The diffusion coefficients of hydroxyl groups atoms (H and Oh) increase at a lower rate as the 

nanoparticle size increases with a range of 0.8 x 10
-11

 - 2.7 x 10
-11

 m²/s for hydrogen atoms 

(H) and 0.3 x 10
-11

 - 1.2 x 10
-11

 m²/s for oxygen atoms (Oh) depending on the nanoparticle 

size. 
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Fig.6. 19: Diffusion coefficients of water and hydroxyl atoms in C-S-H matrix. 

6.5. Mechanical Properties 

6.5.1. Elastic constants: 

The stiffness tensor was calculated according to stress-strain relationship for the six 

nanomodified structures and compared with that of pure C-S-H in Table 6.6. An overall 

comparison of the different stiffness tensor components shows that the insertion of Fe2O3 

nanoparticles visibly reduces the resistance of the C-S-H material to deformation in the elastic 

regime.  

Table 6.6: The elastic constants of pure C-S-H and modified NP/C-S-H structures 

  CSH CSH+NP1 CSH+NP2 CSH+NP3 CSH+NP4 CSH+NP5 CSH+NP6 

C11 (GPa) 85.74 77.66 77.52 76.41 73.93 72.81 72.37 

C22 (GPa) 83.18 82.24 77.32 76.00 80.78 72.14 67.86 

C33 (GPa) 67.80 60.66 59.93 60.02 54.91 51.84 49.53 

C44 (GPa) 19.04 17.30 15.13 13.13 12.73 11.91 16.31 
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C55 (GPa) 18.72 14.96 13.45 16.71 13.28 14.30 14.59 

C66 (GPa) 31.27 26.07 24.93 23.89 25.64 24.56 23.05 

C12 (GPa) 45.31 44.53 41.23 41.53 40.11 36.37 34.99 

C13 (GPa) 26.49 27.33 25.55 30.22 23.74 22.01 20.69 

C23 (GPa) 27.01 28.68 26.38 30.23 27.07 25.38 24.44 

 

The elastic tensor can be used to calculate equivalent averaged mechanical properties. The 

bulk modulus (K) and shear modulus (G) were calculated according to the Voigt-Reuss-Hill 

approximation [131]. Then, the equivalent isotropic Young’s modulus (E) was approximated 

as follows: 

  
 

 

  
 

 

  

  (6.5) 

Comparing with pure C-S-H, we can see from Fig.6.20 that the calculated elastic moduli (E, 

K and G) are negatively affected by Fe2O3 nanoparticles insertion. Both Young’s and bulk 

moduli decrease as the nanoparticle size increases with a maximum reduction of 23% and 

20% respectively obtained with NP5 and the NP6 insertion types. The shear modulus is also 

reduced, but keeps a constant value around 18GPa for all sizes of Fe2O3 nanoparticles. 

Among the NP/C-S-H structure, the NP1 is found to give the best mechanical properties with 

reductions of 13%, 3% and 14% reduction of the Young’s, bulk and shear moduli respectively 

compared to pure C-S-H. This is consistent with the interfacial interaction energy variation 

with respect to nanoparticles size. The interfacial interaction energy and the number of non-

bonding pairs between C-S-H and the Fe2O3 nanoparticle decrease by increasing the 

nanoparticle, resulting in a decrease of the mechanical properties with respect to the size of 

inserted nanoparticles. 
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Fig.6. 20 : The Young’s modulus (E), Bulk modulus (K) and shear modulus (G) of pure C-S-

H and NP/C-S-H structures. 

 

6.5.2. Ultimate strength: 

By tensioning the pure and modified C-S-H structures, the ultimate strength along x, y and z 

directions were determined and compared in Fig.6.21. We can see that the ultimate strength 

along the x-direction and y-direction decrease according to the inserted nanoparticle size up to 

20% and 21% respectively. However, the ultimate strength along the z direction is clearly 

enhanced by inserting Fe2O3 nanoparticle with a maximum gain of 29% by the NP1 insertion 

type. 

C-S-H C-S-H +NP1 C-S-H +NP2 C-S-H +NP3 C-S-H +NP4 C-S-H +NP5 C-S-H +NP6 

Young modulus E  58.16 50.56 48.09 47.06 46.19 44.74 46.07 

Bulk modulus K  47.39 45.76 43.68 45.55 42.20 39.42 37.82 

Shear modulus G  22.45 19.21 18.26 17.72 17.53 17.07 17.76 
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Fig.6. 21: The ultimate strengths along the x, y and z direction of pure C-S-H and NP/C-S-H 

structures 

6.5.3. Failure mode: 

The molecular structure of 1NP/C-S-H was observed at different stages of deformation in the 

plastic phase during the stretching process along x,y and z axes. 

6.5.3.1. Tensile along x axis: 

  In the elastic phase, strain is taken up by the calcium and silicate chains that are lengthened 

along x-direction. After the yield point, defects appear in the interlayer region as we can see at 

0.2 Å/Å strain in Fig.6.22.b. The small cracks rapidly propagate into neighboring calcium 

silicate sheets as it is illustrated at 0.4 Å/Å strain in Fig.6.22.c. Finally, cracks combine 

together to form the rupture surface that slips through the interface between the nanoparticle 

and C-S-H matrix as shown in Fig.6.22.d. Consequently, interactions between the Fe2O3 

CSH CSH+NP1 CSH+NP2 CSH+NP3 CSH+NP4 CSH+NP5 CSH+NP6 

σx 4.05 3.52 3.37 3.25 3.24 3.27 3.24 

σy 3.83 3.39 3.33 3.16 3.00 3.03 3.06 

σz 1.46 1.88 1.67 1.58 1.83 1.85 1.86 
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nanoparticle and C-S-H matrix are highly weakened, which leads to the separation of the 

composite into two parts soon after 0.5 Å/Å strain. It is important to see here that the Fe2O3 

nanoparticle doesn’t take up the deformations at the plastic stage as interactions are weakened 

at the interface zone between C-S-H matrix and the Fe2O3 nanoparticle.  

 

Fig.6. 22: (XZ) slice of 1NP/C-S-H structure tensioned along  x direction at : (a) 0 strain, (b) 

0.2 Å /Å strain, (c) 0.4 Å /Å strain and (d) 0.5 Å /Å. 

6.5.3.2. Tensile along y axis: 

 The response of 1NP/C-S-H composite to tensile along y direction is similar to that along x 

direction. Right after the yield point, damage of the structure starts with small defects in the 

interlayer region, most are located in vicinity of the nanoparticle as we can see at 0.15 Å/Å in 
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Fig.6.23.b The interactions between Fe2O3 nanoparticle and C-S-H are thus weakened and 

cracks grow in the interface zone as it is illustrated at 0.2 Å/Å in Fig.6.23.c and propagate into 

neighboring calcium silicate sheets as the strain increases from 0.2 Å/Å to 0.4 Å/Å 

(Fig.6.23.d) where the total failure of the structure is almost reached. In contrast with tensile 

along x direction, cracks are mostly initiated in the interface between the nanoparticle and C-

S-H matrix as soon as the yield point is reached, leading to a rapid crack propagation with a 

tangent rupture surface to the nanoparticle surface at the end of the tensile test. 

 

Fig.6. 23: (XZ) slice of 1NP/C-S-H structure tensioned along y direction at: (a) 0 strain, (b) 

0.15 Å /Å strain, (c) 0.2 Å /Å strain and (d) 0.4 Å /Å. 

6.5.3.3.  Tensile along z direction: 

  For tensile along z-direction, the 1NP/C-S-H exhibits a different failure mode. The defects 

appear at an early stage of deformation as the yield point corresponds to 0.07 Å/Å strain 

approximately. Fig.6.24.b shows the small cracks at 0.08 Å/Å strain, initiated in the first 

interlayer above the nanoparticle position, that immediately propagate in the same interlayer 

zone as shown in Fig.6.24.c The interaction of the nanoparticle with upper atoms of C-S-H 
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matrix in vicinity of the crack surface resists to crack propagation which slightly puts off the 

ultimate failure of the structure as illustrated in Fig.6.24.d. Ultimately, the composite is split 

into two parts right after 0.17 Å/Å strain.  

 

Fig.6. 24: (YZ) slice of 1NP/C-S-H structure tensioned along z direction at: (a) 0 strain, (b) 

0.08 Å /Å strain, (c) 0.12 Å /Å and (d) 0.17 Å /Å strain. 

   It is worth mentioning that in the case of tensile along x and y directions, the interlayer 

calcium atoms attempt to reconstruct the fractured calcium silicate chains, which slows down 

the crack propagation and sustains the plastic phase. The crack propagation in response to 

tensile along z direction, at variance with that along x and y directions, occurs in one 

interlayer and do not include the calcium silicate sheets region. Thus, the reconstruction 

mechanism is not observed, which explains the brittle failure mode of the composite along z 
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direction. However, the interaction of the nanoparticle with surrounding C-S-H atoms slightly 

holds the structure from attaining the ultimate failure that occurs at about 0.17 Å/Å for 

1NP/C-S-H composite against only 0.1 Å /Å for pure C-S-H. 

6.6. Conclusion:  

The mechanical response of Fe2O3/ C-S-H composites is clearly influenced by the Fe2O3 

nanoparticle size. The best mechanical properties are obtained for the smallest nanoparticle 

(2.1nm). As the NP1 type insertion gives the best surface interaction energy, the structure is 

more resistant to tensile along the three directions. The decrease of the effectiveness of Fe2O3 

nanoparticles in enhancing the mechanical strength of cement by increasing the Fe2O3 volume 

fraction was also reported in the literature [182]. Our results show noticeable enhancement (of 

33%) of the ultimate strength along z axis. However, the ultimate strengths along x and y 

directions are reduced by 13% and 11% respectively and the calculated mechanical properties 

(Bulk, Young’s and shear moduli) of the composites with the NP1 insertion still lower than 

pure C-S-H. The previous section only considers the size dependency of the mechanical 

performance of nano-modified C-S-H. The reported reduction of the mechanical properties 

may be attributed to the “non-uniform distribution” of nanoparticles inside the C-S-H matrix. 

The nanoparticle is inserted inside only one interlayer while the other interlayers are left non-

modified. This creates a local concentration of the Fe2O3 nanoparticles and thus an 

inharmonious distribution which weakens the whole composite structure. The density and the 

way nanoparticles are dispersed in the C-S-H matrix strongly affect the behavior of the 

composite. Experimental studies have shown that unsuitable dispersion of nanoparticles 

causes the reduction of the mechanical strength of cement and mortar [102,103]. 
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7.1. Introduction:  

  In the previous chapter, we have only considered the size dependency of the mechanical 

performance of nano-modified C-S-H. The reported reduction of the mechanical properties 

may be attributed to the “non-uniform distribution” of nanoparticles inside the C-S-H matrix. 

The nanoparticle is inserted inside only one interlayer while the other interlayers are left non-

modified. This creates a local concentration of the Fe2O3 nanoparticles and thus an 

inharmonious distribution which weakens the whole composite structure. The density and the 

way nanoparticles are dispersed in the C-S-H matrix strongly affect the behavior of the 

composite. Experimental studies have shown that unsuitable dispersion of nanoparticles 

causes the reduction of the mechanical strength of cement and mortar [102,103]. In this 

chapter, a major emphasis is placed on the effect of the distribution uniformity of the Fe2O3 

nanoparticles inside the C-S-H matrix on the mechanical response of nano-Fe2O3/C-S-H 

composite 

7.2. Model construction: 

To study the effect of “well-dispersed” Fe2O3 nanoparticles on the mechanical response of the 

Fe2O3/C-S-H composite, we uniformly inserted four nanoparticles in the C-S-H matrix. In this 

study, we selected the NP1 nanoparticle type as it gives the best adhesion and mechanical 

properties as we have shown in the previous chapter (Chapter 6). According to experimental 

studies, excessive nanoparticles content can negatively affect the overall mechanical response 

of the composite [182]. In order to keep the content of the Fe2O3 nanoparticles lower than 5% 

volume fraction, a larger 5x5x3 C-S-H supercell (65.4 Å x 90.4 Å x 71.1 Å )  of 37575 atoms 

was considered for this type of insertion. Then, we have adopted the same indention method 

as before to create space for the inserted nanoparticles. To avoid the nanoparticles 

overlapping and to maximize the distance between the nanoparticles, the four inserted 

nanoparticles were distributed as follows: 

 Two voids were indented in both the 2
rd

 and 4
th

 interlayers of the C-S-H matrix with 

positions z2= 19.2 Å and z4= 43.7 Å.  

 In each interlayer, the two nanoparticles are separated by a center-to-center distance of 

45 Å along y direction with positions of y1=22.5 Å and y2=67.5 Å respectively.  

 The nanoparticles occupy the center of the interlayer in x direction with a position 

x0=32.7 Å.   
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Finally, the relaxed structure at room temperature is presented in Fig.7.1 

 

Fig.7. 1: The structure of the C-S-H matrix containing four Fe2O3 nanoparticles of type NP1.  

 

7.3. Mechanical properties: 

Tensile tests were performed along the three axes (x,y and z) and stress-strain curves were 

obtained for pure C-S-H, 1NP/C-S-H and 4NP/C-S-H composites that refer for C-S-H 

modified by one inserted Fe2O3 nanoparticle and four inserted Fe2O3 nanoparticles 

respectively. All tensile tests were carried out through gradual elongation at a strain rate of 

0.007/ps 

 

7.3.1. Tensile loading:  

Fig.7.2 represents the stress-strain evolution in response to uniaxial tensile along x axis. 

Observing the curves slopes in the elastic phase, we can see that the 4NP1 insertion type 

clearly enhances the Young’s modulus along x axis of the C-S-H matrix, contrary to 1NP1 

insertion type that results in a slight reduction of the Young’s modulus along x axis. However, 

the ultimate strength of both 1NP/C-S-H and 4NP/C-S-H composites still lower than that of 

pure C-S-H with a 13% and 9% reduction respectively. The behavior of the three structures is 
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quite different in the plastic regime. Compared to pure C-S-H, stress decreases rapidly after 

the yield point (at about 0.11 Å / Å strain) for 1NP/structure indicating a reduction of the 

material ductility along x direction. On the other hand, a small reduction of stress is observed 

after the yield point for 4NP/C-S-H followed by stress landing, which is a clear indication of 

enhanced ductility of the composite.  

 

Fig.7. 2: The stress-strain curves of C-S-H, 1NP/C-S-H and 4NP/C-S-H tensioned along x 

axis. 

 

The stress-strain curves corresponding to tension along y axis are shown in Fig.7.3. By 

observing the elastic phase, Young’s modulus in y direction is the highest for 4NP/C-S-H 

structure whereas it is slightly reduced by 1NP1 insertion type. However, unlike tension along 

x axis, 4NP1 gives rise to higher yield point compared to 1NP1 insertion type with almost the 

same ultimate strength magnitude of pure C-S-H (about 3.85 GPa). After the yield point at 

0.11 Å/Å, stress starts to slowly decrease and a large plastic phase is observed, suggesting 

great ductility of 4NP1/C-S-H in y direction. 
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Fig.7. 3: The stress-strain curves of C-S-H, 1NP/C-S-H and 4NP/C-S-H tensioned along y 

axis. 

In z direction, the stress-strain curves corresponding to tensile loading of the three structures 

are shown in Fig.7.4.  Here, we see that both nanoparticle insertion modes enhance the stress 

strength along z axis by 34% and 110% for 1NP/C-S-H and 4NP/C-S-H respectively 

compared to pure C-S-H. Nevertheless, the response to tension is quite different comparing 

1NP/C-S-H and 4NP/C-S-H composites. Even if stress drops more slowly to zero after 

reaching the yield point for 1NP/C-S-H compared to pure C-S-H, the structure ductility along 

z axis remains relatively poor. The 4NP/C-S-H exhibits higher resistance in the elastic phase 

and remarkable ductility in the plastic phase along z axis. The stress continues to increase 

after the yield point from 2.38 GPa at 0.09 Å/Å strain to 3.05 GPa at 0.4 Å/Å strain 

suggesting a structural hardening of the composite. Finally, stress starts to decrease slowly 

indicating the starting point of the material damage.  
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Fig.7. 4: The stress-strain curves of C-S-H, 1NP/C-S-H and 4NP/C-S-H tensioned along z 

axis. 

7.3.2. Elastic Tensor: 

According to stress-strain relationships in the elastic phase, components of the elastic tensor 

of 4NP/C-S-H were determined and compared with those of pure C-S-H in Table 7.1. We can 

see that all components of the elastic tensor are enhanced with an average of 24% indicating a 

stiffer composite material. The elastic tensor can be used to calculate equivalent averaged 

mechanical properties. The bulk modulus (K) and shear modulus (G) were calculated 

according to the Voigt-Reuss-Hill approximation [141]. Then, the equivalent isotropic 

Young’s modulus (E), indentation modulus and Poisson ratio (ν) were approximated as 

follows: 

  
 

 

  
 

 

  

      (7.1) 
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     (7.3) 

 

The universal elastic anisotropy index A
u
, used to quantify the elastic anisotropy of the 

composites, is calculated from the Voigt and Reuss upper and lower bounds of bulk and shear 

moduli  [141]: 

    
  

  
 

  

  
     (7.4) 

Table 7.1: Elastic constants of 4NP/C-S-H and pure C-S-H. 

 
C-S-H C-S-H + 4NP1 Enhancement % 

C11 (GPa) 85.74 104.13 21.45 

C22 (GPa) 83.18 106.39 27.90 

C33 (GPa) 67.8 79.49 17.24 

C12 (GPa) 45.31 55.85 23.26 

C13 (GPa) 26.49 38.45 45.15 

C23 (GPa) 27.01 38.84 43.80 

C44 (GPa) 19.04 19.84 4.20 

C55 (GPa) 18.72 23.74 26.82 

C66 (GPa) 31.27 33.49 7.10 

 

The calculated mechanical properties were deduced from the elastic constants in Table 7.2. 

All elastic properties of C-S-H were improved by the 4NP insertion. Higher bulk modulus of 

4NP/C-S-H means that the composite is about 28% more resistant to uniform pressure. By 

comparing the Young’s modulus, we can see that the composite can also withstand higher 

uniaxial stress for the same amount of strain, making the 4NP/C-S-H modified material 15% 

stiffer that pure C-S-H. The larger shear modulus indicates higher rigidity (of about 13%) 

compared to pure C-S-H. In addition, the enhanced indentation modulus is an indicator of 

higher hardness of the 4NP/C-S-H composite. The well distributed nanoparticles reduce the 

anisotropy of C-S-H as the universal anisotropy index [4] decreases from 0.29 for pure C-S-H 

to 0.23 for 4NP/C-S-H. Finally, the Poisson ratio is almost unaffected by the 4NP insertion 

mode. 
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Table 7.2 : : Bulk modulus (K), shear modulus (G), Young’s modulus (E), indentation 

modulus (M), Universal anisotropy index (A
U
) and  Poisson ratio (ν) of pure C-S-H and 

4NP1/ C-S-H composite. 

  C-S-H 4NP1/C-S-H Enhancement (%) 

K (GPa) 47,39 60,57 27,81 

G (GPa) 22,45 25,4 13,14 

E (GPa) 58,16 66,84 14,92 

M (GPa) 63,72 74,26 16,54 

A
U
 0,29 0,23 - 

ν 0,3 0,32 - 

 

7.3.3. Crack Development: 

During the stretching process, structural changes can be observed as strain increases. For a 

better understanding of the structure strengthening by the 4NP insertion mode, we analyzed 

the molecular structure evolution in response to tension along the three directions. 

7.3.3.1. Tension along x axis: 

Fig.7.5 shows the 4NP/C-S-H tensioned along the x direction at different stages of 

deformation. The calcium silicate sheets take up the strain by gradually extending in the 

loading direction at the elastic phase. Once the yield point is reached, small voids start to 

show only in the interlayer region and grow while increasing strain as illustrated in Fig.7.5.b 

corresponding to 0.2 Å/Å strain. The appearance of voids in the interlayers corresponds to the 

stress drop in the stress-strain curve (Fig.7.2) after the yield point. As strain increases, 

calcium silicate chains are broken, cracks propagate into the calcium silicate sheets and 

connect together to form bigger cracks as shown in Fig.7.5.c. The rupture of the structure is 

slowed down by the penetration of interlayer calcium atoms (Cw) in calcium silicate sheets to 

bridge the broken chains. Nevertheless, the temporal reconstruction mechanism by Cw atoms 

doesn’t stop the crack from propagating in the normal plane to the loading direction as we can 

see from Fig.7.5.d at 0.5 Å/Å until complete failure of the composite.  
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Fig.7. 5: 4NP/C-S-H structure tensioned along x axis at : (a) 0 strain, (b) 0.2 Å/Å strain, (b) 

0.4 Å/Å strain and (d) 0.5 Å/Å strain. 

It is important to see here that cracks are localized in a small region in x direction that first 

propagate in the interlayer region along y direction and then, along the z direction by breaking 

the calcium silicate chains as strain increases. In order to understand the role that plays the 

inserted nanoparticles in response to tensile loading along x axis, we have observed the (XZ) 

slice at the first nanoparticles level (y1=22.5 Å) at different strain stages as shown in Fig.7.6. 

At the beginning of the structure damage (Fig.7.6.a), voids are initiated in the interlayer 

region close to the composite surface. As strain increases, small cracks grow into neighboring 

calcium silicate sheets and coalesce to form a rupture surface that is normal to the x direction 

as shown in figures from Fig.7.6.b to Fig.7.6.f.  The reconstruction mechanism by Cw of the 

broken calcium silicate sheets is demonstrated in Fig.7.6.e The rest of the structure containing 

nanoparticles is slightly altered. In this region, the strain is carried by the calcium silicate 

chains reordering and the nanoparticles stretching in the x direction as shown in Fig.7.6.f. The 

region is then preserved from cracking due to the nanoparticles stiffness and their strong 

interactions with surrounding C-S-H atoms.    
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Fig.7. 6: (XZ) slice of 4NP/C-S-H tensioned along x axis at strain: (a) 0 strain, (b) 0.16 Å/Å 

strain, (c) 0.2 Å/Å strain, (d) 0.33 Å/Å strain, (e) 0.4 Å/Å strain, (f) 0.5 Å/Å strain. 

7.3.3.2. Tension along y axis: 

Fig.7.7 shows the 4NP/C-S-H at the beginning and at the end of the tensile test along y axis. 

We can see that the structure exhibits a necking phenomenon, which is a characteristic of 

ductile materials such as metals. At 1.0 Å/Å strain, the necking region occurs in two cross 

sections; both correspond to the nanoparticles locations. In each necking zone, the two 
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nanoparticles are covered by the C-S-H atoms suggesting a very strong adhesion between the 

nanoparticles and C-S-H matrix that exceeds the stretching work. 

 

Fig.7. 7: Molecular structure of 4NP/C-S-H tensioned along y axis at: (a) 0 strain; (b) at 1.0 

Å/Å strain 

 In order to get further insights about the structural deformation of the global system and the 

local nanoparticles neighboring zone, we have examined the (YZ) slice of the structure at 

different stages of the stretching process as shown in Fig.7.8. Soon after reaching the yield 

point at 0.11 Å/Å, small defects start to appear in the calcium silicate chains located away 

from the nanoparticles. Small symmetric voids are observed at 0.2 Å/Å strain located at the 

farthest calcium silicate chain from the nanoparticles (Fig.7.8.b). The stress reducing in the 

stress-strain curve after reaching the yield point is accompanied by the crack propagation in 

nearby calcium silicate sheet as we can see at 0.5 Å/Å strain. The crack growth is slowed 

down by the atoms rearrangement in the calcium silicate sheets and by the interlayer calcium 

motion that attempt to bridge the defective chains. The cracks continue to propagate along 

±45° from the tension direction towards the center of the structure circumventing the 

nanoparticles. Finally, Fig.7.8.d shows the final tension stage corresponding to 1.0 Å/Å where 
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cracks are developed almost symmetrically in calcium silicate sheets to form the necking 

region as it was noticed before. The nanoparticles are elongated along the y direction and 

adopt progressively the ellipsoidal shape. The neighboring C-S-H atoms are little affected by 

the tensioning process as cracks are formed from the outside-in. The geometry of the central 

region between the two necking zones is altered and interpenetrations between calcium-

silicate sheets and interlayer atoms are observed. However, the crack initiation zones and the 

propagation direction prevent the central calcium silicate chains from dissociation, which 

holds off the structure from splitting in two halves. 

 

Fig.7. 8: (YZ) Slice of 4NP/C-S-H structure during the tensile along y direction at: (a) 0 

strain, (b) 0.2 Å/Å strain, (c) 0.5 Å/Å strain and (d) 1.0 Å/Å strain   
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7.3.3.3. Tension along z axis: 

The structure damage in response to tensile along z direction is quite different from tensile 

along x and y axes. In the short elastic phase, strain is taken up by calcium silicate chains and 

nanoparticles. After reaching the elastic limit, small cracks are initiated in the interlayer 

region as we can see from Fig.7.9.a at 0.2 Å/Å strain generating “the structure opening” at the 

interlayer where nanoparticles are inserted. The cracks are initiated in the interlayer region 

outside the nanoparticle neighboring zone as shown in Fig.7.9.a’. As strain increases, Fe ---O 

bonds of the nanoparticles continue to withstand the strain, resulting in a structural hardening. 

On the other hand, neighboring Cw---O and hydrogen bonds, with much lower ability to take 

strain, easily break inducing defects in the interlayer region as illustrated in Fig.7.9.b and 

Fig.7.9.b’. The generated crack in the two interlayers propagates and the distance in the 

tensile direction between the separated sheets is increased as shown in Fig.7.9.c and 

Fig.7.9.c’. However, the structure is held together through the nanoparticles that are tightly 

bound to the C-S-H neighboring atoms, which prevents the structure from rupture. At this 

stage of deformation, cracks are also visible in the upper interlayer that start to grow and 

combine together very fast; which corresponds to the stress decreasing in the stress-strain 

curve after 0.4 Å/Å strain. Finally, the crack propagation in the upper interlayer results in the 

structure rupture as illustrated in Fig.7.9.d. It should be noticed that the deformed structure 

doesn’t exhibit a necking effect in the z direction as it was observed for tensile in the y 

direction. Here, the fracture surface includes also the normal region to the loading direction 

between nanoparticles as we can see from Fig.7.9.d’; which generates a voided defective 

region between the nanoparticles. In the case of loading along y direction, the normal region 

to loading direction between nanoparticles is not fractured, and then the pair of nanoparticles 

together with surrounding C-S-H atoms form the “neck region” of the final deformed 

structure. The observed difference is due to the composition of the normal region and to the 

loading direction between the nanoparticles. In the case of the y direction, this corresponds to 

the narrow region made of the calcium and silicate chains that strongly interact with the two 

nanoparticles from each side. For tensile along z axis, the normal region between the pair of 

nanoparticles in y direction is situated in the “weak” interlayer region where hydrogen bonds 

and Cw---O bonds are unstable and easy to break.  
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Fig.7. 9: The 4NP/C-S-H structure and the corresponding (YZ) slice tensioned along z axis at: 

(a) and (a’) 0 strain, (b) and (b’) at 0.2 Å/Å; (c) and (c’) 0.4 Å/Å; (d) and (d’) 1.0 Å/Å 
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7.4. Conclusion: 

 

    The 4NP insertion mode has an important influence on the mechanical response to tensile 

of modified C-S-H by Fe2O3 nanoparticles. Not only are the mechanical properties in the 

elastic phase enhanced by about 24% at average, a great ductility is also observed in the 

plastic phase. The tensile failure exhibits different failure modes depending on the loading 

direction. Most remarkably, the necking effect is observed in response to tensile along y axis 

which is a characteristic of ductile materials such as iron based materials. This is due to the 

iron oxide nanoparticles distribution in the normal plane to y axis ((XZ) plane). In each level 

(y1=22.5 Å and y2=67.5 Å ), the two nanoparticles are fairly close to each other along the z 

axis,  highly interact with each other and with the surrounding C-S-H atoms, which create a 

very strong region and amplifies the resistance to tensile loading. Thus, the crack propagates 

only outside the interaction zone “circumventing the nanoparticles”. As for z axis tensile, the 

response is quite different, no necking effect is observed. This can be also explained by the 

nanoparticles distribution in the normal plane to z axis. At each z level (z2= 19.2 Å and z4= 

43.7 Å), the two nanoparticles, with a separation distance of 24 Å along the y direction, have 

separate interaction zones. Moreover, the inter-region between the nanoparticles is situated in 

the interlayer region that is considered as the most fragile zone of the material towards tensile 

loading. Consequently, the cracks are initiated in the interlayer region outside each 

nanoparticle interaction zone and propagate along the normal plane to the loading axis. The 

cracks, however, cannot grow into the nanoparticles, which prevent the material from a fragile 

failure as it is the case for pure C-S-H. Finally, for tension along x direction, the failure 

surface is located close to the structure surface away from the nanoparticles influence zone. 

The cracks are initiated in the interlayers at the same x level, and gradually propagate into the 

calcium silicate sheets until complete rupture of the material. However, no crack propagation 

is observed in the rest of the structure. Again, this is likely due to the nanoparticles 

distribution. Along the x direction, the four nanoparticles are located at single x level (x0=32.7 

Å), reducing the nanoparticle strengthening region along the x direction. Thus, the farthest 

region from the nanoparticles quadruplet is found vulnerable towards stretching along the x 

axis. Subsequently, the insertion of another set of nanoparticles in a second x level may 

enhance the ductility of the composite along x direction and the necking phenomenon can 

happen in response to tensile along x direction. This analysis demonstrates that the 

nanoparticles distribution highly affects the ductility and the failure mode of the material. 
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 This thesis work presents a theoretical study of modified Calcium-Silicate-Hydrate (C-S-H) 

by Fe2O3 nanoparticles. The driving motivation behind this study is to harness the potential of 

nanotechnology approaches to develop sustainable cementitious materials with exceptional 

performance and novel functionalities. According to experimental studies, modification of 

cement based materials (cement paste, mortar, concrete…) by Fe2O3 nanoparticles were found 

to exhibit superior mechanical properties and “self-sensing” capacities. In this study, we 

provide an atomic scale study of nanomodified (C-S-H), the main phase of hydrated cement 

responsible for the strength and durability properties of cement-based materials. 

 In order to get more insights into the Portland cement main phases (alite and belite) that react 

with water to form C-S-H, we have used ab initio calculations in the framework of the 

Density Functional Theory within the pseudopotential formalism to study the structural, 

mechanical and electronic properties along with the reactive sites of alite and belite. First, we 

have investigated the ground state properties of the predominant cement phase, Tricalcium 

Silicate C3S or alite [153]. The performance of the used DFT functional was tested by 

considering other revised versions of PBE functional. The elastic behavior of alite was 

characterized according to the tricilinic crystal symmetry of the material. The calculated 

mechanical properties were found to be in excellent agreement with the experiment and other 

theoretical studies. In order to characterize the reactive sites under electrophilic and 

nucleophilic attacks, we have analyzed the Local Density of states (LDOS) of the valence 

band maximum (VBM) and the conduction band minimum (CBM) using the Fukui function 

based on the Frontier orbital theory. Results have shown two oxygen types Os and Oc such as 

Os are potentially unreactive while Oc are expected to be highly reactive under electrophilic 

attacks, for instance H
+
. Moreover, the LDOS analysis of CBM suggests that calcium atoms 

are susceptible to be active under nucelophilic attacks (e.g. OH- anion). Then, we have 

studied the second major phase of Portland cement: Dicalcium Silicate C2S or belite using 

first-principle methods [183]. Two polymorphic forms were considered, the γ-belite and β-

belite. By analyzing the reactive sites distribution under nucleophilic and electrophilic attacks, 

results showed a noticeable difference between the two belite phases regarding the reactive 

sites distribution. The uniformly distributed LDOS of VBM may explain the non-reactivity to 

water of γ-belite; while the highly located LDOS of VBM around four oxygen atoms 
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(between 16 atoms) indicates high reactivity areas to undergo electrophilic attacks. Our results 

are in agreement with the observed high water reactivity of β-belite compared to γ-belite. On 

the other hand, our calculations show very slight effect of the belite polymorphism on 

mechanical properties. In particular, the elastic behavior of γ- and β-belite shows important 

similarities regarding the elastic parameters obtained for the two belite phases. 

 Understanding the C-S-H structural features and the corresponding mechanical behavior at 

the nanoscale is significantly important in order to efficiently enhance its performance. Thus, 

we have analyzed the structural and mechanical properties of C-S-H using molecular 

dynamics methods [184]. The used C-S-H molecular model was based on the “realistic 

model” by Pellenq et al. that has proven its great capabilities to predict structural and 

mechanical properties of C-S-H in consistency with the experiment. The REAXFF reactive 

and polarizable force field was selected to allow water dissociation into hydroxyls and to 

account for polarization effects using a geometry-dependent charge equilibration scheme. 

Through analyzing the radial distribution function, we have studied the pair interactions and 

the coordination patterns between atoms in the interlayer and intralayer regions in order to get 

more insights into the complex C-S-H nanostructure. Then, elastic properties were evaluated 

using Stress-Strain relationship and stiffness tensor was completely determined.  A particular 

attention was paid to the characterization of the mechanical response of C-S-H to loading by 

studying the elastic, plastic and failure behaviors. For the three tensile axes, initial defects are 

spotted in the interlayer regions. However the crack propagation is rather different depending 

on the axis of tensile. The cup-and-cone failure surface shows the ductile feature of C-S-H in 

the x and y directions while the catastrophic rupture mode confirms the brittle feature of C-S-

H in the z direction. 

 After examining the C-S-H structure at the atomic scale, we have prepared the Fe2O3 

nanoparticles using Electronegativity Equalization Method (EEM), annealing and relaxation 

techniques. The Fe2O3 nanoparticles were therefore inserted by gradually indenting the 

median C-S-H interlayer without having to change the chemical composition of C-S-H. 

Interactions were mainly defined through REAXFF force field for transferability issues. The 

obtained structure was optimized and fully relaxed until convergence was reached. The 

energy analysis vouches for a favorable interaction between the Fe2O3 inserted nanoparticle 

and the surrounding C-S-H matrix. Nanoparticles with different diameters ranging from 2.1 

nm to 3.0 nm were selected to analyze the size effect on interactions between the inserted 

nanoparticles and C-S-H matrix. Results show that the smallest nanoparticle (NP1) gives the 
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best adhesion with C-S-H and the highest mechanical performance. Even if the ultimate 

strength was enhanced by 33% along the z direction via NP1 insertion-type, the calculated 

mechanical properties (Bulk, Young’s and shear moduli) of the composites were still behind 

those of plain C-S-H. In this thesis part, we have only considered the size dependency of the 

mechanical performance of nanomodified C-S-H.  The density and the way nanoparticles are 

dispersed in the C-S-H matrix were not taken into account. The reported reduction of the 

mechanical performance may be then attributed to the “non-uniform distribution” of 

nanoparticles inside the C-S-H matrix. The nanoparticle was inserted inside only one 

interlayer while the other interlayers were left non-modified. This creates a local 

concentration of the Fe2O3 nanoparticles and thus an inharmonious distribution which 

weakens the whole composite structure.  

  To examine the effect of the distribution uniformity of the inserted Fe2O3 nanoparticles 

inside C-S-H matrix, two insertion modes of nanoparticles inside the C-S-H matrix were 

compared in order to elucidate how nanoparticles distribution affects the mechanical response 

of the hybrid composite Fe2O3/C-S-H [185]. The structure with “well-dispersed” 

nanoparticles exhibits remarkable mechanical performance in both elastic and plastic regimes. 

Mechanical properties were enhanced with at least 24% increase compared to pure C-S-H. 

The strength of modified C-S-H with uniformly distributed Fe2O3 nanoparticles is 

substantially enhanced along the three directions. In the plastic phase, the “group effect” of 

inserted nanoparticles gives rise to higher ductility. Finally, the necking phenomenon and 

structural hardening were both observed in response to tensile loading, indicating a ductile 

failure mode of Fe2O3-reinforced C-S-H, and confirming the strong dependence of the 

mechanical behavior of nano-Fe2O3/C-S-H on the nanoparticles uniformity distribution.   

 In conclusion, this work provides an atomic scale study of the reinforcing mechanism of 

embedding Fe2O3 nanoparticles in the C-S-H matrix. A major emphasis was placed on the 

distribution uniformity impact on the mechanical performance of the nano-Fe2O3/C-S-H 

nanocomposite. The “group effect” of the inserted nanoparticles is a key factor for enhancing 

the overall ductility. The necking phenomenon may emerge as a result of the nanoparticles 

interconnection and their strengthening effect of the surrounded C-S-H region.  Moreover, a 

suitable dispersion of Fe2O3 is required not only to enhance the linear and non-linear 

mechanical behavior of cement based materials, but also to develop a conductive network 

inside the matrix material in order to provide cement based materials with self-sensing 

abilities. 
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