
Computational Modeling of Biomolecular Interactions

Marc F. Lensink

December 6th, 2017

Document for the obtention of the HDR
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2. SCIENTIFIC RESEARCH

2.1 Background
Whereas both sequence and structure space are being rapidly filled, the sampling of the interactome
remains sparse. Protein-protein interaction (PPI) is one of the key processes in cellular functioning.
Proteins involved in cellular signaling and regulation transiently bind other proteins to propagate a signal,
thereby forming an intricate network of PPIs. These processes are initiated at the membrane surface
and a significant portion of proteins in the cell are membrane-associated, accounting for as much as 30%
of all genomic sequences. But their lipidic environment plays a role that is to-date poorly understood.
In addition, the majority of proteins are glycosylated, with glycosylation playing such diverse roles as in
cellular adhesion, immunology, and protein folding and quality control.

2.2 Research activities
My main research activities are aimed towards the understanding at the molecular level of three types
of fundamental interactions governing these protein complexes, namely (i) protein-lipid interaction, (ii)
protein-carbohydrate interaction and (iii) protein-protein interaction.

My main expertise lies in molecular modeling and dynamics; through pragmatic and collaborative
research projects, I develop expertise in modeling of molecular recognition processes.

I am the team leader of the “Computational Molecular Systems Biology” group at the “Institute for
Structural and Functional Glycobiology” (UGSF). We develop applicable knowledge and technology in
the study of molecular recognition and dynamics, using primarily computational and crystallographic
techniques. We work at the interface of biology and physics, applying a combination of multi-scale
modeling approaches and structural biology techniques to relevant biological questions. With a natural
overlap between the various topics, our main axes of research are:

• Computational modeling and dynamics of biomolecular systems
• Structural biology of protein-carbohydrate interactions
• Protein interaction and regulatory networks
• Statistical physics of biomolecular interactions

I am an active member of the Bilille bioinformatics platform, with responsibilities in the Manage-
ment Bureau, in the organization of workshops and training courses, and in providing access to high-
performance computing resources.

In addition, I am a member of the CAPRI Management Committee, a key member in the organization
of prediction rounds, and the person responsible for the assessment of docking models.

2.3 Citation analysis
ResearcherID: A-1678-2008

Scopus ID: 8637947800
ORCID: 0000-0003-3957-9470

Total publications: 52
h-index: 18

Average citations per item: 25.2
Sum of times cited∗: 1 238

Citing articles∗: 977
∗without self-citations

(Data from Web of Science, September 2017)
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Papadopoulos A, Mousavifar L, Maes E, Oscarson S, Vergoten G, Lensink MF, Roy R, Bouckaert
J. Molecules 2017;22:E1101.

• “Mutation of Tyr137 of the universal Escherichia coli fimbrial adhesin FimH relaxes the tyrosine
gate prior to mannose binding”, Rabbani S, Krammer EM, Roos G, Zalewski A, Preston R, Eid S,
Zihlmann P, Prvost M, Lensink MF, Thompson A, Ernst B, Bouckaert J. IUCrJ 2017;4:7.

Page 6 of 98



Marc F. Lensink
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3. RESEARCH ACTIVITIES
A wealth of genomic information has recently become available and will continue to do so in the future.
The rapid development of high-throughput structural biology techniques will result in an exponential
increase of structural information to feed into (structural) systems biology projects. Whereas both se-
quence and structure space are being rapidly filled, the sampling of the interactome remains sparse.
This is the ideal time to invest in molecular modelling techniques in order to further develop computa-
tional techniques that are able to provide a reliable description of the recognition between interacting
entities.

Protein-protein interaction (PPI) is one of the key processes in cellular functioning. Proteins involved
in cellular signalling and regulation transiently bind other proteins to propagate a signal, thereby form-
ing an intricate network of PPIs. These networks are the core component of cellular functioning; by
transmitting a signal through these networks, the cell is able to respond to various external and internal
stimuli. Complex diseases like autoimmunity, diabetes and cancer result from deficiencies in such signal
transduction pathways.

PPI networks and most major processes in the cell are initiated at the membrane surface and a
significant portion of proteins in the cell are membrane-associated. In fact, membrane proteins account
for about 30% of all genomic sequences. Between their synthesis and delivery to the plasma membrane,
membrane proteins encounter a host of lipid environments, in all of which they have to adopt a stable
structure, but in some of which the protein is not supposed to show any functional activity.

In addition, the majority of proteins are glycosylated, with glycosylation occuring in the endoplasmic
reticulum, but also in the cytoplasm and nucleus. Glycosylation adds significant diversity to the pro-
teome, modifying both structure and dynamics. It serves various functions, going from protein folding
and quality control to cellular adhesion; yet no molecular (DNA) template exists for glycosylation.

My research activities are aimed at the development and application of advanced molecular mod-
elling and simulation techniques to study the process of molecular recognition, focusing primarily on
three types of fundamental interactions:

• Protein-protein interaction,
• Protein-lipid interaction,
• Protein-carbohydrate interaction.

I have experience in all aspects of molecular recognition, including protein-lipid, protein-carbohydrate
and protein-small molecule interaction. I am an expert in molecular dynamics simulation techniques and
have extensive expertise in the simulation of protein-lipid systems. In addition, I hold a key role in the
community-wide CAPRI protein-protein docking experiment.

The remainder of this document will briefly talk about the various modelling projects that I am or have
been involved in and finishes with a small outlook section. It would be impractical to include all relevant
publications, so I have decided to list the references and include only a few key ones in their entirety.
The interested reader is refered to the list of publications on page 6, or my full publication list, which can
be found on-line using any of the on-line ID’s listed on page 6.

3.1 The CAPRI protein docking experiment
Computational protein-protein docking is the procedure of producing a three-dimensional structure of the
complex, starting from the individual structures of the interacting proteins. The CAPRI protein docking
experiment is a community-wide effort aimed at the improvement of computational docking methods. It
does so by working in close collaboration with experimental scientists, who make their data available
to this community, in the fullest confidence and prior to publication. Participants in CAPRI are asked
to predict the three-dimensional structure of a protein complex; these predictions are then assessed in
a double-blind procedure against an unpublished and confidential (X-ray) target structure. Present-day
realistic scenarios often require a step of homology modeling prior to docking. The project is overseen by
a Management Committee; its members are listed in Table I. The commitee makes decisions concerning
CAPRI targets, the protocol for evaluating models, the planning of CAPRI assessment meetings, and
represents CAPRI at various scientific meetings.

The assessment protocol evaluates the prediction quality on the basis of interface accuracy and lig-
and positioning. When either of these two achieves a certain threshold quality, the prediction is labeled
as as being of “acceptable” quality. Higher threshold values lead to the labels “medium” or “high” quality.
Two rmsd-based quantities are thus calculated: the ligand rmsd (L-rms) is the backbone rmsd calculated

Page 10 of 98



Marc F. Lensink

Alexandre Bonvin Utrecht University, The Netherlands
Marc Lensink CNRS, France
Michael Sternberg Imperial College London, UK
Sandor Vajda Boston University, USA
Ilya Vakser University of Kansas, USA
Sameer Velankar European Bioinformatics Institute, UK
Zhiping Weng University of Massachusetts Medical School, USA
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Table I: Composition of the CAPRI Management Committee, as of April, 2013.

over the set of common residues after structural superposition of the receptor entities, and the interface
rmsd (I-rms) is the backbone rmsd over the common set of interface residues after structural superpo-
sitioning of these residues. An important third quantity whereby models are assessed is the fraction of
native contacts that is correctly predicted, or f (nat). These quantities together define the quality of a
prediction, following Table II.

Score f (nat) L-rms I-rms

∗ ∗ ∗ High ≥ 0.5 ≤ 1.0 OR ≤ 1.0
∗∗ Medium ≥ 0.3 < 1.0 − 5.0] OR < 1.0 − 2.0]
∗ Acceptable ≥ 0.1 < 5.0 − 10.0] OR < 2.0 − 4.0]

Incorrect < 0.1 > 10.0 AND > 4.0

Table II: Summary of the requirement for a model to be placed in any of the four
CAPRI model quality categories.

The experiment is illustrated in Figure 1, which depicts the prediction space of a given target. Fig. 1A
shows in dark and light blue cartoon representation the structure of target receptor in its unbound and
bound form, resp. Every single prediction is overlapped on this structure and the geometric center of the
ligand molecule depicted as a coloured sphere. For this target, most predicted models were incorrect,
and the colour of the sphere is yellow. A cluster of near-acceptable structures is located near the center
of the target ligand (shown as transparent surface), with predictions that are of acceptable quality or
better coloured other than yellow (here: shades of blue).

A B C

Figure 1: Representation of the prediction space for CAPRI Target 26. Bound
(cyan) and unbound (blue) receptor in cartoon, ligand in surface representation.
The dots indicate the ligand geometric centre, colored according to prediction qual-
ity. A: Predictor set, B: Uploader set, C: Scorer set. Scorers select decoys from
the Uploader set, which is an extension of the Predictor set, enriched in acceptable
solutions.

In addition to the submission of 10 models for evaluation, CAPRI participants are also invited to
upload a set of 100 models. Once submissions are closed, the uploaded models are shuffled and made
available to the participating groups as part of the CAPRI scoring experiment. The predictor groups, then
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called “scorers”, are invited to evaluate the uploaded models using the scoring function of their choice
and make a second submission. This submission is evaluated using the exact same criteria as were
used for the docking experiment. The prediction space of the scoring experiment is shown in Fig. 1.

CAPRI targets follow the demand of the experimentalists and as such represent a wide variety of
biological processes. The experiment now includes, besides docking and scoring of protein-protein
and protein-peptide interaction, the prediction of multi-component assemblies, protein-nucleic acid and
protein-polysaccharide binding, and the prediction of binding affinities and the positions of interfacial
water molecules. The CAPRI project gives a fair assessment of the performance of present-day protein
docking methods for the more difficult targets one may encounter and as such it provides an upper limit
of what can be expected from docking algorithms.

Figure 2: Number of participating research teams in CAPRI since its inception.
Predictor groups (blue bars) participate in the docking experiment, scorer groups
(red bars) participate in the scoring experiment, selecting models made available
by uploader groups (cyan bars), who form a subset of the predictor groups.

The number of research teams participating in the experiment lies around 100, of which a subset
of 25 to 45 participate in any given target, often involving several members of the same team (See
Fig. 2. Participants in CAPRI meet at a regulat basis at Evaluation Meetings; six of these meetings
have been held so far, the most recent ones in April 2013 (Utrecht, The Netherlands) and April 2016
(Tel Aviv, Israel). The latest two CASP installments (CASP11 2014 and CASP12 2016) have seen a
joint CASP/CAPRI prediction round and such is planned for CASP13 2018 as well. The CASP and
CAPRI Evaluation Meetings are accompanied by dedicated issues of the journal Proteins. CAPRI and
CASP have catalyzed the development of protein structure prediction algorithms and together define the
standard in protein-protein docking and protein structure prediction.
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• Marcu et al, Proteins 2017;85:445
• Lensink and Wodak, Proteins 2017;85:359
• Janin et al, in: Reviews in computational chemistry Vol. 28, Wiley
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• Hou et al, PLoS One 2016;11:e0155251
• Lensink et al, Proteins 2016;84 Suppl 1; 323
• Lensink and Wodak, Proteins 2014;82:3163
• Lensink et al, Proteins 2014;82:620
• Lensink and Wodak, Proteins 2013;81:2082
• Lensink and Wodak, Proteins 2010;78:3085
• Lensink and Wodak, Proteins 2010;78:3073
• Lensink and Méndez, Curr Pharm Biotechnol 2008;9:77
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3.2 Protein-lipid interaction studies
Identification of specific lipid-binding sites in integral membrane proteins

Protein-lipid interactions are increasingly recognized as central to the structure and function of mem-
brane proteins. However, with the exception of simplified models, specific protein-lipid interactions are
particularly difficult to highlight experimentally.

In this study, we have used molecular modelling and dynamics to characterize a specific protein-lipid
interaction between lactose permease (LacY) and phosphatidylethanolamine, or PE. LacY is a paradigm
for the major facilitator superfamily (MFS) that represents as much as 25% of all membrane transport
proteins, with over 15,000 sequence members identified to date.

By carefully positioning the protein in a selection of lipid matrices and performing molecular dynamics
simulations, we identified a specific protein-lipid interaction in LacY between Asp-68 and PE by inves-
tigating the existence of lipid-mediated salt bridges of LacY embedded in five different lipid matrices.
Our simulations show a consistent and strong hydrogen bond between (non-, mono-, and dimethylated)
POPE amine groups and Asp-68 that is significantly weaker in the case of PC (phosphocholine). In
every instance, the bond is formed to a free hydrogen of the amine group with the speed of formation
being inversely related to the degree of methylation.

The results have high significance: it is the first computational study ever to highlight a specific
protein-lipid interaction, showing unambiguously a persistent interaction between a PE lipid and con-
served residues of the protein. In addition, the study has led to significant biological insight into the
action of membrane transport proteins.

The structure of the CD3ζζ transmembrane dimer in lipid bilayers

Virtually every aspect of the human adaptive immune response is controlled by T cells. The T cell recep-
tor (TCR) complex is responsible for the recognition of foreign peptide sequences, forming the initial step
in the elimination of germ-infected cells. The recognition leads to an extracellular conformational change
that is transmitted intracellularly through the Cluster of Differentiation 3 (CD3) subunits of the TCR-CD3
complex. The intracellular domains of the CD3 subunits are of varying length and are connected to the
extracellular domain via a helical TM domain spanning the membrane only once.

The structure of CD3ζζ, in a mixture of dodecyl phosphocholine sodium dodecyl sulfate (DPC SDS),
has recently been solved using NMR, showing CD3ζζ to be a covalent dimer with an inter-chain disulfide
bond involving conserved cysteines near the membrane surface. Four residues C-terminal to these, a
conserved aspartic acid is found at position 6. Several questions as to the structure of the dimer in lipid
bilayers remain, such as: (i) what is the protonation state of each of the two Aspartates in the dimer, (ii)
what is their possible role in forming the disulfide-linkage and, (iii) do the aspartic acids have any effect
on the integrity of the bilayer and on the local environment of the cysteines?

We have used extensive molecular dynamics simulations of the CD3ζζ transmembrane dimer in lipid
bilayers and in three different charge states, to answer these questions.

A B

Figure 3: The interactions of the POPE head groups and waters (if present) with
the two aspartic acids for the (A) −2 and (B) −1 charge state. The interaction
between Tyr3 and POPE125 is also highlighted.

The results convincingly demonstrate that the presence of a charged aspartate residue near the
membrane surface leads to a deformation of the lipid bilayer, thereby increasing the accessibility of the
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cysteines to the machinery catalyzing disulfide bond formation. The Asp6/Asp6∗ pair is shown to exist
in a −1 charge state, meaning both aspartic acids stabilize each other through an inter-Asp hydrogen
bond. In addition, we find both residues to be involved in a strong electrostatic interaction with a single
lipid head group, also involved the conserved Tyr3. An illustration of this essential interaction is provided
in Fig. 3.

The results have led to significant insight in the organization of the transmembrane domain of the
TCR complex, including hypotheses on membrane insertion, dimerization, and assembly of a functional
TCR-CD3 complex.

Probing the conformation of FhaC with small-angle neutron scattering and molecular modeling

Probing the solution structure of membrane proteins represents a formidable challenge, notably using
small-angle scattering. Detergent molecules often present residual scattering contributions even at their
match point in small-angle neutron scattering (SANS) measurements.

A B

Figure 4: Several FhaC-detergent arrangements, corresponding to “good” (A) and
“bad” (B) χ2 fits. FhaC and detergent shown in cartoon and sphere representation,
resp.

Here we studied the conformation of FhaC, the outer-membrane, β-barrel transporter of the Borde-
tella pertussis filamentous haemagglutinin adhesin. SANS measurements were performed on homo-
geneous solutions of FhaC solubiziled in n-octyl-d17βD-glucoside and on a variant devoid of the first
α-helix that critically obstructs the FhaC pore, at two solvent conditions corresponding to the match
points of the protein and the detergent, resp. By using molecular modelling and starting from three
distinct conformations of FhaC and its variant embedded in lipid bilayers, we generated ensembles of
protein-detergent arrangement models. The scattered curves were back-calculated for each model and
compared with experimental data. Good fits were obtained for relatively compact, connected detergent
belts that however display small detergent-free patches on the outer surface of the β-barrel. The combi-
nation of SANS and modelling clearly enabled us to infer the solution structure of FhaC, with H1 inside
the pore as in the crystal structure. The computational methodology is relatively CPU-friendly and allows
for the generation of a large number of protein-detergent arrangements. The χ2 fits of back-calculated
vs. experimental curves are decidedly discriminative and allow for the elimination of both protein confor-
mation and detergent organization.

Our strategy that combines explicit atomic detergent modelling with SANS measurements holds
significant potential for structural studies of other detergent-solubilized membrane proteins.

Fusogenic activity of cationic lipids

Cationic lipids have been extensively used as carriers of biologically active molecules (nucleic acids,
peptides and proteins) into cells. DiC(14)-amidine (amidine) is a nonphysiological, cationic lipid that
forms stable liposomes under physiological pH and temperature.

We characterized the cationic diC(14)-amidine bilayer by mixed DMPC/diC(14)-amidine molecular
dynamics simulations, revealing a remarkable fluidity in the hydrophobic bilayer core, with a tendency for
strong surface curvature, in agreement with the relatively small size of experimentally formed liposomes.
The amidine bilayer shows an interdigitated, nonlamellar bilayer phase, with a bilayer thickness of only
2.7 nm and an average area per lipid of 0.83 nm2, see also Fig. 5.

By combining FRET and confocal microscopy, we demonstrate that some cationic lipids do not re-
quire a co-lipid to fuse efficiently with cells. These cationic lipids are able to self-organize into bilayers
that are stable enough to form liposomes, while presenting some destabilizing properties reminiscent
of the conically shaped fusogenic co-lipid, DOPE. We therefore analyzed the resident lipid structures
into populations of similarly shaped molecules, as opposed to the classical approach of using the static
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Figure 5: Bilayer number density map in the xz (top) and (yz) (bottom) plane.
Increasing amidine content in panels a-e in steps of 25%. Only bilayer atoms are
counted, and all hydrogens are ignored. DMPC head groups contain eight heavy
atoms more than amidine.

packing parameter to define the lipid shapes. Comparison of fusogenic properties with these lipid popu-
lations suggests that the ratio of cylindrical vs. conical lipid populations correlates with the ability to fuse
with cell membranes.
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• Sharma et al, Biochim Biophys Acta 2013;1838:739
• Bouchet et al, Chem Phys Lipids 2012;165:89
• Urbina et al, Biochim Biophys Acta 2011;1808:2618
• Lensink et al, J Biol Chem 2010;285:10519
• Lonez et al, Cell Mol Life Sci 2010;67:483
• Seil et al, Pharmaceuticals 2010;3:3435
• Lonez et al, Biochim Biophys Acta 2009;1790:425
• Lensink et al, Langmuir 2009;25:5230
• Lensink et al, Biophys J 2005;88:939

3.3 Protein and protein-small molecule modelling
Molecular mechanisms of signal transduction by BvgS, a paradigm for bacterial Venus-flytrap-
domain receptors

Two-component systems (TCS) are the predominant signal transduction system in bacteria and enable
them to adapt to changes in their environment. Perception of a chemical or physical signal leads to
kinase activation and autophosphorylation, inciting the response regulator to mediate a – typical tran-
scriptional – cellular response.

The dimeric BvgS consists of several distinct domains: a periplasmic sensor domain, a transmem-
brane domain, a PAS domain and several kinase domains, see Fig. 6a. We use computational tech-
niques to study function and dynamics of the BvgS sensor-kinase TCS.

We have performed molecular dynamics simulations of wt BvgS periplasmic domain, totalling 1 µs
simulation time. The simulations show highly flexible VFT1 domains, whereas the VFT2 domains change
little (Fig. 6c). Individual lobes of each VFT domain are found to move in a concerted manner (Fig. 6b),
as also confirmed through the use of both isotropic and anisotropic Gaussian network models. The
lobes 1 of both VFT1 modules were found to occupy, independently, the two major eigenmotions of the
system.

Using a combination of computational docking studies and experimental evidence, we show that
nicotinate – virtually the only known modulator of BvgS activity – affects the behaviour of the entire
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Figure 6: (a) Modular architecture of BvgS, going from the N-terminal periplasmic
sensor domain via a transmembrane (TM) domain, a so-called PAS domain flanked
by two coiled-coil (CC) regions to the histidine kinase (HK). (b) Visualization of one
of the major normal modes of the sensor domain. (c) Distribution of VFT opening
angles over the course of 1 µs molecular dynamics simulation.

periplasmic domain, by binding in the cleft of VFT2, and not to VFT1. Nicotinamide, a structurally
related but uneffective molecule, was found to bind to neither module (VFT1 nor VFT2) convincingly.

Extensive molecular dynamics have been implemented to study the effect of various nicotinate and
nicotinamide concentrations on the flexibility and dynamics of the VFT modules. The total simulation time
amounts to 10 µs. Presence of either nicotinamide or nicotinate leads to a restriction in flexibility, but
the restriction if markedly more evident when an additional nicotinate molecule is occupying the binding
pocket. (Un)-binding of nicotinate could be associated to a large motion in the primary eigenvector.

A series of MD simulations have been performed of mutant variants showing modified activity in
vitro. All simulations show VFT2 opening angles corresponding to the wt ones, however VFT1 angles
are markedly different. The simulations explain how point mutations can decouple the motion between
VFT1 and VFT2.

The putative structure of the transmembrane domain was investigated using secondary and tertiary
structure prediction techniques. These predictions show a high tendency to form an α-helix, with a
possibility of kink formation in the lower region of the upper bilayer half. Post-TM-helix and both pre-
and post-PAS-domain sequence show a propensity for the formation of coiled-coil structure, starting
immediately after the TM helix. Immersion of an in-silico built double helix (random pairing) into a lipid
bilayer shows a hydrophobic thickness of 30 Å, corresponding to the optimal hydrophobic thickness of
the TM region calculated from a minimization of the free energy of transfer. The tilt angle is close to zero
degrees.

Targeting the Ets-1 oncoprotein

The Ets-1 transcription factor is the defining member of the ETS family, which is characterized by a
DNA-binding domain, the ETS domain. Ets-1 needs protein partners in order to be activated and two
such partners, DNA-repair enzymes DNA-PK and PARP-1, have recently been identified, including their
respective domains of interaction. Nothing is known of the molecular details of these interactions, but
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Figure 7: (a, left) Detailed view of the interacting residues of the ETS/BRCT in-
terface. Trp338 and Trp361 of ETS are buried in a hydrophobic cavity formed by
Pro10, Leu11 and Leu90 of BRCT, while Gln339 is hydrogen-bonded to Glu105. (b,
right) Illustrative view for the performed network analyses. The nodes organized in
circles show Ets-1, PARP-1 and Ku70 as well as their homologues. Lines between
the nodes denote interactions between the proteins, with their color – going from
blue to red – indicating an up- or down-regulation. A selection of interactions is
colored with red lines.

given the important role that Ets-1 plays in various invasive diseases it is important to characterize the
interaction between ETS and its protein partners at the molecular level.

We have identified the interaction surface of the interacting domains between Ets-1 and two estab-
lished protein partners. The results identify the same interaction surface on ETS for binding to both
protein partners, centered on α-helix H1. The interaction surface was rationalized by means of alanine
scanning, molecular dynamics simulation, residue centrality analysis and pharmacophore construction.
The models highlight a hydrophobic patch, including three tryptophanes (Trp338, Trp356, Trp361) at the
center of the interaction interface, see Fig. 7.

We have subsequently identified human proteins containing structure and sequence homologues
of the ETS domain and its interacting partner domains (BRCT for PARP-1 and SAP for DNA-PK), and
constructed the global protein-protein interaction network, using both known and predicted interactions.
Focusing in particular on proteins implicated in DNA repair, we identified several of these that contain
domains homologous to BRCT and SAP and that could interact with Ets-1, when these interactions were
not known beforehand. Docking simulations between ETS and these new protein partners systematically
highlight two of the three aforementioned tryptohpnaes, indicating the possibility of Ets-1 recruiting other
DNA-repair proteins.

Bacterial adhesion

Bacteria use adhesins to attach themselves to target cells. The adhesins need to withstand the shear
stress excerted by for instance mucosal secretions, but the bacteria also need to be able to detach
themselves under low stress in order to spread. The FimH protein, located at the top of E. coli type I
fimbriae, mediates shear-dependent adhesion to high-mannose glycan structures present on the surface
of the host cells.

We have started to look at these aspects from a computational point of view. Initial studies have
focused on the threedimensional structure determination of FimH in complex with anti-adhesives. Other
studies have investigated the opening and closing of the FimH binding pocket, the dynamical behaviour
of selected ligands, and put these in a medical context. This is illustrated in Figure 8.

Three of the currently funded projects in the group involve bacterial adhesion. The team is a partner
in the European Training Network “GLYCOVAX”. Our contribution consists of the study of carbohydrate-
protein interactions, specifically the application of biophysical techniques (including X-ray diffraction,
glycoarrays, SPR, calorimetry, computational modelling and dynamics) to study the interaction between
oligosaccharides with antibodies. We are host to the “FimH-Mech” Marie Skłodowska-Curie fellow-
ship, studying the mechanism of FimH bacterial adhesion through the investigation of the shear-force
dependence of FimH and FimH variants by modelling the complex with target receptors. It will use state-
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Figure 8: (A) Crystal structure of FimH co-crystallized with a heptyl-mannose com-
pound. The hydrophobic gate, composed of Tyr38, Tyr137 and Ile52 lines the en-
try of the binding pocket and is displayed in stick-form. The β-cyclodextrin ring
is located outside of the binding pocket. The electron density map is shown on
the ligand. (B) Atom-wise root-mean square fluctuations of the compound from a
150 ns molecular dynamics simulation of the complex (FimH and ligand), both in
graph form and colored on the ligand (blue equaling more mobile atoms). (C) Major
conformations of the heptyl-mannose compound in water, extracted from a cluster
analysis of a 150 ns long molecular dynamics trajectory. The center conformation
of each cluster is shown.

of-the-art computational and theoretical techniques, in a back-and-forth interaction with experimental
assays. And we are partner in the “HICARE” ANR, which aims to develop an innovative and unprece-
dented approach where multivalent inhibitor molecules simultaneously interact with several domains of
carbohydrate-processing enzymes. In our contribution, we intend to use a powerful blend of analytical
techniques with molecular modelling and simulations that is expected to result in quantifiable and pre-
dictive biophysical models of the binding modes. The high-resolution models from molecular modelling
and quantum-chemical calculations will be combined with X-ray and laser scattering experiments, and
ITC thermodynamic and SPR kinetic characterization of the interactions.
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ABSTRACT

We present the results for CAPRI Round 30, the first joint CASP-CAPRI experiment, which brought together experts from

the protein structure prediction and protein–protein docking communities. The Round comprised 25 targets from amongst

those submitted for the CASP11 prediction experiment of 2014. The targets included mostly homodimers, a few homo-

tetramers, and two heterodimers, and comprised protein chains that could readily be modeled using templates from the Pro-

tein Data Bank. On average 24 CAPRI groups and 7 CASP groups submitted docking predictions for each target, and 12

CAPRI groups per target participated in the CAPRI scoring experiment. In total more than 9500 models were assessed

against the 3D structures of the corresponding target complexes. Results show that the prediction of homodimer assemblies

by homology modeling techniques and docking calculations is quite successful for targets featuring large enough subunit

interfaces to represent stable associations. Targets with ambiguous or inaccurate oligomeric state assignments, often featur-

ing crystal contact-sized interfaces, represented a confounding factor. For those, a much poorer prediction performance was

achieved, while nonetheless often providing helpful clues on the correct oligomeric state of the protein. The prediction per-

formance was very poor for genuine tetrameric targets, where the inaccuracy of the homology-built subunit models and the

smaller pair-wise interfaces severely limited the ability to derive the correct assembly mode. Our analysis also shows that

docking procedures tend to perform better than standard homology modeling techniques and that highly accurate models

of the protein components are not always required to identify their association modes with acceptable accuracy.

Proteins 2016; 00:000–000.
VC 2016 Wiley Periodicals, Inc.

Key words: CAPRI; CASP; oligomer state; blind prediction; protein interaction; protein docking.

INTRODUCTION

Most cellular processes are carried out by physically

interacting proteins.1 Characterizing protein interactions

and higher order assemblies is therefore a crucial step in

gaining an understanding of how cells function.

Regrettably, protein assemblies are still poorly repre-

sented in the Protein Databank (PDB).2 Determining the

structures of such assemblies has so far been hampered by

the difficulty in obtaining suitable crystals and diffraction

data. But this limitation is being circumvented with the

advent of new powerful electron microscopy techniques,

which now enable the structure determinations of very

large macromolecular assemblies at atomic resolutions.3

On the other hand, the repertoire of individual protein

3D structures has been increasingly filled, thanks to

large-scale structural genomics projects such as the PSI

(http://sbkb.org/) and others (http://www.thesgc.org/).

Given a newly sequenced protein, the odds are high that

its 3D structure can be readily extrapolated from struc-

tures of related proteins deposited in the PDB.4,5 More-

over, thanks to the recent explosion of the number of

available protein sequences, it is now becoming possible

to model the structures of individual proteins with

increasing accuracy from sequence information alone6,7

as will be highlighted in the CASP11 results in this issue.

Structures from this increasingly rich repertoire may be

used as templates or scaffolds in protein design projects

that have useful medical applications.8,9 Larger protein

assemblies can be modeled by integrating information on

individual structures with various other types of data

with the help of hybrid modeling techniques.10

Computational approaches play a major role in all
these endeavors. Of particular importance are methods

for deriving accurate structural models of multiprotein
assemblies, starting from the atomic coordinates of the

individual components, the so-called “docking” algo-
rithms, and the associated energetic criteria for singling

out stable binding modes.11–13

Taking its inspiration from CASP, the community-

wide initiative on the Critical Assessment of Predicted

Interactions (CAPRI), established in 2001, has been

designed to test the performance of docking algorithms

(http://www.ebi.ac.uk/msd-srv/capri/). Just as CASP has

fostered the development of methods for the prediction

of protein structures, CAPRI has played an important

role in advancing the field of modeling protein assem-

blies. Initially focusing on protein–protein docking and

scoring procedures, CAPRI has expanded its horizon by

including targets representing protein-peptide and pro-

tein nucleic acids complexes. It has moreover conducted

experiments aimed at evaluating the ability of computa-

tional methods to estimate binding affinity of protein–

protein complexes14–16 and to predict the positions of

water molecules at the interfaces of protein complexes.17

Considering the importance of macromolecular assem-

blies, and the new opportunities offered by the

recent progress in both experimental and computational

techniques to probe and model these assemblies, a better

integration of the different computational approaches for

modeling macromolecular assemblies and their building

blocks was called for. Establishing closer ties between the

CASP and CAPRI communities appeared as an impor-

tant step in this direction, inaugurated by running a
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joint CASP-CAPRI prediction experiment in the summer

of 2014. The results of this experiment were summarized

at the CASP11 meeting held in Dec 2014 in Cancun

Mexico, and are presented in detail in this report.

The CASP11-CAPRI experiment, representing CAPRI

Round 30, comprised 25 targets for which predictions of

protein complexes were assessed. These targets repre-

sented a subset of the 100 regular CASP11 targets. This

subset comprised only “easy” CASP targets, those whose

3D structure could be readily modeled using standard

homology modeling techniques. Targets that required

more sophisticated approaches (ab-initio modeling, or

homology modeling using very distantly related tem-

plates) were not considered, as the CAPRI community

had little experience with these approaches. The vast

majority of the targets were homo-oligomers. CAPRI

groups were given the choice of modeling the subunit

structures of these complexes themselves, or using mod-

els made available by CASP participant, in time of the

docking calculations.

On average, about 25 CAPRI groups, and about 7

CASP groups submitted docking predictions for each tar-

get. About 12 CAPRI scorer groups per target partici-

pated in the CAPRI scoring experiment, where

participants are invited to single out correct models from

an ensemble of anonymized predicted complexes gener-

ated during the docking experiment.

In total, these groups submitted >9500 models that

were assessed against the 3D structures of the corre-

sponding targets. The assessment was performed by the

CAPRI assessment team, using the standard CAPRI

model quality measures.18,19 A major issue for the

assessment, and for the Round as a whole, was the

uncertainties in the oligomeric state assignments for a

significant number of the targets. For many of these the

assigned state at the time of the experiment was inferred

solely from the crystal contacts by computational meth-

ods, which can be unreliable.

In presenting the CAPRI Round 30 assessment results

here, we highlight this issue and the more general chal-

lenge of correctly predicting the association modes of

weaker complexes of identical subunits, and those of

higher order homo-oligomers. In addition, we examine

the influence of the accuracy of the modeled subunits on

the performance of the docking and scoring predictions,

and evaluate the extent to which docking procedures

confer an advantage over standard homology modeling

methods in predicting homo-oligomer complexes.

THE TARGETS

The 25 targets of the joint CASP-CAPRI experiment

are listed in Table I. Of these 23 are homo-oligomers,

with 18 declared to be dimers and five to be tetramers,

and two heterocomplexes. Hence for the majority of

the targets (23) the goal was to model the interface (or

interfaces in the case of tetramers) between identical sub-

units, whose size varied between 44 and 669 residues but

was of �250 residues on average. The majority of the

targets were obtained from structural genomics consortia.

They represented mainly microbial proteins, whose func-

tion was often annotated as putative.

Since it is not uncommon for docking approaches

to use information on the symmetry of the complex to

restrain or filter docking poses, predictors needed to

be given reliable information on the biologically/func-

tionally relevant oligomeric state of the target complex

to be predicted. While self association between pro-

teins is common, with between 50 and 75% of pro-

teins forming dimers in the cell,20,21 this association

depends on the binding affinity between the subunits

and on their concentration. Information on the oligo-

meric state is in principle derived using experimental

methods such as gel filtration or small-angle X-ray

scattering (SAXS),22 and is usually communicated by

the authors upon submission of the atomic coordinates

to the PDB. With a majority of the targets being

offered by structural genomics consortia before their

coordinates were deposited in the PDB, author-

assigned oligomeric states were available to predictors

only for a subset (�15) of the targets, and those were

often tentative. For the remaining targets, the oligo-

meric state was inferred from the crystal contacts using

the PISA software,23 which although being a widely

used standard in the field, may still yield erroneous

assignments in a non-negligible fraction of the cases,

as will be shown in this analysis. Such incorrect

assignments represented a confounding factor in this

CAPRI round, but also allowed to show that docking

calculations may help to correct them.

GLOBAL OVERVIEW OF THE
PREDICTION EXPERIMENT

As in typical CAPRI Rounds, CAPRI predictor groups

were provided with the amino-acid sequence of the tar-

get protein (for homo-oligomers), or proteins (for heter-

ocomplexes), and with some relevant details about the

protein, communicated by the structural biologists. Using

the sequence information, the groups were then invited

to model the 3D structure of the protein or proteins,

and to derive the atomic structure of the complex. To

help with the homology-modeling task, with which

CASP participants are usually more experienced than

their CAPRI colleagues, 3D models of individual target

proteins predicted by CASP participants were made

available to CAPRI groups for use in their docking calcu-

lations. A good number of CAPRI groups, but not all,

took up this offer.
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In addition to submitting 10 models for each target

complex, predictors were invited to upload a set of

100 models. Once all the submissions were completed,

the uploaded models were shuffled and made available

to all groups as part of the CAPRI scoring experiment.

The “scorer” groups were in turn invited to evaluate

the ensemble of uploaded models using the scoring

function of their choice, and submit their own 10

best ranking ones. The typical timelines per target

were about 3 weeks for the homology modeling and

docking predictions, and 3 days for the scoring

experiment.

Table I
The CAPRI-CASP11 Targets of CAPRI Round 30

Target ID

Contributor

Quaternary state

Residues
Buried

area (�2) ProteinCAPRI CASP Author PISA

T68 T0759 NSGC 1 or 2 1 109 860 Plectin 1 and 2 repeats (HR9083A) of the
Human Periplakin

T69 T0764 JCSG 2 2 341 2415 Putative esterase (BDI_1566) from Para-
bacteroides distasonis

T70 T0765 JCSG 2 4 128 2030 Modulator protein MzrA (KPN_03524) from
Klebsiella pneumoniae subsp.

T71 T0768 JCSG 4 4 170 2380 Leucine rich repeat protein (BAC-
CAP_00569) from Bacteroides capillosus
ATCC 29799

T72 T0770 JCSG 2 2 488 1120 SusD homolog (BT2259) from Bacteroides
thetaiotaomicron

T73 T0772 JCSG 4 4 265 5900 Putative glycosyl hydrolase (BDI_3914)
from Parabacteroides distasonis

T74 T0774 JCSG 1 4 379 2040 Hypothetical protein (BVU_2522) from
Bacteroides vulgatus

T75 T0776 JCSG 2 2 256 1040 Putative GDSL-like lipase (PARMER_00689)
from Parabacteroides merdae (ATCC
43184)

T77 T0780 JCSG 2 2 259 1600 Conserved hypothetical protein (SP_1560)
from Streptococcus pneumoniae TIGR4

T78 T0786 Non-SGI 4 4 264 4160 Hypothetical protein (BCE0241) from Bacil-
lus cereus

T79 T0792 Non-SGI 2 80 680 OSKAR-N
T80 T0801 NPPB 2 2 376 1960 Sugar aminotransferase WecE from Esch-

erichia coli K-12
T81 T0797 Non-SGI 2 2 44 1070 cGMP-dependent protein kinase II leucine

zipper
T0798 2 2 198 Rab11b protein

T82 T0805 Non-SGI 2 2 214 3250 Nitro-reductase rv3368
T84 T0811 NYSGRC 2 255 1740 Triose phosphate isomerase
T85 T0813 NYSGRC 2 2 307 4620 Cyclohexadienyl dehydrogenase from

Sinorhizobium meliloti in complex with
NADP

T86 T0815 NYSGRC 2 2 106 470 Putative polyketide cyclase (protein
SMa1630) from Sinorhizobium meliloti

T87 T0819 NYSGRC 2 2 373 3430 Histidinol-phosphate aminotransferase
from Sinorhizobium meliloti in complex
with pyridoxal-5'-phosphate

T88 T0825 Non-SGI 2 2 205 1350 WRAP-5
T89 T0840 Non-SGI 1 669 870 RON receptor tyrosine kinase subunit

T0841 1 253 Macrophage stimulating protein subunit
(MSP)

T90 T0843 MCSG 2 2 369 2360 Ats13
T91 T0847 SGC 1 2 176 1320 Human Bj-Tsa-9
T92 T0849 MCSG 2 2 240 1900 Glutathione S-transferase domain from

Haliangium ochraceum DSM 14365
T93 T0851 MCSG 2 2 456 2680 Cals8 from Micromonospora echinospora

(P294S mutant)
T94 T0852 MCSG 2 2 414 1190 APC103154

Bold numbers under Quaternary State indicate the oligomeric state assignments available at the time of the prediction experiment; 1 (monomer), 2 (dimer), 4 (tet-

ramer); numbers in regular fonts indicate subsequent assignments collected from the PDB entries for the target structures.

NSGC, Northeast Structural Genomics Consortium; JCSG, Joint Center for Structural Genomics; Non-SGI, Non-SGI research Centers and others; NNPB, NatPro

PSI:Biology; NYSGRC, New York Structural Genomics Research Center; MCSG, Midwest Center for Structural Genomics; SGC, Structural Genomics Consortium.
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Table II lists for each target the number of groups sub-

mitting predictions and the number of models assessed.

On average �25 CAPRI groups submitted a total of

�230 models per target, and an average of 12 scorer

groups submitted a total of �120 models per target.

With the exception of three targets, an average of seven

groups registered with CASP submitted a total of any-

where between 1 and 33 models for individual targets.

CASP predictors participated in larger numbers in the

prediction of T88 (T0825) and of the heterocomplexes

(T89 – T0840/T0841 and T81 – T0797/T0798),

where the CASP targets were defined as the oligomeric

structures.

Table II also lists the uploader groups and the models

that they make available for the scoring experiment (100

models per target per uploader group). As detailed

above, the uploaded models are complexes output by the

docking calculations carried out by individual partici-

pants for a given target. Models, uploaded by the differ-

ent groups, are anonymized, shuffled, and made available

to groups solely interested in testing their scoring

functions.

SYNOPSIS OF THE PREDICTION
METHODS

Round 30 participants used a wide range of modeling

methods and software tools to generate the submitted

models. In addition, the approaches used by a given

group often differed across targets. Here, we provide

only a short synopsis of the main methodological

approaches. For a more detailed description of the meth-

ods and modeling strategies, readers are referred to the

extended Methods Abstracts provided by individual par-

ticipants (see Supporting Information Table S6).

Templates, representing known structures of homologs

to a given target, stored in the PDB, were used in a

number of ways. Most commonly, they were employed

to model the 3D structures of individual subunits. Some

Table II
CAPRI Round 30 Experiment Statistics

Number of groups Number of models

Target ID CAPRI
CASP

CAPRI
CASP

CAPRI CASP PDB a Predictors Uploaders Scorers Predictors Predictors Uploaders Scorers Predictors

T68 T0759 4q28 2 23 10 12 3 221 1000 120 7
T69 T0764 4q34 2 28 10 14 7 266 1000 132 17
T70 T0765 4pwu 2 23 8 13 5 221 710 130 18
T71 T0768 4oju 3 22 9 14 1 214 810 131 1
T72 T0770 4q69 3 25 11 13 4 244 914 130 11
T73 T0772 4qhz 2 23 11 11 7 221 1195 110 16
T74 T0774 4qb7 2 22 11 10 7 202 911 96 11
T75 T0776 4q9a 1 26 12 12 8 253 840 120 21
T76 T0779 Cancelled – no structure
T77 T0780 4qdy 4 24 12 12 6 229 971 120 12
T78 T0786 4qvu 2 24 10 11 5 229 818 110 15
T79 T0792 5a49 3 25 11 12 9 242 900 120 23
T80 T0801 4piw 1 27 10 12 8 264 911 120 27
T81 T0797

T0798
4ojk 1 23 9 11 20 218 641 110 64

T82 T0805 b 1 25 10 12 9 242 911 120 27
T83 T0809 Cancelled – article from different group online
T84 T0811 b 1 25 10 12 10 241 910 120 28
T85 T0813 4wji 1 25 11 12 8 241 920 120 21
T86 T0815 4u13 2 26 11 12 9 251 1010 119 25
T87 T0819 4wbt 1 24 10 12 9 231 894 120 25
T88 T0825 b 1 27 10 13 18 261 910 130 62
T89 T0840

T0841

b 1 22 9 11 55 211 790 110 243

T90 T0843 4xau 1 23 9 11 9 221 811 110 28
T91 T0847 4urj 1 25 9 11 9 242 798 110 24
T92 T0849 4w66 1 23 9 11 9 225 789 110 33
T93 T0851 4wb1 1 22 9 11 8 213 697 110 27
T94 T0852 4w9r 1 22 9 12 8 215 783 120 21

The number of groups corresponds to registered groups that effectively submitted models for the respective target. The number of models represents submitted models,

regardless of quality and includes disqualified models. CAPRI groups are allowed to submit no more than their 10 best models, whereas CASP groups are allowed to

submit no more than their 5 best models.
aNumber of interfaces assessed.
bNot yet released.

M.F. Lensink et al.

6 PROTEINS

Marc F. Lensink

Page 25 of 98



CAPRI participants selected their own templates and

used a variety of custom built or well-established algo-

rithms such as Modeller,24 Swiss-Model,25 or

ROSETTA,26 to model the subunit structures. Others

used the models produced by various servers participat-

ing in the CASP11 experiment and made available to

CAPRI groups, or servers of other groups (HAD-

DOCK27). The quality of the CASP server models was

usually first assessed using various criteria and the best

quality models were selected for the docking calculations.

Some groups selected a single best model for a given tar-

get, whereas others used several models (sometimes up

to five models). Several groups additionally used loop

modeling to adjust the conformation of loops regions,

and subjected the subunit models to energy refinement.

The majority of CAPRI participants used protein

docking and scoring methods to generate and rank can-

didate complexes. Many employed their own docking

methods, some of which were designed to handle sym-

metric assemblies, whereas others relied on well-

established docking algorithms such as HEX,28 ZDock,29

RosettaDock,30 as well as on docking programs such as

MZDock31 which apply symmetry constraints.

When templates were available for a given target

(mostly for homodimers), some participants used the

information from these templates (consensus interface res-

idues, contacts, or relative arrangement of subunits) to

guide the docking calculations or to select docking solu-

tions. Others used the dimeric templates directly to model

the target dimer (template-based “docking”32–34). Less

than a hand-full of groups employed template-based mod-

eling alone for all or most of the targets.

To model tetrameric targets, most groups proceeded in

two steps. They used either known dimeric homologs, or

docking methods to build the dimer portion of the tet-

ramer, and then run their docking procedures to generate

a dimer-of-dimers, representing the predicted tetramer.

ASSESSMENT PROCEDURES
AND CRITERIA

The standard CAPRI assessment protocol

The predicted homo and heterocomplexes were

assessed by the CAPRI assessment team, using the stand-

ard CAPRI assessment protocol, which evaluates the cor-

respondence between predicted complex and the target

structure.18,19

This protocol (summarized in Fig. 1) first defines the

set of residues common to all the submitted models and

the target, so as to enable the comparison of residue-

dependent quantities, such as the root mean square devi-

ation (rmsd) of the models versus the target structure.

Models where the sequence identity to the target is too

Figure 1
Schematic illustration of the CAPRI assessment criteria. The following quantities were computed for each target: (1) all the residue-residue contacts

between the Receptor (R) and the Ligand (L), and (2) the residues contributing to the interface of each of the components of the complex. Inter-
face residues were defined on the basis of their contribution to the interface area, as described in references.18,19 For each submitted model the fol-

lowing quantities were computed: the fractions f(nat) of native and f(non-nat) of non-native contacts in the predicted interface; the root mean
square displacement (rmsd) of the backbone atoms of the ligand (L-rms), the mis-orientation angle hL and the residual displacement dL of the

ligand center of mass, after the receptor in the model and experimental structures were optimally superimposed. In addition we computed I-rms,
the rmsd of the backbone atoms of all interface residues after they have been optimally superimposed. Here the interface residues were defined less

stringently on the basis of residue-residue contacts (see Refs. 18,19).
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low are not assessed. The threshold is determined on a

per-target basis, but is typically set to 70%.

The set of common residues is used to evaluate the

two main rmsd-based quantities used in the assessment:

the ligand rmsd (L-rms) and the interface rmsd (I-rms).

L-rms is the backbone rmsd over the common set of

ligand residues after a structural superposition of the

receptor. I-rms is the backbone rmsd calculated over the

common set of interface residues after a structural super-

position of these residues. An interface residue is defined

as such when any of its atoms (hydrogens excluded) are

found within 10 Å of any of the atoms of the binding

partner.

An important third quantity whereby models are

assessed is f(nat), representing the fraction of native con-

tacts in the target, that is, reproduced in the model. This

quantity takes all the protein residues into account. A

ligand-receptor contact is defined as any pair of ligand-

receptor atoms within 5 Å distance. Atomic contacts

below 3 Å are considered as clashes; predictions with too

many clashes are disqualified. The clash threshold varies

with the target and is defined as the average number of

clashes in the set of predictions plus two standard devia-

tions. The quantities f(nat), L-rms and I-rms together

determine the quality of a predicted model, and based

on those three parameters models are ranked into four

categories: High quality, medium quality, acceptable

quality and incorrect, as summarized in Table III.

Applying the CAPRI assessment protocol to
homo-oligomers

Evaluating models of homo and heteroprotein com-

plexes against the corresponding target structure is a

well-defined problem when the target complex is unam-

biguously defined, for example, if the target association

mode and corresponding interface represents the biologi-

cally relevant unit. This is usually, although not always,

the case for binary heterocomplexes, but was not the sit-

uation encountered in this experiment for the homo-

oligomer targets. All except two of the 25 targets for

which predictions were evaluated here represent homo-

oligomers. For about half of these targets the oligomeric

state was deemed unreliable, as it was either only

inferred computationally from the crystal structure using

the PISA software23 or because the authors’ assignment

and inferred oligomeric states, although available, were

inconsistent (Table I). Only about 15 targets had an oli-

gomeric state assigned by the authors at the time of the

experiment.

To address this problem in the assessment, the PISA

software was used to generate all the crystal contacts for

each target and to compute the corresponding interface

areas. The interfaces were then ranked according to size

of the interface. In candidate dimer targets, submitted

models were usually evaluated against 1 or 2 of the larg-

est interfaces of the target, and acceptable or better mod-

els for any or all of these interfaces were tallied. For

candidate tetramer targets, the relevant largest interfaces

for each target were identified in the crystal structure,

and predicted models were evaluated by comparing in

turn each pair of interacting subunits in the model to

each of the relevant pairs of interacting subunits in the

target (Supporting Information Fig. S1), and again the

best predicted interfaces were retained for the tally. One

of the two bonafide heterocomplexes was also evaluated

against multiple interfaces.

Evaluating the accuracy of the 3D models of
individual subunits

Since this experiment was a close collaboration

between CAPRI and CASP, the quality of the 3D models

of individual subunits in the predicted complexes was

assessed by the CASP team using the LGA program,35

which is the basic tool for model/target comparison in

CASP.36,37 The tool can be run in two evaluation

modes. In the sequence-dependent mode, the algorithm

assumes that each residue in the model corresponds to a

residue with the same number in the target, while in the

sequence-independent mode this restriction is not

applied. The program searches for optimal superimposi-

tions between two structures at different distance cutoffs

and returns two main accuracy scores; GDT_TS and

LGA_S. The GDT_TS score is calculated in the sequence-

dependent mode and represents the average percentage

of residues that are in close proximity in two structures

optimally superimposed using four selected distance cut-

offs (see Ref. 38 for details). The LGA_S score is calcu-

lated in both evaluation modes and represents a

weighted sum of the auxiliary LCS and GDT scores from

the superimpositions built for the full set of distance cut-

offs (see Ref. 35 for details). We have run the evaluation

in both modes, but since the CAPRI submission format

permits different residue numbering, we used the LGA_S

score from the sequence-independent analysis as the

main measure of the subunit accuracy assessment. This

score is expressed on a scale from 0 to 100, with 100 rep-

resenting a model that perfectly fits the target. The rmsd

values for subunit models cited throughout the text are

those computed by LGA software. We verified that for

about 80% of the assessed models the GDT-TS and

LGA-S scores differed by <15 units, indicating that these

Table III
Summary of CAPRI Criteria for Ranking Predicted Complexes

Score f(nat) L-rms I-rms

*** High � 0.5 � 1.0 OR � 1.0
** Medium � 0.3 < 1.0–5.0] OR < 1.0–2.0]
* Acceptable � 0.1 < 5.0–10.0] OR < 2.0–4.0]

Incorrect < 0.1 > 10.0 AND > 4.0
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models correspond to near identical structural align-

ments with the corresponding targets, in line with the

fact that the majority of the targets of this Round repre-

sent proteins that could be readily modeled by homol-

ogy. Of the remaining 20% with larger differences

between the 2 scores, 18% correspond to disqualified

models or incorrect complexes and 2% correspond to

acceptable (or higher quality) predicted complexes. Their

impact on the analysis is therefore negligible.

Building target models based on the best
available templates

In order to better estimate the added value of protein

docking procedures and template-based modeling techni-

ques it seemed of interest to build a baseline against

which the different approaches could be benchmarked.

To this end, the best oligomeric structure template for

each target available at the time of the predictions was

identified. Based on this template, the target model was

built using a standard modeling procedure, and the qual-

ity of this model was assessed using the CAPRI evalua-

tion criteria described above.

To identify the templates, the protein structure data-

base “PDB70” containing proteins of mutual sequence

identity �70% was downloaded from HHsuite.39 The

database was updated twice during the experiment (See

Supporting Information Table S5 for the release date of

the database used for each target). Only homo-complexes

were considered for this analysis.

The best available templates were detected in three dif-

ferent ways and target models were generated from the

templates as follows: (1) Detection based on sequence

information alone: For each target sequence, proteins

related to the target were searched for in the protein

structure database by HHsearch40 in the local alignment

mode with the Viterbi algorithm.41 Among the top 100

entries, up to 10 proteins that are in the desired

oligomer state were selected as templates. When more

than two assembly structures with different interfaces

were identified, the best ranking one was selected as tem-

plate. The target and template sequences were aligned

using HHalign40 in the global alignment mode with the

maximum accuracy algorithm. Based on the sequence

alignments, oligomer models were built using MODEL-

LER.42 The model with the lowest MODELLER energy

out of 10 models was selected for further analysis. (2)

Detection based on the experimental monomer structure:

Proteins with highest structural similarity to the experi-

mental monomer structure were searched for using TM-

align.43 Among the top 100 entries, up to 10 proteins

that are in the desired oligomer state were selected as

templates as described above. Based on the target-

template alignments output by TM-align, models were

built using MODELLER, and the lowest energy model

was selected as described above. (3) Detection based on

the experimental oligomer structure: A similar procedure

to those described above was applied. Although this

time, the best templates were identified by searching for

proteins with the highest structural similarity to the tar-

get oligomer structure. The search was performed using

the multimeric structure alignment tool MM-align.44

For computational efficiency, MM-align was applied only

to the 100 proteins with the highest monomer structure

similarity to the target. Models were built using MOD-

ELLER based on the alignment output by MM-align.

RESULTS

This section is divided into three parts. The first part

presents the prediction results for the 25 individual tar-

gets for which the docking and scoring experiments were

conducted. In the second part, we present an overview of

the results across targets and across predictor and scorer

groups, respectively. In the third part, we review the

accuracy of the models of individual subunits in the pre-

dicted oligomers, and how this accuracy influences the

performance of docking procedures.

Prediction results for individual targets

Easy homodimer targets: T69, T75, T80, T82, T84, T85,
T87, T90, T91, T92, T93, T94

The 12 targets in this category comprised some of the

largest subunits of the entire evaluated target set, with

sizes ranging between 176 and 456 residues. Four of the

targets were multi-domain proteins (T85, T87, T90, and

T93), and one (T82) was an intertwined dimer.

In the following, we present examples of the perform-

ance achieved for this category of targets. Detailed results

for all the targets of Round 30 can be found in the Sup-

porting Information Table S2, and on the CAPRI website

(URL: http://www.ebi.ac.uk/msd-srv/capri/).

An illustrative example of the average performance

obtained for this category of targets is that obtained for

target T69 (T0764): a 341-residue putative esterase

(BDI_1566) from Parabacteroides distasonis. The submit-

ted models for this target were evaluated against two

interfaces in the crystal structure of this protein, gener-

ated by applying the crystallographic symmetry opera-

tions listed in the Supporting Information Table S1, and

depicted in Figure 2(a): one large interface (2415 Å2)

and a smaller interface (622 Å2). Good prediction results

were obtained only for interface 1. Twenty-eight CAPRI

predictor groups submitted a total of 266 models for this

homodimer. Of these, 30 were of acceptable quality and

57 were of medium quality. Twelve predictor groups and

three docking servers submitted at least one model of

acceptable quality or better. Among those, nine groups

and one server (CLUSPRO) submitted at least 1 medium

quality model. The best performance (10 medium quality
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models) was obtained by the groups of Seok, Lee and

Guerois, followed closely by the groups of Zou, Shen,

and Eisenstein (see Supporting Information Table S2 for

the complete ranking)

The best model for this target, obtained by Guerois,

had an f(nat) value of 49%, and L-rms and I-rms values

of 2.88 and 2.12 Å, respectively (Supporting Information

Table S4).

Six groups, registered with CASP, submitted in total

12 models for this target, comprising one acceptable

model by the group of Umeyama and one medium qual-

ity model by the Baker group. The global landscape of

all the predicted models by the different groups is out-

lined in Figure 2(b).

An even better performance was achieved by the

CAPRI scoring experiment (Supporting Information

Table S2). Of the 14 groups participating in this experi-

ment, 12 submitted at least two models of medium qual-

ity. The best performance was achieved by Kihara (10

medium quality models), closely followed by Zou and

Grudinin, with eight and five medium quality models,

respectively. As already observed in previous CAPRI eval-

uations the best performers in the docking calculations

were not necessarily performing as well in the scoring

experiment, and thus not singling out even their own

best models from the uploaded anonymized set of pre-

dicted complexes, highlighting yet again the distinct

nature of the docking and scoring procedures.

An important factor in the successful predictions was

the overall good accuracy of the 3D models used by pre-

dictors in the docking calculations (see Fig. 6 and CAPRI

website for detailed values). The best models had an

LGA_S score of �85 (backbone rmsd of �3.9 Å), and

only a few models had LGA_S scores lower than 40

(backbone rmsd> 10 Å) (values for all models are avail-

able on the CAPRI website). The accuracy of the 3D

models across targets and its influence on the predictions

will be discussed in a dedicated section below.

Very good predictions were obtained for T82 (T0805),

the nitro-reductase rv3368, a significantly intertwined

dimer with unstructured arms reaching out to the neigh-

boring subunit and a subunit interface area of 3250 Å2

[Fig. 2(e,f)]. The majority of the models of the individ-

ual subunits were quite accurate with LGA_S values of

60–85 (backbone rmsd <5 Å) (see CAPRI website). As

many as 54 medium quality models and 17 acceptable

models were submitted by CAPRI participants, 99 mod-

els of acceptable quality or better were submitted by

Figure 2
Target structures and prediction results for easy dimer targets. T69 (T0764), a Putative esterase (BDI_1566) from Parabacteroides distasonis, PDB code

4Q34. (a) Target structure, with highlighted interfaces (1,2). (b) Global docking prediction results displaying one subunit in cartoon representation,
with the center of mass of the second subunit in the target (red sphere), and in docking solutions submitted by CAPRI predictors (light blue spheres),

CAPRI scorers (dark blue spheres), and CASP predictors (yellow spheres). T80 (T0801), a sugar aminotransferase WecE from Escherichia coli K-12,
PDB code 4PIW. (c) Target structure. (d) Global docking prediction results by different predictor groups (see legend (b) for detail). T82 (T0805)

Nitroreductase (structures unreleased). (e) Target structure. (f) Global docking prediction results by different predictor groups. T94 (T0852), unchar-
acterized protein Coch_1243 from Capnocytophaga ochracea DSM 7271, PDB code 4W9R. (g) Target structure. (h) Global docking prediction results

by different predictor groups.
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CAPRI scorer groups, and 11 acceptable models or better

were submitted by three CASP groups (Supporting Infor-

mation Table S2). The high success rate for both com-

plex predictions and subunit modeling stems from the

fact that most predictors made good use of known struc-

tures of related homodimers in the PDB in which the

intertwining mode was well conserved. These known

dimer structures were mainly used in templates for mod-

eling the target dimer (template-based docking).

Very similar participation, number of submitted mod-

els and performance, was featured in docking predictions

for the other targets in this category (see Supporting

Information Tables S2 and S3). The models of individual

subunits were also of similar accuracy or higher.

Excellent performance was obtained for targets T80

(T0819) and T93 (T0851) with >100 correct models of

which �70 were of medium quality, followed by targets

T90 (T0843) and T91 (T0847), for which >100 correct

models, comprising �40 medium quality ones- were

submitted. These targets featured subunits sizes of 176–

456 residues.

T80 (T0801) was the sugar aminotransferase WecE

from E.coli K-12, with 376 residues per subunit. Submit-

ted models were evaluated against one interface (1960

Å2) between the two subunits of the crystal asymmetric

unit [Fig. 2(c)]. A total of 27 CAPRI predictor groups

submitted 105 models of acceptable quality or better.

The majority of these (71 models) were of medium qual-

ity. 12 CAPRI groups participated in the scoring experi-

ment and submitted 120 models, of which about half

(51) were of medium quality and 14 were acceptable

models. Six CASP participants submitted 11 medium

quality models, and two models of acceptable quality.

The top ranking CAPRI predictor groups for this target

were those of Sali, Guerois, and Eisenstein who submit-

ted 10 medium quality models each. These three groups

were closely followed by the groups of Seok, Zou, Shen

and Lee, each of whom predicted at least five medium

quality models. Each of the three participating servers,

HADDOCK, GRAMM-X, and CLUSPRO, submitted at

least one acceptable model. The best performers from

among the scorer groups were those of Zou and Huang

with 10 medium quality models each, followed by Gray,

Kihara and Weng with at least 5 medium quality models,

and by Fernandez-Recio and Bates with four medium

quality models. The global landscape of the predictions

for this target is shown in Figure 2(d).

The subunit models for this target were of very high

quality, with the best models featuring a LGA_S score of

�95 and a backbone rmsd of 1.3 Å. The quality of the

best models for targets T90 and T91 for which a simi-

larly high performance was achieved was only somewhat

lower, with LGA_S values of 70–88 and backbone rmsd

of 2.0–5.0 Å.

Interestingly, T91 (T0847), the human Bj-Tsa-9, was

predicted to be a dimer by PISA, but assigned as a

monomer by the authors. The good docking perform-

ance for this target and the fact that the dimer interface

(1320 Å2) is within the range expected for proteins of

this size (176 residues),45 suggests that this protein

forms a dimer.

A somewhat lower performance was achieved for T92

(T0849) the glutathione S-transferase domain from Hal-

iangium ochraceum), and for T94 (T0852), an uncharac-

terized 2-domain protein (putative esterase according to

Pfam) Coch_1243 from Capnocytophaga ochracea. A total

of 98 acceptable models were submitted for T92, of

which only 12 were of medium quality, but the models

were contributed by a large fraction of the participating

groups (17 out of 23). On the other hand, the scorer

performance was very good with 68 acceptable models of

which almost half (33) were of medium quality. These

models were contributed across most scorer groups (10

out of 11). CASP participants achieved a particularly

good performance. Of the 23 models submitted by CASP

groups, 17 were of acceptable quality or better, and those

were contributed by six of the seven participating groups.

The accuracy of the subunit models was in general lower,

with LGA_S �70 and rmsd �7 Å for the best models,

and LGA_S values of 50 – 60 for most other models.

In T94, predicted complexes were assessed only against

the largest interface (1190 Å2), formed between large

domains of the adjacent subunits, as the second largest

interface was much smaller (620 Å2). In total, 97 accept-

able homodimer models only, were contributed for this

target: 58 models by CAPRI predictors, 37 by CAPRI

scorers, and 2 by CASP groups [see Supplementary Table

S2, and Fig. 2(g,h) for a pictorial summary]. The lower

accuracy of the subunit models for this target (LGA_S

score �58 and rmsd >6 Å, for the best model) may have

limited the accuracy of the modeled complexes, without

however compromising the task of achieving correct

solutions.

Difficult or problematic homodimer targets:
T68, T72, T77, T79, T86, T88

This category comprises 6 targets, representing partic-

ular challenges to docking calculations for reason inher-

ent to the proteins involved, or targets for which the

oligomeric state was probably assigned incorrectly at the

time of the experiment.

With the exception of T72, targets in this category are

much smaller proteins, than those of the easy dimer tar-

gets (Table I). In three of the targets (T68, T79, T86) the

largest interface area between subunits in the crystal is

small (470–860 Å2) and their oligomeric state assign-

ments were often ambiguous. In the following, we com-

ment on the insights gained from the results obtained

for several of these targets.

No acceptable homodimer models were contributed by

CAPRI or CASP groups for targets T68, T77 and T88.
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The main problem with T68 (T0759), the plectin 1 and

2 repeats of the Human Periplakin, was that the crystal

structure contains an artificial N-terminal peptide repre-

senting the His-tag (MGHHHHHHS. . .) that was used

for protein purification. The N-terminal segments of

neighboring subunits, which contain the artificial pep-

tide, associate to form the largest interface between the

subunits in the crystal (1150 Å2) [Fig. 3(a)]. Submitted

model were assessed against this interface and the second

largest interface (860Å2), but not against the 2 much

smaller interfaces (240 and 160 Å2).

Most predictor groups (from both CASP and CAPRI)

carried out docking calculations without the His-tag,

which they assumed was irrelevant to dimer formation

in-vivo. They were therefore unable to obtain docking

solutions that were sufficiently close to the largest inter-

face of the target [Fig. 3(b)]. As well, no acceptable solu-

tions were obtained for second largest interfaces,

Figure 3
Target structures and prediction results for difficult or problematic dimer targets. T68 (T0759), Plectin 1 and 2 Repeats of the Human Periplakin,
PDB code 4Q28. (a) Target structure in cartoon representation, displaying 4 subunits in the crystal. The His-Tag sequence, highlighted in black,

mediates contacts at the largest interface. (b) Global docking prediction results displaying one subunit in cartoon representation, with the center of
mass of the second subunit in the target (red sphere), and in docking solutions submitted by CAPRI predictors (light blue spheres), CAPRI scorers

(dark blue spheres), and CASP predictors (yellow spheres). T77 (T0780), conserved hypothetical protein (SP_1560), Streptococcus pneumoniae

TIGR4 PDB code 4QDY. (c) Target structure, highlighting the assessed interface (dashed line). (d) Global docking prediction results by different
predictor groups (see legend (b) for detail). T88 (T0825), synthetic wrap five protein (structure unreleased). (e) Target structure. (f) Global dock-

ing prediction results by different predictor groups. T72 (T0772), SusD homolog (BT2259) from Bacteroides thetaiotaomicron VPI-5482, PDB code
4Q69. (g) Target structure, highlighting the three assessed interfaces. (h) Global docking prediction results for the three interfaces, by different pre-

dictor groups. T79 (T0792), OSKAR-N, PDB code 5a49. (i) Target structure, highlighting the three assessed interfaces. (j) Global docking predic-
tion results for the three interfaces by different predictor groups. T86 (T0815) Putative polyketide cyclase (protein SMa1630) from Sinorhizobium

meliloti, PDB code 4U13. (k) Target structure, showing three interfaces. (l) Global docking prediction results for the two interfaces by different pre-

dictor groups (the interface with the yellow monomer was not assessed).
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indicating that it too was unlikely to represent a stable

homodimer.

The quality of the subunit models was also lower than

for many other targets (the best model had an LGA_S

score of �57), as most groups ignored the His-Tag in

building the models as well (see Fig. 6 and CAPRI web-

site for details). Considering that the His-Tag containing

peptide contributes significantly to the largest subunit

interface, the protein is likely a monomer in absence of

the artificial peptide. This is in fact the authors’ assign-

ment in the corresponding PDB entry (4Q28), and in

retrospect this target should not have been considered

for the CAPRI docking experiments.

Different factors contributed to the failure of produc-

ing acceptable docking solution for T77 (T0780), the

conserved hypothetical protein (SP-1560), from Strepto-

coccus pneumonia TGR4 [Fig. 3(c,d)]. The protein con-

sists of two YbbR-like structural domains (according to

Pfam) arranged in a crescent-like shape. The domains

adopt rather twisted b-sheet conformations with exten-

sive stretches of coil, and are connected by a single poly-

peptide segment, suggesting that the protein displays an

appreciable degree of flexibility both within and between

the domains. Probably as a consequence of this flexibil-

ity, the structures of most templates identified by predic-

tor groups (which approximated only one domain), were

not close enough to that of the target (Supporting Infor-

mation Table S5). As a result, the subunit models were

generally quite poor, with the best model featuring an

LGS-A score of only �40 (rmsd �7 Å). Although the

largest interface of the target is of a respectable size

(1600 Å2) and involves intermolecular contacts between

one of the domains only, the docking calculations were

unable to identify it. The best docking model was incor-

rect as it displayed an L-rms �19 Å, and an I-rms �10 Å

(see Supporting Information Table S4).

A very different issue plagued the docking prediction

of T88 (T0825), the wrap5 protein. The information

given to predictors was that the protein is a synthetic

construct built from 5 sequence repeats, and is similar to

2YMU (a highly repetitive propeller structure). It was

furthermore stated that the polypeptide has been mildly

proteolyzed, yielding two slightly different subunits, in

which the N-terminus of the first repeat was truncated

to different extent, and that therefore the dimer forms in

a non-trivial way. Predictors were given the amino acid

sequence of the two alternatively truncated polypeptides.

It turned out that the longer of the two chains, with

the nearly intact first repeat forms the expected 5-blade

b-propeller fold, whereas the chain with the severely

truncated first repeat forms only four of the blades, with

the remainder of the first repeat forming an a-helical

segment that contacts the first repeat [Fig. 3(e)].

Both CAPRI and CASP predictor groups were quite

successful in building very accurate models for the less

truncated subunit (rmsd< 0.5 Å, LGA_S �90). But

subunit models for the more truncated subunit were

much poorer (rmsd 6.5–10 Å), and since the helical

region of the shorter subunit contributes significantly to

the dimer interface, whose total area is not very large

(�1300 Å2), no acceptable docking solutions were

obtained [Fig. 3(e,f)].

For the other three targets in this category, T72, T79,

and T86, the homodimer prediction performance

remained rather poor, with only very few acceptable

models submitted. The main issue with T79 (T0792), the

OSKAR-N protein, and T86 (T0815), the polyketide

Cyclase from Sinorhizobium meliloti, was likely their very

small subunit interface (Table I). T79 was predicted by

PISA to be a dimer, but the area of its largest subunit

interface is only 680 Å2. T86, predicted to be dimeric by

both PISA and the authors (as stated in the PDB entry,

4U13), has even smaller size subunit interfaces with the

largest one burying no >470 Å2. In both cases these

interfaces are much smaller than the average size

required in order to stabilize weak homodimers.46 It is

therefore likely that these two proteins are in fact mono-

meric at physiological concentrations. Furthermore, T79

and T86 are quite small proteins (80 residues for T79,

and 100 residues for T86), and it is not uncommon that

proteins of this size cannot form large enough interfaces

unless they are intertwined.47

This notwithstanding, a few acceptable homodimer mod-

els were contributed for all three assessed interfaces (interfa-

ces 1,2,3) of T79 (Supporting Information Table S2).

Among predictor groups, 17 acceptable docking solu-

tions (of which five were medium quality models) were

obtained for the largest interface (interface 1). Twelve

acceptable solutions, of which one medium quality one,

were obtained for the second smaller interface (440 Å2),

and no acceptable quality solutions were obtained for the

third assessed interface (400 Å2) [see Fig. 3(i,j) for an over-

view of the prediction results]. Seven CAPRI predictor

groups, 1 CASP group and one server (GRAMM-X) con-

tributed the correct models for interface 1, and seven

CAPRI groups submitted acceptable models for interface 2.

Interestingly scorers did less well than predictors for

interface 1, but better for interface 2, and two scorer

groups submitted two acceptable models for interface 3,

whereas none were submitted by predictor groups.

Overall, the models for the T79 subunit were quite

accurate, with the best model having and LGA_S score of

�89 and rmsd �1.9 Å.

Not too surprisingly, the dimer prediction perform-

ance for T86 was significantly poorer, with only three

acceptable models submitted by CAPRI predictors

(Ritchie and Negi) for the largest interface (470 Å2).

Scorers identified five acceptable models for interface 1

(Fernandez-Recio and Gray), and two acceptable (or bet-

ter) models for interface 2 (Seok and Kihara). None of

the 19 models submitted by the seven CASP groups were

correct [Fig. 3(k,l) for a pictorial summary].
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Different problems likely led to the weak prediction

performance for Target T72 (T0770), the SusD homolog

(BT2259) from Bacteroides Thetaiotaomicron. While the

largest subunit interface is of near average size (1120 Å2),

the interface itself is poorly packed and patchy, an indi-

cation that it may not represent a specific association.

Not too surprisingly, therefore, this led to a poor predic-

tion performance. Overall only three models of accepta-

ble quality were submitted by CAPRI dockers, namely by

the HADDOCK and SWARMDOCK servers, and the

Guerois group, each contributing 1 such model. The best

of these models (contributed by Guerois) had f(nat)

�29% and L-rms and I-rms values of 8.85 and 3.57 Å,

respectively. Seven acceptable models were submitted by

scorers. Bonvin contributed two models, and the groups

of Huang, Grudinin, Gray, Weng and Fernandez-Recio,

respectively, submitted one model. The best quality mod-

els had f(nat) �18%, and L-rms and I-rms values of

�7.29 and 4.28 Å, respectively. No acceptable models

were submitted by CASP participants. The target struc-

ture and the distribution of the all the docking solutions

are depicted in Figure 3(g,h).

The accuracy of the subunit models for T72 was rea-

sonable, with the best models having a LGA_S score of

�70 (backbone rmsd �3.8 Å). The three successful

CAPRI predictor groups (HADDOCK, SWARMDOCK

and Guerois) all had somewhat lower quality subunit

models with LGA_S scores in the range of 55 – 67.

Targets assigned as tetramers: T70, T71, T73, T74, T78

Five targets were assigned as tetramers at the time of

the prediction experiment. As described in Assessment

Procedure and Criteria, models for tetramer targets were

assessed by systematically comparing all the interfaces in

each model to all the relevant interfaces in the target,

and selecting the best-predicted interfaces. Most predic-

tor groups used a two-step approach to build their mod-

els. First they derived the model of the most likely dimer,

and then docked the dimers to one another. Some

groups imposed symmetry restraints as part of the dock-

ing procedures, or combined this approach with the two-

step procedure.

In three of the targets (T70, T71, T74) predictors faced

the problem that all the pair-wise subunit interfaces were

quite small (440–720 Å2), making it difficult to identify

stable dimers to initiate the assembly procedure.

T70 (T0765), the modulator protein MzrA from Kleb-

siella Pneumoniae Sub Species, was assigned as a tetramer

at the time of the predictions, but is listed as a dimer

(predicted by PISA and assigned by the authors) in the

PDB entry (4PWU). Only two of its interfaces in the

crystal bury an area exceeding 400 Å2 [Fig. 4(a)]. The

assembly built by propagating these two interfaces

appears to form an extensive layered arrangement across

unit cells in the crystal, rather than a closed tetramer.

Interestingly, acceptable or better models were submit-

ted only for the smaller interface (475 Å2) (Supporting

Information Table S2). CAPRI predictors submitted 37

acceptable models, of which 27 were of medium quality,

and scorers submitted 27 acceptable models (including

21 medium quality ones) [Fig. 4(b)]. Indeed no accepta-

ble models were submitted for the largest interface (560

Å2), which is assigned as the dimer interface in the PDB

entry for this protein.

The failure to model a higher order oligomer for this

target was not due to the quality of the subunit models

as the latter was quite high (see Fig. 6 and CAPRI web-

site), and is probably rooted in the pattern of contacts

made by the protein in the crystal, which suggest that

this target is likely a weak dimer. Considering that all the

acceptable docking models involve a different interface

than that assigned in the corresponding PDB entry, it is

furthermore possible that the interface identified in these

solutions is in fact the correct one. But given the very

small size of either interface, the protein could also be

monomeric.

A similar situation was encountered with T74

(T0774), a hypothetical protein from Bacteroides vulga-

tus. Here too the target was assigned as a tetramer by

PISA at the time of the predictions, but is listed as a

monomer by the authors in the PDB entry (4QB7).

Associating the subunits according to the two largest

interfaces (520 and 490 Å2), also produced an open-

ended assembly rather than a closed tetramer, and this

time no acceptable solutions were produced for either

interface, strongly suggesting that the protein is mono-

meric as specified by the authors. It is noteworthy that

the subunit models for this target were particularly poor

(LGA_S values �40, and rmsd �7 Å), which could also

have hampered identifying some of the binding

interfaces.

T71 (T0768), the leucine-rich repeat protein from bac-

teroides capillosus, was a difficult case for other reasons.

Subunit contacts in the crystal are mediated through

three different interfaces, ranging in size from 470 Å2 to

720 Å2. A closed tetrameric assembly can be built by

combining interfaces 1 and 3, associating the dimer

formed by subunits A and B with the equivalent dimer

of subunits C and D, as shown in Figure 4(c). Interfaces

1 and 3 were also those for which some acceptable pre-

dictions were submitted. One acceptable model was con-

tributed for the largest interface, by the GRAMM-X, an

automatic server. Eleven acceptable models were submit-

ted for the third interface (470 Å2) by 4 CAPRI predictor

groups, and six acceptable models were submitted by

four CAPRI scorer groups. All the models submitted by

a single CASP group were wrong. No group succeeded in

building the tetramer that comprises the correct models

for interfaces 1 and 3 at the same time. Some models

looked promising, but when superimposing equivalent

subunits (in the model vs. the target) the neighboring

M.F. Lensink et al.

14 PROTEINS

Marc F. Lensink

Page 33 of 98



subunit of the model (the one across the incorrectly pre-

dicted interface) had its position significantly shifted rel-

ative to that in the target, resulting in an incorrect

structure of the tetrameric assembly.

The remaining two targets, T73 (T0772), a putative

glycosyl hydrolase from Parabacteroides distaspnos, and

T78 (T0786), a hypothetical protein from Bacillus cereus,

were genuine tetramers assigned as such by both PISA

and the authors. Both targets are proteins of similar size

(�260 residues) adopting an assembly with classical D2

symmetry, which comprises two interfaces, a sizable one

(>1000 Å2) and a smaller one. But the main bottleneck

for both targets was that their larger interface was inter-

twined. Available templates did not seem to capture the

intertwined associations, as witnessed from the overall

poorer models derived for the individual subunits. For

both targets, the best models had an LGA_S score �50

and a backbone rmsd of �5–10 Å. For T73, a total of

only nine acceptable models were submitted by the

CAPRI predictor groups of LZERD, Zou and Kihara for

the largest interface, and two acceptable models were

submitted by the Lee group for the second interface.

None of the predicted tetramer models simultaneously

captured both interfaces, as illustrated in Figure 4(e,f).

For T78, no acceptable solutions were submitted by any

of the participating groups, but the subunit models were

only marginally more accurate than those of T73.

The conclusions to be reached from the analysis of

these five targets are twofold. One is that the oligomeric

state assignment for higher order assemblies such as tet-

ramers is more error prone than that of dimer versus

monomers. Tetramers often involve smaller interfaces

between subunits, especially those formed between indi-

vidual proteins when two dimers associate, and therefore

predictions on the basis of pair-wise crystal contacts such

as those by PISA become unreliable. Independent experi-

mental evidence is therefore required to validate the exis-

tence of a higher order assembly. The second conclusion

to be drawn is that the prediction of higher order assem-

bly by docking procedures remains a challenge. Accepta-

ble models derived for the largest dimer interface are

probably not accurate enough to enable the identification

of stable association modes between two modeled

dimers. This indicates in turn that the propagation of

Figure 4
Target structures and prediction results for tetrameric targets. T70 (T0765), Modulator protein MzrA (KPN_03524) from Klebsiella pneumoniae

subspecies. (a) Target structure in cartoon representation, highlighting the two assessed interfaces (dashed lines). (b) Global docking prediction

results displaying one subunit in cartoon representation, with the center of mass of the second subunit in the target (red spheres), and in docking
solutions submitted by CAPRI predictors (light blue spheres), CAPRI scorers (dark blue spheres), and CASP predictors (yellow spheres). T71

(T0768) Leucine-rich repeat protein (BACCAP_00569) from Bacteroides capillosu, PDB code 4QJU. (c) Target structure in cartoon representation,
highlighting the two relevant interfaces (interfaces 1 and 3) (dashed lines). (d) Global docking prediction results for the assessed interfaces by dif-

ferent predictor groups (monomer color corresponding to (c), that is, the red spheres represent the same, blue, monomer). T73 (T0772), Putative
glycosyl hydrolase, PDB code 4QHZ. (e) Target structure in cartoon representation, highlighting the two assessed interfaces (interface 1 and 2)

(dashed lines). (f) Global docking prediction results for the assessed interfaces by different predictor groups.
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errors is the problem that currently hampers the model-

ing of higher order assemblies from the structures of its

components in absence of additional experimental

information.

Heterocomplex targets: T81, T89

T81 (T0797/T0798) and T89 (T0840/T0841) were the

only two bona-fide heterocomplex targets in Round 30.

T81 is the complex between the cGMP-dependent pro-

tein Kinase II leucine zipper (44 residues) and the

Rab11b protein (198 residues) (PDB code 4OJK). T89 is

the complex between the much larger RON receptor

tyrosine kinase subunit (669 residues) and the macro-

phage stimulating protein subunit (MSP) (253 residues).

The crystal structure of T81 features two Rab11b pro-

teins binding on opposite sides of the centrally located

leucine zipper, in a quasi-symmetric arrangement, which

likely represents the stoichiometry of the biological unit

[Fig. 5(a)]. A total of 3 interfaces were evaluated for this

targets: Interface 1 (chains C:A, leucine zipper helix 1/

one copy of the Rab11b protein), Interface 2 (C:D, leu-

cine zipper helix 1/helix 2), interface 3 (equivalent to

interface 1). The two Rab11b/zipper helix interfaces were

not exactly identical (780 Å2 for interface 1 and 630 Å2

for interface 2). The interface between the helices of the

leucine zipper was somewhat larger (780 Å2). Overall,

the interface area of a single copy of the Rab11b protein

binding to the leucine zipper dimer measures 1070 Å2.

Consolidating correct predictions for the equivalent

interfaces (Interfaces 1 and 3), the prediction perform-

ance for this complex as a whole was disappointing.

Only 12 correct models were submitted by the 7 CAPRI

predictor groups of Guerois, Seok, Huang, Vajda/Koza-

kov, SWARMDOCK, CLUSPRO (a server) and Bates.

Five of those (submitted by Guerois, Seok and Huang)

were of medium quality. The performance of CAPRI

scorers was better, with 54 correct models of which 16 of

medium quality. All 11 scorer groups contributed these

models, and the best scorer performance was achieved by

the groups of Bates, followed by those of LZERD, Oliva,

Huang, Fernandez-Recio and Seok. The prediction land-

scape for this target is shown in Figure 5(b).

T89, the RON receptor kinase subunit complex with

MSP, was a simpler target, given the clear, binary charac-

ter of this heterocomplex. But the large size of the recep-

tor subunit, and the relatively small interface it formed

with MSP, represented a challenge for the docking calcu-

lations. The prediction performance for this complex was

quite good overall, with a total of 87 correct models sub-

mitted by predictors, representing 41% of all submitted

predictor models. Unlike for many other targets of this

round, scorers did only marginally better, with 42% of

correct models. CASP groups were specifically invited to

submit models for this target, and 55 groups did, nearly

ten times more than for other targets in this round. But

their performance was much poorer than that of CAPRI

groups. Only 23 models out of the 223 submitted by

CASP groups (10%) were correct, and 6 of these were

medium accuracy models.

The best performance among CAPRI predictor groups

was by the HADDOCK server, followed by the groups of

Vakser, Seok, Guerois, Grudinin, Lee, Huang and Tomii

(see Supporting Information Table S2). A pictorial sum-

mary of the prediction performance for this target is

provided in Figure 5(c,d).

Results across targets and groups

Across target performance of CAPRI docking predictions

Results of the docking and scoring predictions for the

25 assessed targets of Round 30, obtained by all groups

Figure 5
Target structures and prediction results for heterocomplex targets. T81

(T0797/T0798), cGMP-dependent Protein Kinase II Leucin Zipper and
Rab11b Protein Complex, PDB code 4OJK. (a) Target structure in car-

toon representation, highlighting the interface of the leucine zipper
dimer (2), and the two equivalent interfaces (1,3), between the zipper

dimer and the two Rab11b proteins (dashed lines). (b) Global docking
prediction results displaying one of the Rab11b subunits in cartoon rep-

resentation, with the center of mass of the leucine zipper dimer in the

target (red sphere), and in docking solutions submitted by CAPRI pre-
dictors (light blue spheres), CAPRI scorers (dark blue spheres), and

CASP predictors (yellow spheres). T89 (T0840/T0841), complex of the
RON receptor tyrosine kinase subunit and the macrophage stimulating

protein subunit (MSP) (structure not released). (c) Target structure in
cartoon representation. (d) Global docking prediction results displaying

the RON receptor kinas subunit, in cartoon representations, and the

center of mass of the MCP proteins in the target and in docking solu-
tions submitted by different predictor groups.

M.F. Lensink et al.

16 PROTEINS

Marc F. Lensink

Page 35 of 98



that submitted models for at least one target, are sum-

marized in Figure 6 and in the Supporting Information

Table S3. For a full account of the results for this Round

the reader is referred to the CAPRI web site (http://www.

ebi.ac.uk/msd-srv/capri/).

The results summarized in Figure 6 show clearly that

the prediction performance varies significantly for targets

in the four different categories. As expected, the per-

formance is significantly better for the 12 dimer targets

in the “easy” category, than for those in the other cate-

gories. For 10 of the 12 “easy” targets, at least 30% of

the submitted models per target are of acceptable quality

or better, and for most of these (eight out of 10), at least

20% of the models are of medium quality. The accuracy

of the subunit models (top panel, Fig. 6) is rather good

for most of these targets. With the exception of T93, for

which the quality of the subunits models spans a wide

range (LGA_S �40–80), the models of the remaining 11

targets achieve high LGA_S scores with averages of 80 or

above.

The two less well-predicted targets in this category are

T92 and T94, probably due to the lower quality of the

subunit models (average LGA_S< 60) (top panel, Fig. 6).

The docking prediction performance is quite poor for

the six “difficult or problematic” dimer targets, where a

few acceptable models were submitted for only three of

the targets (T72, T79, T86), and no acceptable models

were submitted for the remaining three targets. This very

poor performance was not rooted in the docking or

modeling procedures but rather in the targets themselves.

In 4 of the targets in this category (T68, T72, T79, T86)

the oligomeric state (dimer in this case), often predicted

only by PISA, but sometimes also provided by the

authors, was likely incorrectly assigned. In T68, the His-

tag used for protein purification and included in the

crystallization forms the observed dimer interface, which

is therefore most certainly non-native. In T72 the main

problem was its very poorly packed and patchy interface,

suggesting that the dimer might be a crystal artifact,

whereas in T79 and T86, all the pair-wise interfaces in

the crystal structure were too small for any of them to

represent a stable dimer.

The only genuinely difficult dimer targets were T77

and T88. For T77, the subunits of this flexible 2-domain

protein were rather poorly modeled (average LGA_S 30–

40), making it difficult to model the “handshake”

arrangement of the subunits in the dimer [Fig. 3(c,d)].

In T88, the synthetic wrap5 protein, most predictor

groups failed to meet the challenge of correctly modeling

the shorter of the two subunits, in turn leading to incor-

rect solutions for the heterodimer.

As already mentioned, a very poor performance was

achieved for the five targets assigned as tetramers at the

time of the predictions. This is illustrated at the level of

the individual interfaces in these targets (Fig. 6). How-

ever, here too the problem was not necessarily rooted in

limitations of the docking or modeling procedures. Two

of the targets, T70 and T74, seem to have been errone-

ously assigned as tetramers at the time of the prediction

by PISA, as described above. T70 was assigned as a

dimer, and T74 as a monomer, by the respective authors

in the PDB entry. In agreement with the authors’ assign-

ment, no acceptable solutions were identified for any of

the interfaces in T74. Somewhat surprisingly, the quality

of the subunits models for this target was particularly

poor as well (average LGA_S �30).

In T70, the docking calculations were able to identify

only the smaller of the two interfaces as forming the

dimer interface (Fig. 6), but this interface differs from

the one assigned by the authors. This result leaves open

the possibility that this protein may indeed be a weak

dimer, in agreement with the author’s assignment, albeit

a different dimer than the one that they propose. Thus

for both of these seemingly erroneously assigned tetra-

meters, the docking calculations actually gave the correct

answer, which supports the author’s subsequent assign-

ments, which were not made available at the time of the

prediction experiment.

For the other three tetrameric targets, T71, T73 and

T78, the poor interface prediction performance reflects

the genuine challenges of modeling higher order oligom-

ers. In T71 the small size of the individual interfaces was

likely the reason for the paucity of acceptable dimer

models, and those were moreover not accurate enough

to enable the correct modeling of the higher order

assembly (dimer of dimers). In T73 and T78, the very

few acceptable models for interfaces in the former, and

the complete failure to model any of the interfaces in the

latter (Fig. 6), likely stem from the lower accuracy of the

corresponding subunit models (average LGA_S �50–60).

The docking prediction performance was better, but

not particularly impressive for the two heterocomplex

targets T81 and T89, which represent the type of targets

that the CAPRI community commonly deals with. For

T81 only �5% of the submitted models were of accepta-

ble quality or better, whereas for T89 the corresponding

model fraction was 40%, similar to that achieved for the

easy dimer targets. The poorer performance for T81 can

be readily explained by the fact that this target was in

fact a hetero tetramer, two copies of the Rab11b protein

binding to opposite sides of a leucine zipper, which had

to be modeled first.

These results taken together indicate that homology

modeling techniques and docking calculations are able to

predict rather well the structures of biologically relevant

homodimers. In addition we see that the prediction per-

formance for such targets is on average superior than that

obtained for heterocomplexes in previous CAPRI rounds,

where on average only about 10–15% of the submitted

models are correct for any given target (http://onlinelibrary.

wiley.com/doi/10.1002/9781118889886.ch4/summary), com-

pared to 25% obtained for the majority of the genuine

Prediction of Homo and Heteroprotein Complexes by Protein Docking and Modeling

PROTEINS 17

Marc F. Lensink

Page 36 of 98



dimer targets in this Round, including both easy and diffi-

cult homodimers. This result is not surprising, as interfaces

of homodimers are in general larger and more hydrophobic

than those of heterocomplexes,45 properties which should

make them easier to predict.

Another noteworthy observation is that docking calcu-

lations can often help to more reliably assign the protein

oligomeric state, especially in cases where available

assignments were ambiguous. Such cases were encoun-

tered for several of the difficult or problematic targets,

and for targets assigned as tetramers. On the other hand,

the main challenge in correctly modeling tetramers is to

minimize the propagation of errors caused by even small

inaccuracies in modeling individual interfaces, which can

in turn be exacerbated by inaccurate 3D models of the

protein components.

Across target performance of CAPRI scoring predictions

As shown in the middle panel of Figure 6, CAPRI

scorer groups achieved overall a better prediction per-

formance than predictor groups. The scoring experiment

involves no docking calculations, and only requires sin-

gling out correct solutions from among the ensemble of

models uploaded by groups participating in the docking

predictions. Clearly, such solutions cannot be identified

if the ensemble of uploaded models contains only incor-

rect solutions. Therefore no correct scoring solutions

were submitted by scorers for targets where no acceptable

docking solutions were present within the 100 models

uploaded by predictor groups for given target.

However, for targets where at least a few correct dock-

ing models were obtained by predictors, scorers were

Figure 6
Pictorial summary of the prediction results per assessed interface of the targets in CAPRI Round 30. The lower panel depicts the fraction of models
of acceptable and medium quality respectively, submitted by CAPRI and CASP predictor groups, for the 42 assessed interfaces in all 25 targets

(listed along the horizontal axis). The digit following the CAPRI target number represents the assessed interface. The symmetry transformation cor-

responding to the assessed interfaces in each target are listed in the Supporting Information Table S1. The fraction of correct models is shown sepa-
rately for the four main target categories: Easy dimer targets, difficult (or problematic) dimer targets, tetrameric targets, and heterocomplex targets.

The middle panel displays the same data for models submitted for the same interfaces by CAPRI scorer groups. The top panel shows box plots of
the LGA_S score values of the subunits in submitted models for the targets listed along the horizontal axis. The LGA_S score is one of the CASP

measures of the accuracy of the predicted 3D structure of a protein.35 The red dots represent the LGA_S score of the subunit structure of the best
quality homo or heterocomplex model submitted for each target. The best quality model is defined as the one with the lowest I-rms (see Fig. 1 for

details).

M.F. Lensink et al.

18 PROTEINS

Marc F. Lensink

Page 37 of 98



often able to identify a good fraction of these models, as

well as other models that were not identified amongst the

10 best models by the groups that submitted them (Fig.

6). This was particularly apparent for the easy dimer tar-

gets, where scorers often submitted a significantly higher

fraction of acceptable-or-better models (>50%) than in

the docking experiment, where this fraction rarely

exceeded 40%. A similar result was achieved for the heter-

ocomplexes, and was particularly impressive for T81,

where nearly half of the submitted models by scorers were

correct, compared to only 5% for the docking predictions.

The seemingly superior performance of scorers over

dockers has been observed in previous CAPRI assess-

ments16,19 where it was attributed in part to the gener-

ally poor ranking of models by predictors. Their highest-

ranking models are often not the highest-quality models,

and acceptable or better models can often be found

lower down the list and amongst the 100 uploaded mod-

els. Another reason is the fact that the search space that

scorers have to deal with is orders of magnitude smaller

(a few thousands of models), than the search space dock-

ers commonly sample (tens of millions of models). This

significantly increases the odds of singling correct solu-

tions in the scoring experiment.

Clearly however, there is more to the scorers’ perform-

ance than chance alone, particularly in this CAPRI Round,

where the main challenge was to model homo-oligomers.

Some groups that have also implemented docking servers

had their server perform the docking predictions com-

pletely automatically, but carried out the scoring predic-

tions in a manual mode, which still tends to be more

robust. In addition, a meta-analysis of the uploaded mod-

els, such as clustering similar docking solutions and select-

ing and refining solutions from the most populate clusters

can also lead to improved performance.

This notwithstanding, the actual scoring functions

used by scorer groups must play a crucial role. But this

role is currently difficult to quantify in the context of

this assessment.

Performance across CAPRI and CASP predictors,
scorers and servers

The ranking of CAPRI-CASP11 participants by their

prediction performance on the 25 targets of Round 30 is

summarized in Table IV. The per-target ranking and per-

formance of participants can be found in the Supporting

Information Tables S2 and S3.

The ranking in Table IV considers only the best quality

model submitted by each group for every target. The

ranking in the Supporting Information Table S2 takes

into account both the total number of acceptable models,

and the number of higher quality models (medium qual-

ity ones for this Round, as detailed in the section on

assessment criteria). When two groups submitted the

same number of acceptable models, the one with more

high quality models is ranked higher, and when two

groups submitted the same number of high quality mod-

els, the group with more acceptable models is ranked

higher.

Overall, a total of 11 CAPRI predictor groups submit-

ted correct models for at least 10 targets, and medium

quality models for at least seven targets. These groups

submitted models for at least 20 of the targets. Among

those, the highest-ranking groups in this Round are

Seok, Huang, and Guerois, with correct models for 15 or

16 targets, and medium quality models for 12–14 of

these targets. These are followed by Zou, Shen and Gru-

dinin (correct models for 11–14 targets, and medium

quality models for 10 or 11 of those). The remaining five

highest ranking groups, Weng, Vakser, Vajda/Kozakov,

Fernandez-Recio and Lee, achieve correct predictions for

10–15 targets and medium quality predictions for 7–9 of

those. It is noteworthy that two of the three top ranking

predictor groups (Seok and Guerois), and at least one

other group (Vakser) made heavy use of template-based

modeling, an indication that this approach can be quite

effective.

The remaining groups listed in Table IV were ranked

lower, as they corrected predicted between 1 and 8 tar-

gets only, and produced only a few medium quality

models for these targets. However some of these groups

submitted predictions for a smaller number of targets.

Their performance can therefore not be fairly compared

to that of other groups.

Of the 6 CAPRI automatic docking servers ranked in

Table IV, HADDOCK and CLUSPRO rank highest, fol-

lowed by SWARMDOCK, and GRAMM-X.

It is interesting to note that two top ranking CAPRI

servers submitted correct predictions for 16 targets, just

as many as the top ranking predictor groups. But the lat-

ter groups still produce more medium accuracy models

(>10) than the servers (no more than 9). Thus as

already noted in previous CAPRI assessment, some

CAPRI servers perform nearly on par with more manual

predictions.

Among the CASP predictor and server groups listed in

Table IV, the groups of Umeyama and Dunbrack rank

highest, and both would rank among the best CAPRI

predictor groups as their success rate (fraction of correct

over submitted models) was also high. Of the servers,

ROSETTASERVER and SEOK_SERVER rank highest,

with a performance level similar to SWARMDOCK.

Thirty-nine CASP groups submitting models for 1–5 tar-

gets, none of which were correct, are not explicitly listed

in the Table.

Lastly, judging also by the best model submitted for

each target, CAPRI scorers outperform CAPRI predic-

tors, as already mentioned when analyzing the perform-

ance across targets. Highly ranking scorer groups

submitted on average correct models for 1–2 more tar-

gets than CAPRI predictors, and the number of medium
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quality models that groups submit for these targets is

also somewhat higher.

Of the 13 scorer groups that submitted an accurate

model for at least one target, 11 have correctly predicted

at least 10 targets and submitted medium quality models

for seven of those.

The best performing groups are those of Bonvin,

Bates, Huang, Seok, Zou and Kihara, followed closely by

four other groups that correctly predicted at least 13 tar-

gets, and produced medium quality models for at least

10 of these (Table IV).

Factors influencing the prediction
performance

Unlike in previous CAPRI rounds, Round 30 com-

prised solely targets where both the 3D structure of the

protein subunits and their association modes had to be

modeled. Deriving the atomic coordinates of the pre-

dicted homo-oligomers therefore involved a number of

steps each requiring the use of specialized software and

making strategic choices as to how it should be applied.

As mentioned in Synopsis of the Prediction Methods,

the approaches for modeling the subunit structures and

generating the oligomer models vary widely amongst

predictor groups, and across targets. It is therefore diffi-

cult to reliably pinpoint specific factors that contributed

or hampered successful predictions. Nonetheless some

general trends can be outlined. Even though Round 30

comprised only targets whose subunits could be readily

modeled using templates from the PDB, the subunit

modeling strategy had an important influence on the

final oligomer models. Groups that used several different

subunit models for the same target increased their

chance of deriving at least an acceptable oligomer model.

Such different models were obtained either by using dif-

ferent templates (some groups used as many as five tem-

plates for the same target), or by starting from the same

template and modifying it by optimizing loop conforma-

tions and subjecting it to energy refinements. These opti-

mizations seemed particularly effective when carried out

in the context of the oligomers representing the highest-

ranking template-based or docking models.

As already mentioned, information on oligomeric tem-

plates in the PDB was another important element con-

tributing to improve the prediction performance. This

information was the main ingredient for two of the best

performing groups that heavily relied on template-based

docking. Other groups that performed well used mainly

ab-initio docking methods of various origins, but either

guided the calculations or filtered the results based on

structural information from homologous oligomers.

Other important elements, such as selecting represen-

tative members of clusters of docking solutions, and the

final scoring functions used to rank models and select

Table IV
Participant ranking by Target performanceParticipant

Participated
targets Performance

CAPRI Predictor Ranking
Seok 25 15/14**
Huang 25 16/13**
Guerois 25 16/12**
Zou 25 14/11**
Shen 25 13/11**
Grudinin 24 11/10**
Weng 25 13/9**
Vakser 25 11/9**
Vajda/Kozakov 24 15/8**
Fernandez-Recio 25 11/8**
Lee 20 10/7**
Tomii 20 8/6**
Sali 12 6/4**
Negi 25 7/3**
Eisenstein 6 3**
Bates 25 7/2**
Kihara 23 7/2**
Zhou 25 4/2**
Tovchigrechko 12 3/1**
Ritchie 8 2/1**
Fernandez-Fuentes 14 1
Xiao 11 1
Gong 8 0
Del Carpio 3 0
Wade 2 0
Haliloglu 1 0
CAPRI SERVER Ranking
HADDOCK 25 16/9**
CLUSPRO 25 16/8**
SWARMDOCK 25 11/4**
GRAMM-X 22 6/1**
LZERD 25 3
DOCK/PIERR 2 1
CAPRI Scorer Ranking
Bonvin 25 18/14**
Bates 24 17/13**
Huang, Seok 25 16/13**
Zou, Kihara 25 15/12**
Fernandez-Recio 25 14/12**
Weng 25 16/11**
Oliva 22 14/11**
Grudinin 25 13/10**
Gray 17 10/7**
LZERD 25 6**
Lee 5 3/2**
Sali 1 0
CASP Predictor and Server Ranking
Umeyama 19 13/8**
ROSETTASERVER 13 9/8**
Dunbrack 12 11/6**
SEOK_SERVER 22 7/5**
Luethy 8 5/4**
Nakamura 12 7/3**
Baker 8 3**
Wallner 2 1**
Skwark, Lee, RAPTOR-X_Wang,

NNS_Lee
1–4 1

39 participants not listed 1–5 0

For each target only the best quality solution is counted; in total 25 targets were

assessed. Column 2 indicates the number of targets for which predictions were

submitted. In Column 3, the numbers without stars indicate models of acceptable

quality or better, and the numbers with “**” indicate the number of those models

that were of medium quality.
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those to be submitted, also played a role as already men-

tioned here and in previous CAPRI reports.19

In the following we examine in more detail the impact

of two important elements of this joint CASP-CAPRI

experiment. We evaluate the influence of the accuracy of

individual subunits models on the oligomer prediction

performance, and estimate the extent to which proce-

dures that rely on docking methodology and those that

employ specialized template-based modeling confer an

advantage over straightforward homology modeling.

Influence of subunit model accuracy

The subunit models used to derive the models of the

oligomers were generated either by CAPRI groups, those

with more homology modeling expertise, or borrowed

from amongst the models submitted by CASP servers,

which were made available to CAPRI groups in time for

each docking experiment. The subunit structures in

models submitted by CAPRI and CASP groups for all 25

targets of Round 30 were assessed using the standard

CASP GDT_TS and LGA_S scores, as well as the back-

bone rmsd of the submitted model versus the target

structures. The values of these measures obtained for

models submitted by all participants in Round 30 for

each target can be found at the CAPRI website together

with the assessment results for this Round.

To gauge the relation between the accuracy of subunit

models and the docking prediction performance, the

LGA-S scores of subunit models in the predicted

complexes for the 25 targets in this Round are plotted in

Figure 7 as a function of the I-rms value. The LGA_S

measure was used because it does not depend on the res-

idue numbering along the chain, which may vary at least

in a fraction of the models submitted by CAPRI partici-

pants. The I-rms measure was used as it represents best

the accuracy level of the predicted interface.

Each point in Figure 7 represents one submitted

model, and points are colored according to the quality of

the predicted complex (incorrect, acceptable and medium

quality). The plot clearly shows that medium quality pre-

dicted complexes (I-rms values between 1 and 3 Å) tend

to be associated with high accuracy subunit models

(LGA_S values >80). We also see that predicted com-

plexes of acceptable quality (I-rms values of 2–4 Å) are

associated with subunit models that span a wide range in

accuracy levels (LGA_S between 30 and 90). This range

is comparable to the subunit accuracy range associated

with incorrect models of complexes (I-rms >4 Å; see

Table III for details on how I-rms contributes to rank

CAPRI models). Identical trends are observed when plot-

ting the GDT-TS scores as a function of the I-rms values

for the fraction of the models with correct residues num-

bering (Supporting Information Fig. S2).

That both accurate and inaccurate subunit models are

associated with incorrectly modeled complexes is

expected. Inaccurate subunit models may indeed prevent

the identification of the correct binding mode, and dock-

ing calculations may fail to identify the correct binding

mode even when the subunit models are sufficiently

accurate. It is however noteworthy that complexes classi-

fied as incorrect by the CAPRI criteria do not necessarily

represent prediction noise, as a recent analysis has shown

that residues that contribute to the interaction interfaces

are correctly predicted in a significant fraction of these

complexes.48

Somewhat less expected is the observation (Fig. 7) that

in a significant number of cases, acceptable and to a

smaller extent also medium quality docking solutions

can be identified even with lower accuracy models of the

individual subunits. This is an encouraging observation,

as it suggests that docking calculations can lead to useful

solutions with protein models built by homology, and

that these models need not always be of the highest accu-

racy. What probably matters more for the success of

docking predictions is the accuracy with which the bind-

ing regions of the individual components of the complex

are modeled, rather than the accuracy of the 3D model

considered in its entirety.

Round 30 predictions versus standard homology modeling

To estimate the extent to which docking methods or

template-based modeling procedures confer an advantage

over straightforward homology modeling, the accuracy of

the submitted oligomer models for each target was

Figure 7
Subunit model accuracy and the quality of predicted complexes in

CAPRI Round 30. The CASP LGA_S scores of subunit models in the

predicted complexes for the 25 targets in this Round (vertical axis) are
plotted as a function of the I-rms values (horizontal axis). Each point

in this Figure represents one submitted model, and points are colored
according to the quality of the predicted complex, respectively, incorrect

(yellow), acceptable (blue) and medium (green) quality (see Table I and
the text for details).
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compared to the accuracy of the models build using the

best oligomer templates for that target available in the PDB

at the time of the prediction. Only dimer targets (and tem-

plates) were considered, given the uncertainty of the oligo-

meric state assignments for some of the tetrameric targets.

Three categories of the best dimeric templates were

considered (see Assessment Procedures and Criteria):

templates identified on the basis of sequence alignments

alone, templates identified by structurally aligning the

target and template monomers, and templates identified

by structurally aligning the target and template oligom-

ers. Only the sequence-based template selection reconsti-

tutes the task performed by predictors, to whom only

the target sequence was disclosed at the time of the pre-

diction. The resulting templates thus represent the best

templates available to predictors during the prediction

Round. Obviously, the structurally most similar tem-

plates could not be identified by predictors, but are con-

sidered here in order to evaluate the advantage, if any,

conferred by such templates over those identified on the

basis of sequence alignments.

Table V lists the best templates from each category

identified for all dimeric targets of Round 30 and the

corresponding template-target TM-scores. These tem-

plates represent those with the highest TM-score among

the best 10 templates from each category detected for a

given targets. Not too surprisingly targets with more

similar templates, those featuring high TM-scores

(�0.7), are the easy targets, whereas difficult targets are

those with poorer templates (lower TM-scores). Many of

the best templates from all three categories were also

detected and used by predictor groups (see Supporting

Information Table S5), even though these groups only

had sequence information to identify them during the

prediction round.

The accuracy levels of the models built using the three

categories of best templates for each target and the best

models from each of the participating CAPRI predictor

groups submitted for the same target are plotted in Fig-

ure 8. The model accuracy is measured by the I-rms

value, representing the accuracy level of the predicted

interface in the complex. Each entry in the Figure repre-

sents one model, and for each template category (based

on sequence alignments, on structural alignment of the

monomers and dimers, respectively), up to 10 best mod-

els are shown per target and colored according to the

template category.

Inspection of Figure 8 indicates that models submitted

by CAPRI predictor groups, a vast majority of which

employed docking methods as part of their protocol,

tend to be of higher accuracy. For most of the easy tar-

gets, the 10 models submitted by CAPRI groups more

consistently display lower I-rms values then the models

built from the best templates. This is the case not only

for models derived from the sequence-based templates

but also for the most structurally similar templates of

Table V
Best available templates detected based on sequence (“Sequence”), experimental monomer structure (“Monomer”), and experimental oligomer

structure (“Oligomer”)Target

Target released Database released

Best template TM-score (detected template)

Sequence Monomer Oligomer

T68 May 01, 2014 April 24, 2014 0.348 (3njd) 0.370 (3fse) 0.370 (3fse)
T69 May 05, 2014 April 24, 2014 0.852 (1qlw) 0.852 (1qlw) 0.852 (1qlw)
T70 May 06, 2014 April 24, 2014 0.639 (2f06) 0.644 (3c1m) 0.652 (3tvi)
T71 May 07, 2014 April 24, 2014 0.509 (2id5) 0.618 (3jur) 0.618 (3jur)
T72 May 08, 2014 April 24, 2014 0.510 (3otn) 0.510 (3otn) 0.510 (3otn)
T73 May 09, 2014 April 24, 2014 a 0.554 (1hql) 0.554 (1hql)
T74 May 12, 2014 April 24, 2014 0.340 (4jrf) 0.340 (4jrf) 0.340 (4jrf)
T75 May 13, 2014 April 24, 2014 0.880 (3rjt) 0.880 (3rjt) 0.880 (3rjt)
T77 May 15, 2014 April 24, 2014 0.393 (2xwx) 0.375 (4iib) 0.375 (4iib)
T78 May 20, 2014 May 17, 2014 0.315 (3c6c) 0.370 (1o0s) 0.403 (2f3o)
T79 May 23, 2014 May 17, 2014 0.440 (2bnl) 0.469 (2xig) 0.471 (2w57)
T80 June 02, 2014 May 17, 2014 0.938 (1mdo) 0.943 (2fnu) 0.943 (2fnu)
T82 June 04, 2014 May 17, 2014 0.846 (4dn2) 0.846 (4dn2) 0.846 (4dn2)
T84 June 09, 2014 May 17, 2014 0.939 (2btm) 0.941 (1b9b) 0.941 (1b9b)
T85 June 10, 2014 May 17, 2014 0.889 (3ggo) 0.889 (3ggo) 0.889 (3ggo)
T86 June 11, 2014 May 17, 2014 0.459 (4h3u) 0.467 (3gzr) 0.470 (3hk4)
T87 June 13, 2014 May 17, 2014 0.922 (3get) 0.922 (3get) 0.922 (3get)
T90 July 03, 2014 June 06, 2014 0.921 (4qgr) 0.927 (2oga) 0.927 (2oga)
T91 July 08, 2014 June 06, 2014 0.750 (4gel) 0.750 (4gel) 0.808 (3hsi)
T92 July 09, 2014 June 06, 2014 0.785 (1tu7) 0.837 (3h1n) 0.837 (3h1n)
T93 July 10, 2014 June 06, 2014 0.896 (4a7p) 0.896 (4a7p) 0.896 (4a7p)
T94 July 11, 2014 June 06, 2014 0.655 (3gff) 0.655 (3gff) 0.655 (3gff)

TM-score of the templates that have the highest TM-score among top 10 selected templates for each target and the PDB IDs of the templates are listed.
aNo protein with the desired oligomer state was found among the top 100 HHsearch entries.
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the monomer or dimer categories. Considering only the

best models for each targets the performance results are

mode balanced. For seven out of the 12 easy targets the

best models overall were submitted by CAPRI partici-

pants, whereas for the remaining five targets the most

accurate models were those derived from the structurally

most similar template. Overall however, acceptable or

medium quality models were obtained with all the

approaches and for nearly all the easy targets.

On the other hand it is remarkable that for three of

the difficult targets (T72, T79, and T86), the docking

procedures were able to produce acceptable models, with

one medium quality model for T79, whereas all the

template-based models were incorrect.

Overall these results do confirm that protein docking

procedures represent an added value over straightforward

template-based modeling. One must recall however, that

docking was often combined with template-based

restraints and hence, can in general not be qualified as

ab-initio docking in the context of this experiment. It is

also important to note that for two targets, T82 and

T85, the highest accuracy models were predicted by the

group of Seok, who employed specialized template-based

modeling techniques augmented by loop modeling and

refinement. But the accuracy of these models was not

vastly superior to that of the best docking models.

Lastly, not too surprisingly, oligomer models build using

the sequence-based best templates were generally of inferior

accuracy than models built from templates of the two other

categories. Interestingly, models derived from the most

structurally similar dimer templates were not generally

more accurate than those derived from the structurally

most similar monomers. This may stem from differences in

the structural alignments that were used to detect the tem-

plates, which in turn could have affected the performance

of the homology modeling procedure (MODELLER).

CONCLUDING REMARKS

CAPRI Round 30, for which results were assessed here,

was the first CASP-CAPRI experiment, which brought

Figure 8
Accuracy of Round 30 homodimer models predicted by protein docking methods and template-based modeling versus models derived by standard

homology modeling. The I-rms values, representing the accuracy level of the predicted interface, are plotted (vertical axis) for different models for

each target (listed on the horizontal axis using the CAPRI target identification). Each point represents one model. The best models submitted by
individual CAPRI predictor groups are represented by green triangles. The remaining models are those built in this study by standard homology

modeling techniques42 on the basis of homodimer templates from the PDB. Up to 10 best models are shown per target and template category (see
text). Models based on templates identified using sequence information (black triangles), models based structural alignments of individual mono-

mers (red lozenges), and those based on structural alignments of the entire dimers (blue triangles). The targets (only dimers) are subdivided into
easy and difficult targets (see text). Dashed horizontal lines represent I-rms values delimiting models of high, medium, acceptable and lower (incor-

rect) quality by CAPRI criteria.
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together the community of groups developing methods

for protein structure prediction and model refinement,

with groups developing methods for predicting the 3D

structure of protein assemblies. The 25 targets of this

round represented a subset of the targets submitted for

the CASP11 prediction season of the summer of 2014. In

line with the main focus of CASP, the majority of these

targets were single protein chains, forming mostly homo-

dimers, and a few homotetramers. Only two of the tar-

gets were heterodimers, similar to the staple targets in

previous CAPRI rounds. Unlike in most previous CAPRI

rounds both subunit structures and their association

modes had to be modeled for all the targets. Since the

docking or assembly modeling performance may cru-

cially depend on the accuracy of the models of individual

subunits, the targets chosen for this experiment were

proteins deemed to be readily modeled using templates

from the PDB. Interestingly, templates were used mainly

to model the structures of individual subunits, to limit

the sampling space of docking solution or to filter such

these solutions. Only a few groups carried out template-

based docking for the majority of the targets, and two of

those ranked amongst the top performers, indicating that

this relatively recent modeling strategy has potential.

As part of our assessment we established that the accu-

racy of the models of the individual subunits was an

important factor contributing to high accuracy predic-

tions of the corresponding complexes. At the same time

we observed that highly accurate models of the protein

components are not necessarily required for identifying

their association modes with acceptable accuracy.

Furthermore, we provide evidence that protein dock-

ing procedures and in some cases also specialized

template-based methods generally outperform off-the-

shelf template-based prediction of complexes. These find-

ings apply to templates identified on the basis of

sequence information alone, as well as to templates

structurally more similar to the target. The added value

of docking methods was particularly significant for the

more difficult targets, where the structures of the identi-

fied best templates differed more significantly from the

target structure

Thus, the assessment results presented here confirm

that the prediction of homodimer assemblies by homol-

ogy modeling techniques and docking calculations is fea-

sible, especially for stable dimers that feature interface

areas of 1000–1500 Å2, whose size is comparable or

larger than the one associated with transient heterocom-

plexes. They also confirm that docking procedures can

represent a competitive advantage over standard homol-

ogy modeling techniques, when those are applied with-

out further improvements to model the complex.

On the other hand, difficulties arise when the subunit

interface in the target is similar in size to those associ-

ated with crystal contacts.45 Such cases were associated

with a number of targets where the oligomeric state

assignment was ambiguous or inaccurate. Such ambigu-

ous or inaccurate oligomeric state assignments repre-

sented a confounding factor for the docking prediction

in this round. The problem arose mainly from the fact

that the authors’ assignments, usually based on inde-

pendent experiment evidence, were not available to pre-

dictors at the time of the prediction experiment. Instead,

predictors were provided with tentative assignments,

inferred on the basis of computational analysis of the

crystal contacts. Quite encouragingly, for most targets

with ambiguous assignment, or for which the tentative

assignments were later overruled by the authors upon

submission to the PDB, the docking predictions were

shown to provide useful information, which often con-

firmed the final assignment or helped resolve ambiguous

ones. This occurred for both homodimer and homote-

tramer targets.

Lastly, we find that the docking prediction perform-

ance for the genuine homodimer targets was superior to

that obtained for heterocomplexes in previous CAPRI

rounds, in line with the expectation that, owing to their

higher binding affinity (and larger and more hydropho-

bic interfaces), homodimers are easier to predict than

heterodimers. Much poorer prediction performance was

however achieved for genuine tetrameric targets, where

the inaccuracy of the homology-built subunit models

and the smaller pair-wise interfaces limited the predic-

tion performance. Accurately modeling of higher order

assemblies from sequence information is thus an area

where progress is needed.
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Protein-lipid interactions are increasingly recognized as
central to the structure and function of membrane proteins.
However, with the exception of simplified models, specific
protein-lipid interactions are particularly difficult to high-
light experimentally. Here, we used molecular dynamics sim-
ulations to identify a specific protein-lipid interaction in lac-
tose permease, a prototypical model for transmembrane
proteins. The interactions can be correlated with the func-
tional dependence of the protein to specific lipid species. The
technique is simple and widely applicable to other membrane
proteins, and a variety of lipid matrices can be used.

The molecular mechanisms underlying the influence of the
lipid environment on the function of membrane proteins
remain unclear. Lipid composition is known to have a modula-
tory effect on membrane protein activity, and for a number of
membrane proteins a clear correlation was found between pro-
tein activity and bulk properties of the membrane bilayer such
as fluidity (1). Membrane proteins are anchored in their lipid
environment through nonspecific protein-lipid interactions (2,
3), and different fluidic properties are therefore expected to
play amodulatory role onmembrane protein activity. However,
there is also increasing evidence for specifically bound lipids
that are necessary to achieve biological function (4). For exam-
ple, the presence of phosphatidylethanolamine (PE)3 in the
bilayer has been found to be essential for the structure and
function of a number of transmembrane transporter proteins
(5–10). Unfortunately, crystallographic evidence of such a
dependence is exceptional. First, membrane protein structure
remains rare, with the structures of less than 200 unique pro-
teins deposited in the Protein Data Bank. Second, membrane
protein purification and crystallization require the use of deter-
gent, which tends to delipidate the target protein. Thus only a

few examples of crystal structures show lipids, known to be
important for function, specifically associated to the protein.
The yeast cytochrome bc1 complex contains a number of bound
phospholipids, which suggest specific roles both for the struc-
tural and functional integrity of the protein (11). The crystal
structure of the Thermochromatium tepidum photosynthetic
reaction center shows one PE and seven detergentmolecules on
its molecular surface (12). In the crystal structure of the
Rhodobacter sphaeroides photoreaction center, a specific inter-
action with cardiolipin has been found (13). This binding site
has subsequently been suggested to be a conserved feature of
these reaction centers (14). More recently, a tightly bound cho-
lesterol molecule was observed in the crystal structure of a pro-
tein G-coupled receptor (15), triggering the question of the
general presence of nonannular cholesterol-binding sites for
these proteins (16).

Molecular modeling and other computational studies are
therefore playing an increasingly relevant role in the study of
membrane proteins (17); these include the use of molecular
dynamics simulation to study dynamic events and conforma-
tional pathways (18). The installment of membrane protein-
targeted structural genomics and the rapid development of
high throughput structural biology techniques are expected to
result in a significant increase in the number of available mem-
brane protein structures in the near future (19). But it is doubt-
ful that these structures will show physiologically associated
lipid molecules; the crystallization procedure typically delipi-
dates the protein, and only the strongest bound lipid molecules
may withstand the purification procedure and show sufficient
electron density to be resolved at the atomic level. Molecular
modelingmay play an important role here.With the increase in
computing power, molecular dynamics simulations are now
routinely applied, and physics-based force fields are capable of
treating a wide range of molecules and molecular interaction
(20, 21).

In this study, we use molecular modeling and dynamics to
characterize a specific protein-lipid interaction between lactose
permease (LacY) and PE. LacY, which has been crystallized at a
resolution of 2.95 Å (22), is a paradigm for the major facilitator
superfamily (MFS) (23) that represents as much as 25% of all
membrane transport proteins, with over 15,000 sequence
members identified to date (24). Members of the MFS show a
common architecture (25), and for a number of these trans-
porters the presence of PE in the bilayer is required for proper
structure and activity (26). By carefully positioning the protein
in a selection of lipid matrices and performing molecular
dynamics simulations, we identify a limited number of strong

* The Genome and Network Bioinformatics Laboratory is a partner of the
BioSapiens Network of Excellence funded under the Sixth Framework Pro-
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interactions between specific amino acids and individual lipid
molecules. The strength of this technique lies in the fact that it
leads to a molecular picture of the lipid-protein interactions
involved. The only limitation is the number of membrane pro-
tein structures available with a sufficient resolution; a large
number of lipid matrices in which proteins can be inserted are
available, and the technology required to create new onesmim-
icking all kinds of lipidmembrane compositions is available and
operational (20).

MATERIALS AND METHODS

Modeling Setup—We take the LacY crystal structurewith the
highest available resolution (2.95 Å), representing wild-type
LacY in neutral pH, that is open on the cytoplasmic side and
therefore susceptible to gradient sensing and sugar transport
(22). With lipid chain lengths near C18 often being the most
favorable for function (27, 28), we employ POPC, POPE, and
POPG bilayers that have been extensively used in MD simula-
tions and for which parameter sets are available (29–31). The
bilayer thickness of these bilayers (32) shows good agreement
with the calculated hydrophobic thickness of LacY (33), mini-
mizing the effect of hydrophobic mismatch. Previous simula-
tions of LacY, investigating the mechanism of sugar transport,
have also been performed in a POPE bilayer (34).

Lactose permease (Protein Data Bank code 2cfq) was reori-
ented with its principal axis aligned with the z axis, rotated 10°
over the x axis, and placed in the center of an equilibrated POPE
bilayer (30) with all waters removed and the x and y coordinates
expanded by a factor of 4. This orientation was found to yield
the best final alignment between phosphates and interfacial
arginines. The entire system was subjected to 100 steps of
steepest descent energy minimization, applying 105 kJ/nm2

position restraints on the protein non-hydrogen atoms. In sub-
sequent iterations, the system was restored to the reference
area per lipid by shrinking the lipid x and y coordinates by 2%
and deleting all lipids that had their phosphorus atom at a dis-
tance closer than 6 Å to any C� atom of the protein (35). Every
iterationwas accompanied by 100 steps of steepest descent, and
after eight iterations the deflation was increased to 5% per
iteration.

The original box size of the resulting system of LacY and 298
POPE lipids was expanded by 1 nmperpendicular to the bilayer
surface (now �10 � 10 � 7 nm3) and solvated with roughly
9000 water molecules. The atoms in the palmitoyl and oleoyl
chains were given a van der Waals radius of 6 Å to avoid solva-
tion of the hydrophobic bilayer core. The system was neutral-
ized by adding chloride ions (36) and was subjected to 1000
steps of steepest descent energy minimization and 100 ps of
MD using the weak position restraint (103 kJ/nm2 on the non-
hydrogen protein atoms), followed by 10 ns of free MD.

Previous simulations of PE systems have reduced the etha-
nolamine partial charges to correspond to the lysine parame-
terization (37). To eliminate artificial association between the
ethanolamine moiety and acidic side chains of the protein
because of an overpolarization of the lipid partial charges, a new
charge set was also developed by fitting atomic point charges to
reproduce the electrostatic potential obtained from ab initio
HF/6–31G* calculations (38), keeping symmetry consider-

ations (39) and summing hydrogen charges onto the nonpolar
carbons (40). For all purposes of this work, the results obtained
with both charge sets were found to be similar, and all analyses
presented henceforth were carried out using the latter charge
set. Both charge sets are listed in Table 1.

Molecular dynamics simulations were performed with the
Gromacs 3.3 package (41), using the Gromos96 43a2 force field
(40), with Berger parameters for the lipid tails (42). A time step
of 2 fswas employed.All systemswere coupled to a temperature
bath ofT� 310 Kwith a coupling constant �T � 0.1 ps. Protein,
lipids, and solvent (ions plus water) were coupled indepen-
dently. Single point charge water was employed (43). Pressure
was maintained using semi-isotropic pressure coupling (44) at
p� 1 bar with a coupling constant of �p � 1.0 ps. van derWaals
interactions were cut off at a distance of 1.4 nm, and electro-
static interactionswere calculatedwith the particlemesh Ewald
method (45), using fourth-order splining and a grid spacing of
0.12 nm. Equations of motion for the water molecules were
solved analytically (46), and all covalent bonds in the system
were constrained in the MD simulations (47).

The entire procedure of positioning, equilibration, and sim-
ulation was repeated using POPE lipids with monomethylated,
dimethylated, and trimethylated ethanolamine (the trimethyl-
ation resulting in POPC) and in a bilayer consisting of POPG
lipids. The POPGbilayer was obtained bymutating every POPE
lipid into POPG as before (48).Methylation of the PE lipids was
achieved bymutating a lipid amine hydrogen intomethyl while
at the same time modifying all other related parameters (bond
lengths, angles, nonbondedparameters, etc.). Additionalab ini-
tio calculations had shown it not to be necessary to modify the
partial charges for the hydrogen to methyl mutation, which

TABLE 1
Lipid head group partial charges
Modified partial charges for the lipid head group. Although we qualitatively
obtained the same results with previously published charges (61), these charges are
based on a Mulliken population analysis of electron density (62), whereas a charge
fitting to reproduce electrostatic potential is the currently more accepted standard
(63). This new charge set avoids preferential binding due to overpolarization.

a Original partial charge is shown.
b Newly derived partial charge is shown.
c Atom is C in the case of methylated PE.
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corresponds to the way the original POPE parameters were
derived from POPC (30).
Validation of Equilibration Procedure—The orientational

evolution of the �-helices in the simulation is used to validate
the equilibration procedure and overall structural stability of
the system. LacY contains 12 transmembrane helices, two of
which with a kink in the middle, and one additional short helix
on the cytosolic side. Table 2 shows the residues defining the
helices and their angle with the normal bilayer averaged over
the four simulations with neutral lipids. Helical axes were cal-
culated using a rotational least squares fitting procedure (49). It
is known that TM helices may tilt or flex to match the hydro-
phobic thickness of a membrane (3, 50). We indeed observed
this for the longer helices, e.g. tilt for TM1 andTM4 and flex for
TM3 and TM8. The shorter TM helices may span the bilayer
without a tilt, e.g. TM5 and TM9. The observed behavior cor-
responds towhat has been found byNMRexperiments andMD
simulations of the individual LacY helices TM1 and TM5 (50).
A secondary structure analysis shows all helices retain their
helical structure throughout the simulations (data not shown).
Also, no change in helix orientation (less than 10° range of
change in angle) was found (with the exception of TM6 and
TM3.2 that variedwithin a 20° range). In addition, the relatively
short helix 7.c showed some degree of motion, with a deviation
up to 20° around its average. TM6 is imperfect in the crystal
structure, and we find it to fully adopt the �-helical structure in
all simulations, most likely due to the stabilizing influence of
the lipid environment. The same happens with TM3.2, which is
located next to TM6. The average helical angles and standard
deviations were not found to differ significantly when calcu-
lated over the full trajectory or just the second half of it. Taken
together with the correspondence to initial values, we conclude
that the positioning and equilibration procedure has had no
destabilizing effect on the overall protein structure.
Detection of Lipid-mediated Salt Bridges—The presence of

salt bridges and hydrogen bonds between LacY and lipids was
determined using simple distance criteria. Residues involved in

salt bridges and hydrogen bonds to individual lipids were deter-
mined using the criterion that at any point during the combined
simulations the donor-acceptor distance fell below the thresh-
old of 4Å. The upper limit of 4Å constitutes aweak interaction.
By using the obtained residues, and the requirement that two of
them must simultaneously be bound to the same lipid, lipid-
mediated salt bridges were determined using a distance crite-
rion of 4Åof the residue phosphate (donor-phosphorus), 3Å of
residue amine or residue hydroxy (acceptor-donor), and 4 Å of
residue choline (acceptor-nitrogen) distance. Cumulative pres-
ence (�tcumul) of individual lipid-mediated salt bridges was cal-
culated as combined fractional presence over the entire simu-
lation time. The persistence factor Fwas calculated as shown in
Equation 1,

Fatom � �tcumul � �MSFmax � MSFatom � MSFmin� (Eq. 1)

where atom is either the lipid nitrogen, hydroxy oxygen, or
phosphorus atom; MSF is the mean square fluctuation, and
MSFmin and MSFmax equal 0.156 and 0.653 nm2, respec-
tively. Lipid-mediated salt bridges were retained if they
showed �tcumul � 10.0%.
Residue Conservation—LacY sequences were obtained by

querying the NCBI nonredundant sequence data base of Janu-
ary 22, 2009, with BLAST (51), using the BLOSUM62 matrix
and default parameters, and the Escherichia coli LacY sequence
as query. All sequences with an E-value better than 1.0e-10
were retained and aligned using MUSCLE (52), resulting in 92
unique sequences with the following (selected) keyword occur-
rences: permease, 90; oligosaccharide/H�, 54; galactoside, 39;
hypothetical protein, 38; lactose, 31; transport, 21; symporter,:
20; and lactose-proton, 20.

RESULTS

Interactions between protein and lipids can manifest them-
selves in a number of ways as follows: lipid acyl chains can settle
on a hydrophobic surface patch created by one or two TM
helices; the lipid carbonyl or phosphate groups can act as
acceptor for hydrogen bonds emanating from the protein; and
salt bridges may be formed between opposing charges, e.g.
phosphate and arginine or lysine. Hydrophobic interactions are
theweakest of these, and the strongest interactions aremade by
salt bridges, which are in fact a particularly strong form of a
hydrogen bond.

In the following sections we analyze the occurrence of indi-
vidual and double hydrogen bonds and salt bridges. We then
identify specific protein-lipid interactions from the presence of
lipid-mediated salt bridges. The strongest of these is validated
by additional simulations in lipid matrices with increasing
degrees of methylation and correlated with experimental data
and sequence conservation in the family and superfamily.
Hydrophobic Interactions and Single Hydrogen Bonds—An-

nular lipids were found to show limited diffusion (as calculated
from the mean square deviation of lipid tails), in accordance
with spectroscopic data (53), but no clear transition in distribu-
tion between annular and bulk lipids was observed. We could
therefore not identify any single lipid as being associated with
the protein on the basis of spatial fluctuation and hydrophobic
interaction.

TABLE 2
Transmembrane helix angles
Residues defining the TM helices and their angle with the bilayer normal (corre-
sponding to the z axis, pointing from cytosol to periplasm) are shown. The direction
of the helix is taken into account when calculating its angle with the bilayer normal.
For reference, the corresponding angles of the x-ray structure, after positioning in
the bilayer, but before equilibration, are also listed. TM3 andTM8 show a kink in the
middle. Helix 7.c is a short helix located in the cytosol, just before TM7 and under an
angle of 97.4 	 5.7° with it.

Helix Residues Anglea Angleb

TM1 6–36 32.5 34.3 	 3.9
TM2 45–68 160.7 159.6 	 2.8
TM3.1 74–83 6.8 9.0 	 4.2
TM3.2 86–101 47.3 52.5 	 7.4
TM4 104–137 144.9 143.3 	 2.4
TM5 139–165 6.3 9.0 	 2.4
TM6 166–184 161.4 158.8 	 5.5
TM7.c 209–217 69.9 76.6 	 7.0
TM7 219–250 35.0 33.4 	 2.5
TM8.1 253–275 161.8 160.4 	 3.8
TM8.2 276–286 117.4 118.6 	 3.9
TM9 288–307 5.1 5.6 	 2.5
TM10 311–341 157.5 157.5 	 2.5
TM11 343–376 4.4 7.0 	 2.8
TM12 376–397 155.5 156.9 	 3.1

a Initial angle, after positioning in the bilayer, is shown.
b Average angle over the combined simulations is shown.
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LacY contains 17 negatively and 24 positively charged resi-
dues plus a number of otherwise hydrogen bond-capable resi-
dues; all these are potential candidates for protein-lipid-specific
interactions. We determined for all hydrogen bond-capable
residues of the protein whether they were at one time or
another favorably bonded to a hydrogen bond-complementary
(but not necessarily opposingly charged) lipid head group. For
many of the candidate residues, a large population of distances
indicative of binding was found, but it is impossible to distin-
guish between specific and nonspecific protein-lipid interac-
tions. As expected, the strongest interactions observed were
those involving negatively (Asp and Glu) or positively charged
residues (Arg and Lys), the latter of which are responsible for
the anchoring of a membrane protein in its environment (3).
Interactions through the phosphate group are not lipid head
group-specific, because they do not discriminate between dif-
ferent types of phospholipids. Also, single salt bridges and
hydrogen bonds have a limited lifetime, with fluctuations on a
1–5-ns time scale (2). Lipids showing interactions through the
amine, hydroxy, or choline groupwould therefore show too fast
an exchange rate with bulk lipids to call them specific.
Lipid-mediated Salt Bridges—Lipids that are simultaneously

bound to two different residues, e.g. through both their posi-
tively and negatively charged moieties, will show significantly
longer residence times, and their diffusion away requires a two-
step process.We therefore determined for every salt bridge and

hydrogen bond, whether the same lipid was simultaneously
bound to another salt bridge or hydrogen bond. Although cat-
ion-� interactions can be described using the current force field
(31), and the PE amine group would be prone to such interac-
tions, we have found no significant lipid-mediated salt bridges
involving the �-clouds of aromatic residues. The list of lipid-
mediated salt bridges is supplied in Table 3. As additional
requirement, we impose the presence of at least 10% of the
simulation time (amounting to 1 ns), resulting in a total of nine
lipid-mediated salt bridges (listed in Table 4).

Of the nine lipid-mediated salt bridges, five, including the
three strongest, showing a�tcumul �15%, involve both an acidic
and basic residue, and four of these occur in the PE bilayer (the
fifth one with PC). Two bridges are found involving a PC lipid,
and only one with PG. Most lipid-mediated salt bridges show
similarly strong interactions, with persistence factor values
lying between 5 and 10. An exception is the bridge involving
Glu-215 and Lys-211, which shows a weaker interaction on the
amine side, with Fdonor � 2.9, related to an increased local fluc-
tuation (Table 3). Unmistakably, however, the interactionswith
Asp-68 and Lys-69, two neighboring residues, stand out, with
significantly larger persistence factors. In addition, this lipid-
mediated salt bridge is weaker in the case of PC andmay there-
fore be responsible for PE preference.We validate the results by
a closer investigation of this bridge, both in terms of themolec-

TABLE 3
Lipid-mediated salt bridges
Lipid-mediated salt bridges show a cumulative presence of more than 2%. Bridges run from the acceptor residue over the lipid amine (PE), choline (PC), or primary (PG1)
or secondary (PG2) hydroxy through phosphate to the donor residue. Lipidmatrices used are POPE, POPC, andPOPG.Mean square fluctuationwas calculated over the lipid
nitrogen, hydroxy oxygen, and phosphorus atoms separately. Cumulative presence is �tcumul, and persistence factor F is calculated as outlined under “Materials and
Methods.” RMSF, root mean square fluctuation.

Lipid-mediated salt bridge RMSF (nm2)
�tcumul

e Fdonorf FacceptorgAcceptor-donora Lipidb Donorc Acceptord

%
Asp-44 Lys-102 p PC 0.288 0.214 10.14 5.3 6.0
Asp-44 Asn-102 p PG1 0.536 0.375 5.04 1.4 2.2
Asp-44 Asn-102 p PG2 0.534 0.375 6.64 1.8 2.9
Asp-68 Arg-344 c PE 0.505 0.506 9.41 2.9 2.9
Asp-68 Ser-209 c PE 0.505 0.506 3.42 1.0 1.0
Asp-68 Lys-69 c PE 0.213 0.213 36.84 22.0 22.0
Asp-68 Lys-69 c PC 0.318 0.204 28.57 14.0 17.3
Glu-139 Asn-199 c PE 0.286 0.282 4.97 2.6 2.6
Asn-166 Gln-167 p PG2 0.455 0.281 2.89 1.0 1.5
Asp-190 Arg-73 c PE 0.347 0.331 5.19 2.4 2.5
Asp-190 Lys-74 c PE 0.347 0.331 10.96 5.1 5.2
Asp-190 Lys-188 c PC 0.180 0.205 7.39 4.6 4.5
Asp-190 Lys-74 c PC 0.180 0.205 7.41 4.7 4.5
Asn-199 Arg-73 c PG1 0.361 0.271 9.66 4.3 5.2
Asn-199 Arg-73 c PG2 0.319 0.271 11.47 5.6 6.2
His-205 Lys-69 c PG1 0.340 0.232 3.78 1.8 2.2
Glu-215 Lys-211 c PE 0.653 0.326 18.86 2.9 9.1
Glu-215 Lys-211 c PC 0.546 0.277 6.60 1.7 3.5
Glu-215 Arg-218 c PC 0.303 0.210 6.20 3.1 3.7
Gln-219 Lys-221 c PC 0.443 0.175 3.71 1.4 2.4
Glu-255 Gln-256 p PE 0.413 0.198 13.71 5.4 8.4
Glu-255 Arg-259 p PC 0.267 0.218 2.83 1.5 1.7
Glu-255 Arg-259 p PG1 0.355 0.246 2.31 1.0 1.3
Glu-340 Gln-412 c PG1 0.286 0.210 2.31 1.2 1.4
Glu-374 Asn-371 p PE 0.211 0.221 2.80 1.7 1.6
Glu-415 Asn-284 c PE 0.280 0.228 11.13 5.9 6.5
Glu-415 Lys-335 c PE 0.280 0.228 12.96 6.9 7.5

a Listed are hydrogen bond acceptor residues binding amine, choline, or hydroxy and donor residues binding phosphate.
b Membrane side is (c)ytosol or (p)eriplasm, and lipid matrix is PE, PC, or PG.
c RMSF of lipid nitrogen or hydroxy oxygen is shown.
d RMSF of lipid phosphorus is shown.
e Cumulative presence of lipid-mediated salt bridge over simulation is shown.
f Lipid hydrogen bond donor persistence factor Fdonor is shown.
g Lipid phosphorus persistence factor Facceptor is shown.
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ular details of the simulation and sequence conservation in the
lactose permease family and major facilitator superfamily.
Binding of PE to Asp-68 and Lys-68 in Lipid Matrices with

Increasing Degrees of Methylation—In the independent studies
of two MFS transporters, including LacY (54), transporter
activity was investigated using PE lipids with various degrees of
methylation. In both cases, a triple methylation (i.e. PC lipids)
abolished activity completely, indicating a resident hydrogen
on the ethanolamine moiety of PE to be essential (9, 54). We
performed two additional simulations of LacY in lipid bilayer
systems composed ofmono- and dimethylated POPE lipids and
analyzed the four simulations together to provide a molecular
basis for PE specificity.

Fig. 1 (E and F) shows binding of Lys-69 to PE to occur
already in the equilibration phase. Weak position restraints
keep the protein heavy atoms in place, but the lipid is free to
move, and the phosphate group of PE is graduallymoving closer
to Lys-69 to form a salt bridge at the final stages of energy
minimization (POPE) or the first step of position restraint MD
(Me-POPE, dimethyl-POPE, and POPC). The bridge is main-
tained throughout the remainder of the simulations, showing
no significant difference in average distance.

The distance evolution between the lipid and Asp-68 is
shown in Fig. 1 (A–D). Although a few lipids were found to bind

to Asp-68 during the course of the simulations, in all four sim-
ulations a single lipid is continuously bound to Lys-69, and in
every instance this is the same lipid that ultimately binds Asp-
68. In the crystal and initial structure, Asp-68 is directed toward
the inside of the protein and is hydrogen-bonded to Lys-131. It
is remarkable that POPC shows a movement of the choline
group away from Asp-68, and all three PE simulations an
approach of the aminemoiety toAsp-68 (Fig. 1B). After the side
chain is released, the salt bridge is formed in the initial steps of
the free MD simulation for POPE and monomethylated POPE.
Data for the full simulation (Fig. 1D) shows binding to occur
progressively later upon increased methylation. Fig. 1D shows
initial binding of one of the two amine methyl groups at t � 1.5
ns, after which a rotation of the dimethylated amine group at
t � 2 ns rotates the single hydrogen toward Asp-68. Binding of
PC to Asp-68 (Fig. 1D) occurs only at t � 2.4 ns, and at an
equilibrium distance more than 1 Å larger (0.37 versus 0.25
nm), making the rather significant difference between strong
and weak hydrogen bonding.

Our observation is that a phospholipid (PE or PC) is recruited
by Lys-69, followed by a rotation of the Asp-68 side chain to
bind its amine or choline group, thus forming a double salt
bridge or lipid-mediated salt bridge. Fig. 2 shows an image of
this lipid-mediated salt bridge.
Sequence Conservation in LacY and theMFS—Thewide vari-

ety of substrates of MFS transporters is reflected in the large
sequence variation going from one subfamily to the other, but
all members of the MFS share a highly conserved cytoplasmic
motif (55) that includes the acidic Asp-68 and the basic Lys-69,
Arg-73, and Lys-74. Individual mutations have shown Asp-68,
but also a resident positive charge, to be required for activity
(55, 56). In addition, Asp-68 was found to be related to the
proton gradient-sensingmechanism but not to substrate trans-
port (9, 56, 57). Our strategy for detecting lipid-mediated salt
bridges directly and unambiguously identifies Asp-68 as the
most relevant PE-interacting residue. This is the first study
where the PE dependence of LacY (5) and the functional impor-
tance of Asp-68 (55) can be directly linked together.

For the residues involved in the
three strongest lipid-mediated salt
bridges of Table 4, residue conser-
vation in lactose permease is listed
in boldface in Table 5. As opposed
to the MFS, the multiple sequence
alignment of (putative) lactose per-
mease sequences is less restrictive
and still showsAsp-68 andLys-69 to
remain the only such bridge
between two conserved residues.
The other lipid-mediated salt
bridges are likely to be only phos-
phate-specific, due to the limited
conservation of the acceptor resi-
dues involved, e.g.Asp-190 andGlu-
215. Arg-73 and Lys-74 are located
toward the periphery of the protein,
at a small distance from Asp-68/
Lys-69, and could therefore be

FIGURE 1. Distances of Asp-68 and Lys-69 to the lipid. Distance of Asp-68 O� atoms to lipid N (A–D) and
Lys-69 N	 to lipid P (E–H) for the last steps of the equilibration (A, B, E, and F) and for the MD simulation (C, D, G,
and H) are shown. Weak position restraints on the protein heavy atoms are applied in the equilibration (A, B, D,
and E), and any change in distance there is solely due to lipid movement. In the free simulation (C, D, G, and H),
the entire system is free to move.

TABLE 4
Lipid-bridged residue-residue contacts
Lipid-bridged residue-residue contacts show �tcumul � 10.0%. The persistence fac-
tors Fdonor and Facceptor, calculated as outlined under “Materials andMethods,” com-
bine presence with spatial fluctuation. An increase in the cumulative presence and a
decrease in the local fluctuation both lead to increased persistence factors.

Acceptor Lipid �tcumul Fdonor Facceptor Donor

%
Asp-68 PE 36.8 22.0 22.0 Lys-69
Asp-68 PC 28.6 14.0 17.3 Lys-69
Glu-215 PE 18.9 2.9 9.1 Lys-211
Glu-255 PE 13.7 5.4 8.4 Gln-256
Glu-415 PE 13.0 6.9 7.5 Lys-335
Asn-199 PG 11.5 5.6 6.2 Arg-73
Glu-415 PE 11.1 5.9 6.5 Asn-284
Asp-190 PE 11.0 5.1 5.2 Lys-74
Asp-44 PC 10.1 5.3 6.0 Asn-102
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involved in the initial recruitment of PE, shuttling a suitable
phospholipid toward Asp-68 by the use of its flexible lysine side
chain. In most LacY family members, a lysine is in fact found at
position 73. Snorkeling actions of the lysine side chain are not

an uncommon phenomenon (2, 3) and could in this case be
related to lipid recruitment.

DISCUSSION

Specific Interaction between Asp-68 and PE That Contributes
to the Gradient-sensing Mechanism—Using molecular model-
ing and dynamics, we identify a specific protein-lipid interac-
tion in LacY between Asp-68 and PE by investigating the exis-
tence of lipid-mediated salt bridges of LacY embedded in five
different lipid matrices. Our simulations show a consistent and
strong hydrogen bond between (non-, mono-, and dimethyl-
ated) POPE amine groups and Asp-68 that is significantly
weaker in the case of PC. In every instance, the bond is formed
to a free hydrogen of the amine group with the speed of forma-
tion being inversely related to the degree of methylation. Asp-
68-bound PE is initially bound to Lys-69 through its phosphate
entity before being recruited by Asp-68. The nearby residue
Lys-74may have a facilitating function in the recruitment of PE.
This lipid-mediated salt bridge is the only such bridge existing
between conserved residues in LacY.

Asp-68 andLys-69 are also part of a highly conservedmotif in
the MFS. Together with the PE dependence of MFS transport-
ers (26) and the involvement of Asp-68 in the energy-coupling
mechanism (9, 56, 57), the interaction between Asp-68 and PE
may constitute a specific protein-lipid interaction involved in
�pH sensing. This suggests that not only secondary and tertiary
structure elements (25) but also functional elements such as the
proton gradient-sensing mechanism have been conserved in
secondary transporters during evolution. The fact that Lys-69
has not been found to be crucial for transport is in accord with
our findings; only a single resident positive charge is required in
the conserved motif (55), and only a single positively charged
residue in principle suffices to recruit a phospholipid that can
subsequently be shuttled toward Asp-68.
Role of Alternative Lipids—Although PE is reportedly

required for proper LacY topogenesis and functioning (5, 58), it
has been proposed that it can be replaced by a nonendogenous
lipid, monoglucosyl-diacylglycerol (GlcDAG), a lipid found in
Acholeplasma laidlawii (59). Thismay seem incompatible with
the hypothesis proposed here considering the structural differ-
ences between PE andGlcDAG.We performed docking studies
of the glucosyl moiety to identify binding modes with the LacY
pocket. Surprisingly, the glucosyl can interact with bothAsp-68
and Lys-69 in a PE-like fashion (supplemental Fig. S1). In the
absence of the phosphate group, Lys-69 now interacts with the
O4 of the sugar ring, whereas Asp-68 interacts with O3, leading
to a motif conformation very similar to the one observed in the
POPE simulation. In addition, O2 is found to be hydrogen-
bonded to the backbone NH of Lys-69. Note that in diglucosyl-
diacylglycerol (DGlcDAG), the O2 atom is involved in the con-
nection between the two sugar rings andwould therefore not be
available for binding, although binding of the second sugar ring
to the motif would be prohibited by the bulkiness of DGlcDAG
as a whole. Although full-fledged MD simulations of LacY in
GlcDAG and DGlcDAG bilayers should be done (a technically
challenging process that goes beyond the scope of this paper),
these results provide an explanation on why GlcDAG appears
to allow LacY function and not DGlcDAG (64). In contrast, and

FIGURE 2. Final structure of the POPE simulation showing the lipid-medi-
ated salt bridge between Asp-68 and Lys-69. Distances indicated are
between the closest hydrogen and oxygen atoms. Only amine hydrogens are
shown.

TABLE 5
Residue conservation
Residue conservation is in the lactose permease family of the residues involved in
lipid-mediated salt bridges that show a cumulative presence ofmore than 2%. Those
residues that are involved in lipid-mediated salt bridges with a cumulative presence
of more than 15% are listed in boldface. Similarity score was calculated by using the
following similarity grouping: Ala,Gly,Ile,Leu,Val; Cys,His,Met; Asp,Glu; Arg,Lys;
Phe,Trp,Tyr; Asn,Gln; Pro; and Ser,Thr. In the alignment of LacY sequences, 152
out of 417 residues, or 37%, show a sequence similarity score above 75%. The pri-
mary residue is the most occurring residue at that position in the alignment, ignor-
ing deletions and insertions.

LacYa Similarity Primary residue Occurrence

% %
Asp-44 71.7 Glu 40.2
Asp-68 94.6 Asp 94.6
Lys-69 80.4 Lys 67.4
Arg-73 89.1 Lys 51.1
Lys-74 94.6 Lys 79.4
Asn-102 76.1 Asn 76.1
Glu-139 94.6 Glu 94.6
Asp-142 62.0 Arg 37.0
Asn-166 17.4 Pro 78.3
Gln-167 41.3 Asn 28.3
Lys-188 69.6 Lys 43.5
Asp-190 37.0 Glu 27.2
Asn-199 20.7 Asp 27.2
His-205 2.2 Pro 18.5
Ser-209 58.7 Ser 40.2
Lys-211 62.0 Lys 44.6
Glu-215 23.9 Ala 25.0
Arg-218 80.4 Lys 47.8
Gln-219 17.4 Met 33.9
Glu-255 46.7 Glu 37.0
Gln-256 23.9 Gln 23.9
Asp-259 34.8 Arg 29.4
Asn-284 67.4 Asn 67.4
Lys-335 89.1 Lys 73.9
Gln-340 29.4 Asn 25.0
Asp-344 82.6 Arg 63.0
Asn-371 10.9 Tyr 15.2
Glu-374 82.6 Asp 75.0
Gln-379 33.7 Gln 32.6
Gln-412 1.1 Arg 5.4
Glu-415 6.5 Glu 6.5

a Residue is in the LacY sequence.
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in accord with experimental data (54), the simulations of LacY
in a POPG bilayer show no affinity of the glycerol side chain to
the acidic Asp-68 (Table 1), and it is found to bind the phos-
phate groups of itself and neighboring lipids.
Implications of Results on the Functioning of Membrane

Proteins—Our findings show that specific protein-lipid interac-
tionsmay be identified through the identification of simultane-
ous occurrence of multiple (strong) interactions involving the
same lipid. The occurrence of such interactions provides fur-
ther evidence to the fact that specific protein-lipid interactions
indeed play a role in the functioning of membrane proteins (4,
10). The significance of membrane proteins that constitute
�25% of genomic sequences (19) is not reflected in the number
of membrane structures that are currently available in the Pro-
tein Data Bank. Yet membrane proteins represent 70% of cur-
rent drug targets (60). Specific lipid-binding residues may
therefore also present a yet unexplored area for drug targeting.

This is the first computational study ever to identify a specific
protein-lipid interaction and provide the molecular basis for
lipid species specificity at the same time. The technique applied
here can be used on any membrane protein structure and
embedded in a variety of lipidmatrices, includingmixtureswith
lipid species that do not form bilayer structures on themselves
like cholesterol and cardiolipin. The approach is a thorough but
simple application ofmolecularmodeling and dynamics, a tried
and tested technique.

REFERENCES
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39. Dupradeau, F. Y., Cézard, C., Lelong, R., Stanislawiak, E., Pêcher, J., Del-
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Figure S1: Critical distances in the interaction of GlcDAG with Asp-
68 and Lys-69.
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On the ability of molecular 
dynamics simulation and 
continuum electrostatics to treat 
interfacial water molecules in 
protein-protein complexes
Guillaume Copie1,2, Fabrizio Cleri1, Ralf Blossey2 & Marc F. Lensink2

Interfacial waters are increasingly appreciated as playing a key role in protein-protein interactions. 
We report on a study of the prediction of interfacial water positions by both Molecular Dynamics and 
explicit solvent-continuum electrostatics based on the Dipolar Poisson-Boltzmann Langevin (DPBL) 
model, for three test cases: (i) the barnase/barstar complex (ii) the complex between the DNase domain 
of colicin E2 and its cognate Im2 immunity protein and (iii) the highly unusual anti-freeze protein Maxi 
which contains a large number of waters in its interior. We characterize the waters at the interface 
and in the core of the Maxi protein by the statistics of correctly predicted positions with respect to 
crystallographic water positions in the PDB files as well as the dynamic measures of diffusion constants 
and position lifetimes. Our approach provides a methodology for the evaluation of predicted interfacial 
water positions through an investigation of water-mediated inter-chain contacts. While our results 
show satisfactory behaviour for molecular dynamics simulation, they also highlight the need for 
improvement of continuum methods.

Water is essential to all life that we know of. Its omnipresence in biological processes is generally assumed and 
as a consequence its molecular structure is often ignored when devising theories about the molecular details of 
those processes. At a coarse-grained scale, solvent effects are responsible for phenomena such as electrostatic 
screening, where they effectively reduce the electrostatic field of the molecules they surround1, and the hydro-
phobic effect2, which leads to self-assembly or aggregation of nonpolar molecules in an attempt to minimize 
their interaction with water3. Insights in the molecular details of the aggregation reveal that the hydrophobic 
effect is an entropy-driven process, which is fueled by an increased freedom for the water molecules to engage 
in hydrogen bonding. The difference in hydrogen-bonding behaviour between bulk water and water molecules 
at the water-detergent interface have been made evident by time-resolved vibrational spectroscopy, showing two 
distinct but exchanging populations4.

Water molecules also solvate protein structures. Due to the polar nature of the protein surface, the change in 
properties between the solvation shell and bulk water is smaller as opposed to the detergent-water interface, but 
nevertheless distinct: a notable difference in the water-water hydrogen bonded network can be observed. This 
phenomenon manifests itself in various ways in different systems, as the following short list shows. An investiga-
tion of the dynamic properties of water around simple polypeptides shows the formation of a pseudo-rigid struc-
ture around the peptide core that exhibits stronger hydrogen bonding and with longer lifetimes5. The formation of 
networks of hydration water molecules around protein structures had been described before from the investiga-
tion of cryogenic X-ray structures of bovine beta-trypsin6. It was found that the water network allowed exposure 
of the active site to bulk solvent, thereby avoiding the hampering of its protease activity. Gradients of coupled 
protein-water motions have also been observed near the MT1 metalloprotease active site7 and the so-called 
ice-binding plane of antifreeze proteins8. The water shell around the p53 core domain has been described as also 
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consisting of two such regimes: a dynamical one, showing fast exchanges with bulk water that are unambiguously 
assisted by local protein motions, and a structural one that contributes to the structural integrity of the protein9.

Crystal structures often show crystal waters associated to the protein. An analysis of water molecules within 
a 5 Å shell around dimeric crystal structures has shown preferential binding to protein-protein interaction inter-
faces, whether these are true interfaces or crystal contacts10. Water unmistakably influences structure, function 
and stability of proteins and protein complexes11–14. The prototypical example for strong electrostatic binding, the 
high-affinity barnase/barstar complex, features a large amount of water molecules in its protein-protein inter-
face, a third of which are fully buried15. The association between barnase and its inhibitor barstar is an extreme 
example of hydrophilic association, which is characterized by the anisotropy of interfacial water molecules that 
contribute to the association funnel16. The opposite extreme, hydrophobic association, exhibits a bimodal binding 
where hydrophobic dewetting takes place after initial long-range electrostatic attraction.

Interfacial water molecules are also crucial to both stability and specificity of colicin DNase-immunity pro-
tein complexes17. The complex between the DNase domain of colicin E2 and its cognate Im2 immunity pro-
tein18, resolved at 1.72 Å resolution at a temperature of 100K, featured as Target 47 in the CAPRI protein docking 
experiment19. With high-quality template structures of the complex available in the PDB, both cognate and 
non-cognate, the focus of the experiment lay in the prediction of the water positions at the protein-protein inter-
face. It was clear from the experiment that further work in the prediction of interfacial water molecules was 
required. Nevertheless, the results were encouraging: several of the conserved water molecules, which define 
the interface hot spot, were correctly predicted, as was at least one of the water molecules responsible for the 
specificity for the family of complexes19. The more sophisticated methods employed, which often combine the 
use of classical empirical force fields with additional sampling and energy minimization, were found to be more 
successful than simpler water placement methodologies.

When studying the microscopic interaction of proteins and protein complexes with its solvating environment, 
molecular dynamics (MD) simulation seems the method of choice, as it not only allows to sketch a molecular pic-
ture of the interactions involved, but also provides a dynamical viewpoint. In terms of protein-water interaction, 
MD has been used to study the microscopic dynamics of water around unfolded proteins20 or to look at diffusion 
around intrinsically disordered proteins21 but it also allowed to establish the existence of coupled interactions 
between two distant proteins that were mediated by water22.

Continuum electrostatics methods, on the other hand, have so far been mainly employed for a quantification 
of the energetics of protein interactions. Their common assumption relies on a constant permittivity of the sol-
vent, both in the Generalized Born (GB) approach and the Poisson-Boltzmann (PB) theory. The latter relies on 
the partial differential equation for the electrostatic potential φ(r).

ε φ φ ρ∇ ⋅ ∇ + =G(r) (r) ( (r)) (r) (1)

where ε(r) is the dielectric function, typically chosen as a constant value inside the protein (ε ≈​ 2–4) and in 
water (ε ≈​ 80); G(φ(r)) is a generally nonlinear function of the electrostatic potential of the mobile charges; and 
ρ(r) is the charge distribution of the fixed charges. These theories are computationally less demanding than an 
all-atom description of solvent effects. However, they have been found to be underperforming for large-scale sim-
ulations23 and unusable for protein design applications24, due to an underestimation of the hydrophobic forces, 
leading e.g. to burial of salt bridges. Recently, microscopic details of solvent structure have been integrated into 
the PB-approach leading to formulations of continuum electrostatics with explicit solvent. A simple continuum 
electrostatics model with explicit water is the Dipolar Poisson-Boltzmann Langevin (DPBL) model25,26. While 
also being a mean-field theory for the electrostatic potential φ(r) of the system, this model goes beyond the usu-
ally employed PB theory—which is also a mean-field theory–by explicitly introducing solvent molecules in the 
form of point dipoles. In Eq. (1) this amounts to the introduction of a dependence of the dielectric permittivity 
on a nonlinear function of φ(r) via

ε ε φ→ ∇F(r) ( ( (r)) (2)

where F is a nonlinear function, resulting in terms of higher powers of φ∇2  in the DPBL equations as compared 
to the PB equation27.

This approach underlies the Marcus functional employed in studies of electron transfer28, which is equiva-
lent to the DPBL-model in its linearized form29,30, and was also employed in the work by Warshel and Levitt31. 
The DPBL-model lies at the basis of a dedicated solver, AquaSol27, built on an original PB solver32. It has previ-
ously been applied e.g. to the computation of SAXS profiles based on an extension of the AquaSol solver by the 
AquaSAXS module33, and it was also used to predict free energies of amyloid fibril aggregates34.

In this work, we apply both MD simulations and the DPBL model as implemented in the AquaSol server for 
the prediction of water positions at protein-protein interaction interfaces. We are looking at phenomena related 
to the motion of water molecules, and use the crystal structure as frame of reference, hence relatively short simu-
lations suffice, as they only need to allow the water molecules to diffuse and no large-scale motions of the proteins 
are involved. In order to convince ourselves of the correctness of this assumption we have monitored the evolu-
tion of the so-called fw(nat) value (defined below), which for all our chosen complexes rapidly settles around a 
well-defined mean-value (data not shown).

As our study systems we have chosen three distinct but challenging systems to test the methodologies, which 
are the two complexes already discussed before: (i) the barnase/barstar complex15 (hereafter abbreviated by 
Barnase) and (ii) colicin DNase E2/Im2 protein complex18 or CAPRI T4719, and furthermore, (iii) the antifreeze 
protein Maxi35,36. All systems are shown in Fig. 1. Maxi is a four-helix bundle formed by head-to-tail dimeriza-
tion of two 195-residue polypeptide chains. With a length of close to 15 nm and a diameter roughly one tenth 
of this value, it exhibits an unusual hydration of its protein core: several hundreds of water molecules form an 
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elongated and dynamic water network – a counter example to the common cases in which water is essentially not 
present within a protein core. This case will therefore necessitate a more detailed discussion of the water molecule 
positions.

As the aim of this study is to investigate the performance of classical mechanical and continuum solvation 
methodologies in the treatment of interfacial water molecules in protein complexes, our choice reflects three 
different aspects of relevance for studies of water positions:

•	 Whereas hydrophobic association results in a protein-protein interface devoid of water molecules, the bar-
nase/barstar complex, which has been extensively studied by computational and experimental means, is con-
sidered the prototypical example for hydrophilic association;

•	 E2/Im2 has been the target of the CAPRI protein docking experiment and therefore offers a direct compar-
ison with a multitude of methodologies used for the prediction of water positions and thus easily allows the 
research community for additional checks;

•	 The Maxi protein has been chosen because the behaviour of its core water molecules falls in between the two 
regimes with the static interfacial waters on the one hand and bulk water on the other. It is as distinctly differ-
ent from regular protein-protein interfaces as one can get, without becoming bulk water.

Results and Discussion
We first need to clarify the concepts that we used to characterize the different water molecules in the systems. We 
distinguish between:

- 	� Water mediated contacts and interfacial waters. This notion refers to the water molecules that are found in the 
overlap of two water shells considered around both the receptor and the ligand, hence the waters are shared 
by both. There are two measures that can be used for the waters within this shell: the first is the recall of native 
water positions, which is the ratio of predicted waters within a certain distance to those in the PDB template 
within this overlap region. The second is the recall of water-mediated ligand-receptor contacts fw(nat), which 
we use here. A contact occurs when any two (heavy) atoms of a ligand and receptor residue pair are found 
within a distance of 3.5 Å or less from the same water molecule, see Fig. 2; this definition is the same as in ref. 19,  
where it has also been shown that these two measures correlate. As Fig. 2 also shows, the number of such 
contacts can be larger than the actual number of water molecules.

- 	� Associated waters. These water positions refer to the water molecules that are found in the water shells sur-
rounding the proteins but exclude the interfacial waters.

- 	� Core waters. We introduce this notion for the discussion of the Maxi complex as it contains a large number 
of waters between the chains. Core waters are those that were shared by the water shells around each of the 
four chains making up the complex. We define a water molecule to be in the core of the protein if the distance 

Figure 1.  The three protein complexes. (a) Barnase/barstar, (b) E2/Im2, and (c) Maxi. Individual protein 
chains are colored differently. Red spheres indicate interfacial water molecules for the three systems. The smaller 
red spheres indicate additional core water molecules for Maxi (see text for definition).
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between its oxygen atom and at least one of the protein heavy atoms of both α-helices is less than 1.1 nm. If 
the interfacial water definition were used, the Maxi complex would only contain a 22 of such waters (see also 
Fig. 1c).

- 	 Bulk waters. These are the water molecules that are not influenced by the presence of the complex.

Table 1 summarizes the setup of the MD simulations and the computed interfacial waters and water-mediated 
contacts for the three complexes. An interfacial water is defined as being in contact (distance less than or 
equal to 3.5 Å) with both protein chains (ligand and receptor) simultaneously. A water-mediated contact is a 
ligand-receptor contact running over an interface water molecule. The reference number of contacts is 20 for 
Barnase, 41 for E2/Im2 and 29 for Maxi. For Barnase, three copies of the complex are found in the crystal struc-
ture, we have only retained in the analysis those contacts that occur in all three complexes. For Maxi, chains A and 
B were chosen as ligand and receptor entities, respectively.

The table also reports on the computed diffusion constants and water residence times. The diffusion constant 
estimates are in line for Barnase and E2/Im2, and amount to 4 · 105 cm2/s. Although these values are an overes-
timation with respect to experimental measurements37, they correspond well to earlier reported values for SPC 
water38,39. A lower diffusion of 2.3 · 105 cm2/s is found for Maxi, which can be accounted for by the lower simula-
tion temperature of 273 K. The residence times of associated water molecules lie in the order of 7 to 8 ps and agree 
with previous calculations36. In our comparison with the results of36, which were obtained with the TIP3 water 
model, we obtain the same bimodal distribution of intermolecular water angles, and we can also reproduce the 
particular water network structures inside the protein, so that we are confident that the differences in the water 
models do not play a role for our results. The lower value found for Maxi can be attributed to an increased fluidity 
of the environment, which is due to the presence of alanine residues in the protein, which are also accessible from 
the outside.

Looking more into detail at the interfacial water molecules, we use the recall of water-mediated inter-chain 
contacts, fw(nat), to estimate the quality of prediction. The measure is readily calculated from a single MD 
frame, where the water molecules can either be directly used, or a posteriori placed by AquaSol, giving rise to the 

Figure 2.  Schematic illustration of water-mediated inter-chain contacts at the interface of a protein-protein 
complex. Water molecules are indicated as colored circles, with red water molecules engaging in one, and green 
waters in multiple water-mediated contacts. Blue surface waters are bound to a single one or none of the entities 
(ligand or receptor) and do not contribute to the water-mediated contact list. Cyan water molecules are engaged 
in water-mediated ligand-receptor contacts mediated by two water molecules.

System Barnase E2/Im2 Maxi

Protein atoms 3159 3612 4760

Water molecules 15659 11298 11662

Ions 4 Na+ 4 Cl− 2 Na+, 2 Cl−

Box size (nm3)* 7.9 ×​ 7.9 ×​ 7.9 6.6 ×​ 10.1 ×​ 5.7 4.7 ×​ 4.6 ×​ 17.8

Temperature (K) 300 300 273

Interfacial watersa 15 22 22

Water-mediated contactsa 20 41 29

Diffusion coefficient in bulkb 3.8 4.1 2.3

Residence time of associated water 8 ps 8 ps 7 ps

Table 1.  Initial and computed characteristics of the MD simulations of the three systems. aValues change 
over the course of the simulation, initial values reported here. bDiffusion constant ×​ 105 cm2/s.
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quantities fw(nat)MD and fw(nat)AquaSol, resp. fw(nat)AquaSol values have been calculated for a representative selection 
of configurations, chosen at random. Those value pairs are shown exhaustively in Fig. 3a. For reasons of clarity, 
we discuss first the two protein complexes, and then Maxi.

Barnase/barstar and E2/IM2.  The MD results for the prediction of interfacial waters in both complexes are 
very good according to the evaluation scheme of ref. 19. The top panel of Fig. 3b (light blue bars) shows that the 
fw(nat) values for Barnase fall in the range 0.5 ≤​ fw(nat) <​0.8 and can therefore be termed “excellent”. For E2/Im2  
(Fig. 3c), the values are slightly lower, with a distribution centering on fw(nat) =​ 0.5, balancing between the “good” 
and “excellent” categories. Such values lie a tenth of a point lower than what was found previously19, but it should 
be noted that those simulations held the relative position of the monomers fixed, whereas in our work everything 
was free to move. One can also assume that our simulation temperature of 300 K will have an adverse effect on 
fw(nat) values, as the crystal structure was solved at cryogenic temperatures (100 K).

AquaSol predictions are significantly worse for these two complexes (Fig. 3b and c, orange bars): for the barnase 
complex they can at best be considered as “fair”, while for E2/IM2 the best values are only found at the lower tail of 
the MD distribution values (“good”). The number of interfacial waters in both complexes differs slightly, between 
15 for Barnase and 22 for E2/Im2. However, the number of contacts that these waters mediate is significantly dif-
ferent and goes from 20 for Barnase to 41 for E2/Im2. An investigation of the composition of the protein-protein 
interface in both complexes reveals a more polar interface for E2/Im2, with a charged/polar/non-polar 
ratio of 47%/24%/29%, as opposed to 34%/29%/37% for Barnase. In the more polar interface of the E2/Im2  
complex, two-thirds of all water-mediated contacts involved charged or polar residues on both sides, whereas this 
is only half for Barnase (data not shown).

So it would seem that continuum methods show better performance as the interface becomes more polar. 
This is not surprising, since placement of water molecules in the AquaSol methodology occurs on the basis of 
electrostatic potential and the larger this potential is, the sooner a water molecule will be placed at that location. 
More generally stated, since in continuum methodology a more polar environment can be translated into a higher 
dielectric constant, the more this environment resembles bulk water, the better the performance will be.

The nonetheless disappointing AquaSol results are illustrated in Fig. 4a. Both protein partners are plotted in 
surface and cartoon representation, and there is only very little overlap between the MD (red) and the AquaSol 
waters (blue). Figure 4b on the other hand, nicely shows the functioning of AquaSol. The figure shows a top view 
of E2/Im2, showing the circumferential positioning of clusters of water molecules. For each cluster of two or 
three MD waters, AquaSol places one or two water molecules. Interestingly, such conservative placement was also 
observed in ref. 19, where an analysis of different water placement methodologies was performed and typically 
only one water molecule per cluster of waters was recovered.

Figure 4b also shows three water molecules at the center of the interface, which are not recovered by AquaSol. 
These waters represent buried water molecules. Table 2 gives a detailed look at the AquaSol predictions for the 
residues at the interface of the E2/Im2 complex. The Table, which follows Table S1 of ref. 19, shows that most of 
the water molecules that are in contact with bulk water (i.e. they are not buried) can at one point be recovered by 
AquaSol. However, the table also shows that it is much more difficult to recover contacts involving buried waters. 
Three of the nine buried waters can be recovered by AquaSol. These waters are essentially buried waters 7, 8, and 

Figure 3.  Comparison of MD simulation with AquaSol. (a) fw(nat) values, AquaSol vs. MD simulation, for 
the three complexes. (a) Barnase, blue triangles; E2/Im2, red squares; and Maxi, green triangles (single bridge) 
and green circles (double bridge). For the interpretation, see main text. (b–e) Distribution of fw(nat) values from 
MD (light blue) and AquaSol (orange). Dotted vertical lines delineate category of prediction quality19, going 
from bad (fw(nat) <​ 0.1) to outstanding (fw(nat) ≥​ 0.8).
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9 of ref. 19, which are the most solvent-exposed ones (the numbering is on increasing exposure). Buried water 2, 
mediating a contact between Asp-62A and Ser-74B, is only recovered because it forms a cluster with water num-
ber 9, and it is not the actual water that is recovered, but its contacts that are captured by the other water molecule. 
The most buried water molecules (numbers 1–6) are categorically not recovered by AquaSol. This includes buried 
water 5, which although buried, mediates a highly polar contact, between Asp-33A Oδ2 and Arg-98B Nη2.

Maxi.  Maxi has been the topic of an MD study which investigated the properties of core water molecules36. 
In our work, we revisit these findings using a different water model, SPC as opposed to TIP3P. Calculating the 
distribution of angles of water molecules in the protein core, we find a bimodal distribution with peaks at 10 and 
46 degrees, in agreement with the values obtained previously36. Our simulations also reproduce the pentagonal 
structures of the water network, albeit not as complete as observed in the crystal structure. Revisiting Table 1, the 
diffusion constants of bulk water are also in accord, with values of 2.3 · 10−5 cm2/s and 2.2 · 10−5 cm2/s for ‘ran-
dom’ and ‘crystal’, resp., vs. 3.1 · 10−5 cm2/s found by Sharp36. The difference can be accounted for by the chosen 
water model. TIP3P, the water model used by Sharp, is known to lead to faster diffusion than SPC39. Inside the 
protein core, a diffusion constant of 0.3 · 10−5 cm2/s is found (for ‘random’, and 0.4 · 10−5 cm2/s for ‘crystal’) vs. 
0.7 · 10−5 cm2/s by Sharp, making the effect of the confinement of the water molecules in the protein core slightly 
more pronounced in our description. This is also reflected in the residence times of water molecules outside 
the core region (protein-associated waters), where we obtain a value of 7 ps compared to the value of 8 ps found 
by Sharp. Residence times of water molecules inside the core were found to be 14 ps on average. In the crystal 
structure, the number of water molecules as defined to be in the core region is 321. We find an only slightly lower 
amount of 296 ±​ 16 water molecules in this region over the course of the simulation.

Of the 321 core water molecules only 22 can be considered interfacial water molecules, and these make a 
total of 29 water-mediated contacts. In the crystal structure, these molecules are primarily found at the center 
and edges of the protein structure, as shown in Fig. 1. The recall of these water molecules can on average be 
called “good”, with the majority of recall values lying in the range 0.3 ≤​ fw(nat) <​ 0.5, both for MD as well as 
AquaSol-predicted waters. Nevertheless, this means that 50–70% of contacts are false positives. Looking into 
detail at the distribution of these waters, we observed that during the course of the simulation, contact-mediating 
waters are distributed all along the protein, and their number increases substantially, to as many as 193 at the 
end of the simulation. This cannot be due to the water model, since a quick test with TIP water shows 196 of 
such waters at the end of a 10 ns simulation. One possible explanation could be that current water models are too 
tightly packed in the vicinity of proteins, or hydrophobic residues in particular, and, therefore, also at the core of 
Maxi, which contains a large amount of alanines.

Core waters of Maxi do not show the same behaviour as interfacial water molecules of “regular” protein com-
plexes, but fall into an intermediate regime between interfacial and protein-associated waters, evidenced also by 
the extended residence time of 14 ps, which is twice as long as the residence time of protein-associated water. 
In order to capture the more diffuse behaviour of core water molecules, we have devised an extension of the 
water-mediated inter-chain contacts, called double-bridge contacts, where inter-chain contacts can be mediated 
by two water molecules. This is illustrated in Fig. 2. In the crystal structure, 95 such water molecules can be found, 
which are involved in 78 contacts. The MD simulation shows an average of 117 ±​ 17 water molecules involved in 
double bridge contacts, which is acceptable albeit slightly higher than the crystal structure and reflects the more 
compact behaviour of water, as mentioned just before.

The distribution of double-bridge fw(nat) values for Maxi, shown in Fig. 3e, shows them to lie in the range 
0.3 ≤​ fw(nat) <​ 0.6, which is an improvement over the single-contact fw(nat) values and only marginally weaker 

Figure 4.  Comparison of interface-water positions generated by AquaSol (blue spheres) to those occurring 
in MD (red spheres). (a) Barnase (dark green) and barstar (light green), both plotted in surface and cartoon 
representation. (b) Top view of DNase E2 (above) in cartoon and Im2 (below) in surface representation. The 
fw(nat) values corresponding to these frames are 0.7 (MD) and 0.25 (AquaSol) for Barnase, and 0.73 (MD) and 
0.27 (AquaSol) for E2/Im2.
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than those of E2/Im2. With some exceptions, most of the AquaSol values can be found in the same region, indi-
cating that AquaSol is capable of recovering a great deal of the core water positions of Maxi.

Summarizing.  Our findings can be summarized in Table 3, which shows representative frames belonging to 
the best results obtained for fw(nat) for the three systems, for both MD simulation and AquaSol.

We conclude from the results that molecular dynamics simulation with explicit solvent is quite capable of 
treating the dynamics of interfacial water molecules, even though crystal water molecules in the interface had 
been removed prior to solvation, with later stages of the simulation revisiting the native-like initial organization 
of the crystal structure, as evidenced by fw(nat) values around 80% for Barnase and E2/Im2. The AquaSol fw(nat) 
values however, are systematically lower than the MD values, and rarely exceed 40%. Inclusion of the Yukawa 
potential has little to no effect on these values. For both Barnase and E2/Im2, the number of interfacial water 
molecules obtained by both methods is an overestimation with respect to the crystal structure, but comparable. 
However, the number of those molecules involved in native contacts is severely inferior for AquaSol in the case of 
E2/Im2, and even more so for Barnase. The slightly better performance of AquaSol on E2/Im2 is due to the more 
polar nature of the protein interface.

For Maxi, the story is slightly more complicated. Core waters in Maxi only contribute to a limited number of 
water-mediated contacts, and this number is severely overestimated in the simulations. Here lies also the reason 

Ile
22A

Cys
23A

Arg
24A

Glu
26A

Gly
27A

Glu
30A

Glu
31A

Asp
33A

Asn
34A

Arg
38A

Glu
41A

Ser
50A

Asp
51A

Ile
53A

Tyr
54A

Tyr
55A

Pro
56A

Asp
58A

Asp
62A

Gln 70B W

Lys 72B B1/6 W W W

Gly 73B B2 B2

Ser 74B B2 B1 B2/9

Asn 75B B1/6

Thr 77B W

Asn 78B B4 B5 B4

Lys 81B W W

Gly 82B W

Lys 83B W W

Ala 87B B3 B3

Arg 88B W

Lys 89B W

Lys 90B W

Gln 92B B7 B7 B3

Gly 95B W W

Glu 97B W B8

Arg 98B W B5 W

Table 2.   Table listing the water-mediated ligand-receptor contacts of the E2/Im2 complex, for the frame 
corresponding to Fig. 4a. Residues involved in such contacts show a W at their intersection, and a B if the 
water molecule responsible for the contact is buried. The table and the numbering of the buried waters follow 
Table S1 and Fig. 1 of ref. 19, resp. Waters that are recovered by AquaSol are listed in Italics.

fw(nat Number of water molecules

Barnase MD PBL Yukawa AquaSol MD

t =​ 3.8 ns 0.85 0.15 0.15 16 (3) 17 (8)

t =​ 8.1 ns 0.80 0.30 0.30 16 (6) 22 (10)

E2/Im2 MD PBL Yukawa AquaSol MD

t =​ 1.8 ns 0.73 0.27 0.27 31 (10) 27 (17)

t =​ 2.5 ns 0.71 0.29 0.29 27 (11) 27 (18)

Maxi MD PBL Yukawa AquaSol MD AquaSol MD

t =​ 0.5 ns 0.41 0.34 0.34 42 (9) 28 (10) 323 303

t =​ 5.3 ns 0.62 0.38 0.38 56 (8) 45 (15) 359 304

t =​ 10.0 ns 0.66 0.38 0.38 59 (9) 36 (13) 194 224

Interface Core

Table 3.   Values of the fw(nat) coefficient calculated from MD and AquaSol-predicted water positions of 
selected simulation frames. The selected frames are hand-picked and correspond to some of the best values 
obtained for MD. The number of interface (and core for Maxi) water molecules is also listed, with the number of 
these molecules involved in native contacts in parentheses.
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for the high recall values, which are simply due to the high number of interfacial waters recovering contacts by 
chance. But the measure is not meaningless. The 22 interfacial water molecules as defined by our measure mediate 
true inter-chain contacts, and those contacts are probably important for the structural integrity of the protein. 
It is reassuring to observe that those waters show “good” recall values, both for MD and AquaSol. Our extended 
measure of the double-bridge contacts covers better the water molecules in the core of the protein, capturing 
about a third of the core waters. Also here, fw(nat) values occupy a satisfying range around 50% recall. Starting 
the MD simulation with the crystal water positions has little influence on the results, which had been concluded 
previously for barnase/barstar as well19.

The simulation of Maxi shows an increase in number of interfacial water molecules, which can only be due 
to both protein chains getting closer together. We hypothesize that this results from an underestimation of the 
repulsion between water and hydrophobic residues of the protein, notably alanines. Incidentally, this is likely also 
the reason for the “excellent” fw(nat)MD recall values for Barnase. With the number of core waters being in strong 
agreement with the crystal structure and the protein chains finding themselves closer together, we conclude that 
the core waters in our simulation show too large a diffusion and are not as ice-like as they should be. It has been 
argued before that simple and local corrections to empirical force fields may significantly improve the solvation 
of proteins40, but the Maxi systems shows that particular care should be taken to ensure a proper treatment of the 
hydrophobic protein-water interactions.

Conclusions.  In this work we have investigated the positions of interfacial water molecules from molecular 
dynamics simulations and an explicit-solvent continuum model. Based on three challenging examples which 
reflect different types of interfacial waters, we have presented a methodology to classify these waters and quan-
tify the prediction of water positions of the computational approaches. As a general trend, exemplified by the 
comparison of the results in Fig. 3, we observe that the MD-based recall values are better than those obtained 
from AquaSol, with the discrepancy largest for the barnase/barstar complex. Given the simulation temperature, 
the recall values for MD of 40–70%, labelled “good” to “excellent”, are satisfactory. For these systems, AquaSol 
is unable to recover buried water molecules, even when these are involved in highly polar inter-chain contacts. 
As one would expect from a continuum theory, the agreement with MD is best for Maxi. Here, the overall low 
level of prediction must be attributed to the more dynamic, ‘bulk’-like behaviour of the waters. Future work in 
improving in particular the continuum approach, which has the advantage of computation speed, must lie both 
in the development of more sophisticated water models, but also in going beyond the mean-field approximation.

Methods
MD simulations.  The three-dimensional coordinates of the systems were retrieved from the Protein Data 
Bank, entries 1BRS (Barnase/barstar, chains A:D)15, 3U43 (E2/Im2)19 and 4KE2 (Maxi)35. Missing atoms or res-
idues were added with the Jackal package41 or interactively with VMD in the case of Barnase by copying from 
another chain in the unit cell. The systems were prepared in an octahedron periodic box, using a minimum dis-
tance of 1 nm between the protein and the boundary. Solvation was achieved using the standard Gromacs solvate 
tool42, see also http://www.gromacs.org/. All ions and crystal waters were removed before solvation, including the 
interfacial water molecules. However, we also prepared simulation runs of Maxi where crystal waters were kept. 
Both systems are referred to as ‘random’ and ‘crystal’, respectively. Systems were made electrostatically neutral 
with randomly placed Na+ and Cl− counterions. Due to its peculiar nature, the neutral system Maxi was charged 
at a concentration of 7 mmol/L. However, we found none of the counterions to interact significantly with the pro-
tein during the course of our simulations. MD simulations were performed with the Gromacs software42, v5.0.4. 
using the charmm27 force field43 and the SPC water model44.

Prior to data production, the systems were minimized using the steepest descent method until the maximum 
force on any atom was lower than 103 kJ mol−1 nm−1. The systems were then equilibrated by a 100 ps NVT run to 
thermalize the system, followed by a 200 ps NpT equilibration run to stabilize the volume. During the equilibra-
tion, all bonds were constrained using the LINCS algorithm45. A time step of 2 fs was employed, Van der Waals 
interactions were cut off at 1 nm, electrostatic interactions were calculated with PME46. Equations of motion for 
the water molecules were solved with the SETTLE algorithm47. The system was coupled to a Berendsen tem-
perature bath48 of 300 K (Barnase, E2/Im2) or 273K (Maxi), with protein and solvent coupled independently. 
Pressure was maintained at 1 bar by the Parrinello-Rahman barostat49. Data production runs consisted of 10 ns 
simulations, with bond constraints only on bonds involving hydrogen atoms. The configuration of the system was 
saved every 10 ps.

Diffusion and residence times.  In order to calculate diffusion rates of water molecules, additional short 
simulations were performed for 300 ps, saving the configuration every 200 fs. The diffusion constant was com-
puted by calculating the mean square displacement of a selected number of water molecules and then using 
the Einstein relation, using the Gromacs suite of analysis tools. In order to calculate the residence times of 
protein-associated water molecules, we monitor the total time a first-shell water molecule stays in contact with a 
protein atom. Any water (oxygen) within a distance of 3.5 Å from a protein heavy atom was considered to be in 
contact with the protein. This is a slightly simplified approach as employed in ref. 36, since we do not distinguish 
between different atom types. The residence time is then calculated by averaging over all residence times of asso-
ciated water molecules.

AquaSol.  We obtained the AquaSol software27 from the authors and installed it locally. We use both the basic 
DPBL-model as well as the Yukawa functional which takes repulsion between the water molecules into account50. 
Conversion from pdb to pqr format was done using the online pdb2pqr Server51. The simulation temperature 
was the same as for the MD simulation (300 K and 273 K) and the implicit ion concentration was set to match the 
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volume and number of ions in the MD simulation box. The number of points in the x, y and z dimensions (2n +​ 1) 
was 129 ×​ 129 ×​ 129 for Barnase and E2/Im2, and 65 ×​ 65 ×​ 129 for Maxi. This ensures a resolution of around 1 Å 
in each dimension. Individual coordinate configurations, chosen at random, were extracted from the MD runs 
and used as input structure in the AquaSol software27. The configurations with the best fw(nat)MD values are listed 
in Table 3. A dielectric constant of 3 was employed for the protein interior. We have tested the effect of the chosen 
value on several residues in order to see how the choice affects the obtained fw(nat) values. For all residues tested 
the general trend is observed that for a smaller value (εp =​ 2) the fw(nat) -values increase while they decrease for a 
larger value (εp =​ 4), as a consequence of the increased dielectric contrast between the protein and the surround-
ing solvent for the lower dielectric constant of the protein. We opted for the value of 3 as a compromise on the 
usual scale of εp ≈​ 2−​4 and performed all analyses for this value. The lattice grid size for the solvent was 2.8 Å with 
a concentration of 55 mol/l and dipole moment of 3.0 debye. Placement of water molecules was done using the 
method described in the paper of Azuara et al.26 which consists of sorting the density values in descending order. 
The water molecules are then placed by walking down the list until the density threshold has been reached, which 
in our case was the reference density of bulk water. At every water molecule placement we eliminate points within 
3.0 Å of this position from the list.
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ABSTRACT Probing the solution structure of membrane proteins represents a formidable challenge, particularly when using
small-angle scattering. Detergent molecules often present residual scattering contributions even at their match point in small-
angle neutron scattering (SANS) measurements. Here, we studied the conformation of FhaC, the outer-membrane, b-barrel
transporter of the Bordetella pertussis filamentous hemagglutinin adhesin. SANS measurements were performed on homoge-
neous solutions of FhaC solubilized in n-octyl-d17-bD-glucoside and on a variant devoid of the a helix H1, which critically
obstructs the FhaC pore, in two solvent conditions corresponding to the match points of the protein and the detergent, respec-
tively. Protein-bound detergent amounted to 1425 10 mol/mol as determined by analytical ultracentrifugation. By using molec-
ular modeling and starting from three distinct conformations of FhaC and its variant embedded in lipid bilayers, we generated
ensembles of protein-detergent arrangement models with 120–160 detergent molecules. The scattered curves were back-calcu-
lated for each model and compared with experimental data. Good fits were obtained for relatively compact, connected detergent
belts, which occasionally displayed small detergent-free patches on the outer surface of the b barrel. The combination of SANS
and modeling clearly enabled us to infer the solution structure of FhaC, with H1 inside the pore as in the crystal structure. We
believe that our strategy of combining explicit atomic detergent modeling with SANS measurements has significant potential for
structural studies of other detergent-solubilized membrane proteins.

INTRODUCTION

Membrane proteins perform a wide range of functions
within cells, are involved in a number of genetic diseases,
and have considerable therapeutic importance since 60%
of drug targets are membrane receptors or ion channels.
Membrane proteins are also essential for the virulence
of pathogens. However, their biochemical and structural
characterization remains limited compared with that of
soluble proteins. For example, membrane proteins account
for ~30% of the genomic sequences but represent <1% of
protein structures solved at the atomic scale.

This is due to the technical challenges associated with
the properties of these macromolecules embedded in lipid
membranes, including production in sufficient amounts, sol-
ubilization by detergents, purification in a functional form,
and crystallization. Detergents are amphiphilic molecules
bearing a hydrophilic head and hydrophobic tail. Above
their critical micelle concentrations (CMCs), detergents
not only occur as monomers but also assemble into micelles

and cover the hydrophobic surfaces of membrane proteins,
thus allowing their solubilization. Detergent monomers
and micelles (which may contain dissolved lipids) coexist
in solution with protein-detergent complexes (PDCs; which
may also contain lipids and/or cofactors). Thus, membrane
protein samples are always complex, multicomponent
systems.

Small-angle neutron scattering (SANS) is a unique tech-
nique for investigating the structure of complex systems in
solution (1,2). It can be used in combination with contrast
variation, i.e., by varying the deuterium content of the pro-
tein and/or detergent components and/or the solvent using
H2O/D2O mixtures to mask the signal from one type of
component (e.g., the detergent). Structural information
about the protein within the PDC can therefore be obtained
with minimal contributions from the detergent (for a recent
review, see Breyton et al. (3)). Mathematical approaches
have been developed over the last two decades to interpret
the information from small-angle x-ray scattering (SAXS)
or SANS scattering curves (4,5), allowing comparisons
between crystal and solution structures as well as ab
initio, low-resolution modeling. However, only a few
studies have applied these techniques to membrane pro-
teins, despite the considerable interest in investigating
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the conformational changes associated with their function.
This is due in particular to the intrinsic chemical heteroge-
neity (aliphatic chains versus hydrophilic heads) of most
detergent molecules. As a consequence, their contribution,
in general, cannot be completely removed at all scattering
angles, even under conditions in which the detergent mol-
ecules are globally masked. Therefore, there is a clear need
for tools to model detergent organization around mem-
brane proteins for a proper interpretation of SANS data,
allowing the discrimination of moderate conformational
changes.

TpsB transporters are components of two-partner secre-
tion (TPS) systems in Gram-negative bacteria. They secrete
large, mostly b-helical proteins, collectively called TpsA
proteins, that generally serve as virulence factors (6). TpsB
transporters function as monomers and without accessory
factors. The structure of FhaC, the outer-membrane trans-
porter that secretes the Bordetella pertussis filamentous
hemagglutinin adhesin (FHA) (7), has served as a model
for the Omp85 superfamily of protein transporters. The
FhaC structure shows a b barrel with an N-terminal exten-
sion consisting of an a helix and two periplasmic POTRA
domains, each organized around a mixed, three-stranded b

sheet and one or two a helices (Fig. 1 A). The b barrel con-
sists of 16 antiparallel b strands connected by short turns at
the periplasmic side and long loops at the cell surface. The
channel within the barrel is occluded by the extracellular

loop L6, which folds into the barrel, and by the N-terminal
a helix, H1, which spans the channel interior. H1 is joined to
the first POTRA domain by a 22-residue-long linker that is
not resolved in the x-ray structure, indicating that it is
disordered.

The crystal structure does not permit us to understand
how FhaC mediates the secretion of its partner protein,
because the residual opening of the b barrel pore is much
too narrow for the translocation of a protein, even in an
extended conformation: plain removal of H1 would create
a roughly 8-Å-wide pore. Upon reconstitution of FhaC
into planar lipid bilayers and application of a transmem-
brane potential, 8- to 10-Å-wide channels were revealed
(7,8). Thus, the FhaC channel appears to be dynamic: in
solution, it might open by extrusion of the a helix H1 and/
or loop L6, thus creating a protein translocation pathway.
L6, which is conserved among TpsB proteins, as well as
in the Omp85 superfamily (9), was demonstrated to be a
key element for the function of FhaC (7). In addition, earlier
work indicated that it might change conformation when its
cargo, FHA, is coproduced (10). H1 is also a conserved
element in the TpsB family (9). Its deletion had little effect
on FhaC secretion activity, although it increased the perme-
ability of the outer membrane to antibiotics (7,8). This indi-
cated that H1 might have a channel-plugging function in the
closed conformation and move out of the pore in the course
of secretion (the open conformation). Therefore, it is likely
that both loop L6 and helix H1 undergo topological rear-
rangements that play crucial functional roles in the mecha-
nism of secretion.

Our aim in this work was to probe the conformation of
FhaC in solution by SANS before FHA binding. At the
contrast match point (CMP) of the detergent, we expected
to visualize the position of H1 inside or outside the b barrel.
We analyzed full-length FhaC and a modified version of the
protein harboring a deletion of H1, FhaC-DH1, to help deci-
pher the significance of differences between the measured
scattering curves. SANS measurements were performed
on homogeneous solutions of detergent-solubilized protein
in two solvent conditions corresponding to the match points
of the protein and the detergent, respectively. The selected
detergent, n-octyl-d17-bD-glucoside (d17-OG), has a resid-
ual signal even at its match point. We developed a strategy to
model individual detergent molecules bound to the surface
of the protein explicitly, and thereby compare their contri-
butions to the back-calculated scattering curves from the
protein-detergent models in an accurate manner. The combi-
nation of SANS and modeling clearly enabled us to infer
the location of the H1 helix inside the b barrel of FhaC in
solution. The results also provided insight into the structure
of the detergent micelle around the protein. We believe
that our strategy of combining explicit atomic detergent
modeling with SANS measurements will prove to be gener-
ally useful for structural studies of detergent-solubilized
membrane proteins.

FIGURE 1 The six models of WT FhaC and the FhaC-DH1 variant used

in the study. Color coding: blue, H1 (residues 1–30); cyan, POTRA1 (res-

idues 53–134); yellow, POTRA2 (residues 135–208); green, b-barrel

strands; gray, loops. The linker region, which was not resolved in the crystal

structure, was modeled and is colored red (residues 31–52). (A) WT FhaC,

displayed in cartoon representation. (B and C) Alternative conformations

with H1 outside the b barrel. (D–F) Models of FhaC-DH1. (D) As in (A),

but with H1 deleted from the structure file. (E and F) Alternative confor-

mations of FhaC-DH1. All figures were created with PyMol (PyMOL

Molecular Graphics System, version 1.6.0; Schrödinger, LLC). To see

this figure in color, go online.
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MATERIALS AND METHODS

Detergent samples

d17-OG was purchased from Anatrace (ref. No. O311T). Two samples of

d17-OG at 30 mg/mL in H2O or D2O were prepared by weighted dissolu-

tion using a METTLER AE240 balance (precision 2 10�6 g) and mixed or

diluted to obtain other concentrations and/or % D2O.

Production and purification of the proteins

Protocols developed for x-ray studies (7) were adapted to obtain homoge-

neous solutions of FhaC and FhaC-DH1 in perfectly defined solvents con-

taining d17-OG at controlled concentrations. Briefly, the two proteins (8)

were overexpressed in Escherichia coli, extracted with OG, and purified

with cation exchange chromatography in OG (7). Then, each protein was

loaded in parallel onto two HisTrap affinity columns and eluted with 1%

d17-OG, 0.5 M imidazole pH 6 in either H2O (H2O buffer) or D2O (D2O

buffer). The eluted proteins, at concentrations between 3 and 10 mg/mL,

were then dialyzed in their respective elution buffers and eventually diluted

in their dialysis buffers.

Analytical ultracentrifugation

Sedimentation velocity experiments were recorded on an analytical ultra-

centrifuge XLI (acquisition program v4.5; Beckman Coulter, Palo Alto,

CA) with a rotor speed of 42,000 rpm, at 20�C, using a rotor Anti-50,

and double-sector cells with an optical path length of 3 mm equipped

with sapphire windows, with the solvent compartments filled with the

sample buffer without detergent. Acquisitions were made using absorbance

and interference optics. Analyses in terms of the distribution c(s) of sedi-

mentation coefficients s, and of noninteracting species were done with

the program SEDFIT (v 8.9) from P. Schuck (National Institutes of Health;

available free of charge at http://www.analyticalultracentrifugation.com/).

The parameters of the c(s) analysis were typically 200 particles, with a

confidence level of 0.68 for the regularization procedure, and the option

‘‘buffer mismatch’’ for the interference data. d17-OG was investigated

using interference optics at 30, 20, and 10 mg/mL in H2O and D2O, and

the analysis was performed as described previously (11). The samples of

FhaC and FhaC-DH1 were used following dialysis at concentrations

of z3 mg/mL and z1.5 mg/mL in D2O and H2O buffers, respectively.

The solvent density and viscosity of 1.010 g/mL and 1.07 mPa.s for the

buffer and of 1.110 g/mL and 1.30 mPa.s for the D2O buffer were measured

at 20�C on a density meter (DMA 5000) and a viscosity meter (AMVn;

Anton-Paar, Graz, Austria). Partial specific volumes of 0.728 mL/g,

molar masses of 62.10 and 59.83 kDa, and extinction coefficients of 1.36

and 1.423 mL g�1 cm�1 for FhaC and FhaC-DH1, respectively, were

calculated with the program SEDNTERP created by D. Hayes et al.

(USA; available free at http://bitcwiki.sr.unh.edu/). We used the refractive

index increment vn/vc ¼ 0.187 mL/g, which is typical of membrane

proteins (12), and a molar mass in the deuterated solvent increased by

a factor of 1.013, as determined from the chemical structure. Details of

the analysis, including estimates of the amount of bound detergent from

the combination of the absorbance and interference signals, are provided

elsewhere (13,14).

SANS experiments and data analysis

All detergent and protein samples were measured in Hellma 100-QS quartz

cells (path length ¼ 1 mm) on the small-angle diffractometer D22 at the

Institut Laue-Langevin (Grenoble, France). Transmissions T of all samples

were recorded systematically. In addition, water (H2O), boron, and empty-

cell references were recorded for detector efficiency, electronic back-

ground, and empty-cell subtraction procedures.

Scattering data from the d17-OG detergent were measured for 10 min at

concentrations C between 10 and 30 mg/mL in 0%, 25%, 50%, 75%, and

100% D2O solutions using two instrumental configurations (2 m/2 m and

8 m/8 m collimator/detector distances) with a fixed neutron wavelength

l ¼ 6 Å. One-dimensional (1D) scattering intensities I(Q) were obtained

using Institut Laue-Langevin in-house software (15), with the scattering

vector Q ¼ ð4p=lÞsinðqÞ, 2q being the scattering angle. The intensities in

the forward scattering direction, I(0), and the radii of gyration, RG, were

extracted by the Guinier approximation (16) using the program PRIMUS

(17). The CMC was determined from a linear fit of the concentration

series at a given contrast, and the CMP was extracted by plottingffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ið0Þ=½ðC� cmcÞT�

p
, with C being the overall concentration, from the

data sets with the highest concentration (i.e., 30 mg/mL), as a function of

contrast.

The PDCs (wild-type (WT) FhaC at 3 and 13 mg/mL, and FhaC-DH1 at

3 mg/mL) were measured at two different contrasts in buffers with 42%

and 90% D2O (CMP of FhaC and d17-OG, respectively), and d17-OG at

24 mg/mL in buffer with 90% D2O, in the same experimental setup used

for the detergent contrast series. Exposure times were ~60 min per sample.

The SANS intensities were back-calculated from the atomic PDCs using the

program CRYSON (18,19) in default setup for 42% and 90% D2O and

scored in a least c2 fit against the respective experimental SANS data sets.

Creation of detergent topology
and structure library

An initial detergent topology was created using the Automated Topology

Builder (20) with a PM3 optimized geometry. The topology was translated

into a residue building block for use with the Gromacs suite of programs

(21) and manually modified to reflect bonded and nonbonded parameters

of likewise functional groups from the Gromos 43a2 force field (22). One

to five additional exclusions involving polar hydrogen atoms in the sugar

ring were introduced. The structure was energy minimized in vacuo using

1000 steps of steepest descent, employing angular removal of mass motion

at every step. A molecular-dynamics (MD) simulation of 1 ns was per-

formed using a time step of 2 fs. A Coulomb and van der Waals cutoff

distance of 8 nm was set, resulting in an effective complete evaluation of

forces. The system was coupled to a temperature bath of 310 K (23). Bonds

were constrained to their equilibrium values with LinCS (24). Configura-

tions were saved every 1 ps (500 steps), and thus a library of 1001 detergent

structures was obtained.

Modeling of the FhaC linker between H1
and POTRA1

The crystal structure of FhaC (PDB 2qdz) shows disorder for residues 31–

52, corresponding to a 22-residue linker region between H1 and the first

POTRA domain. With H1 inside the barrel, the linker has to span a distance

of ~5 nm, which leaves no possibility to form secondary structure elements.

We modeled the atomic coordinates of residues 31–52 using the Jackal

package (25), refining only the inserted region. The resulting structure is de-

picted in Fig. 1 A, with the linker colored red. Additional residues that were

modeled at the same time were residues 1 and 2, and the extracellular loop

L5 formed by residues 384–397. Individual missing atoms were recon-

structed as well, without modifying the backbone conformation. The final

structure is referred to as WT0 in the text.

Modeling of FhaC with H1 outside

We investigated the possible orientations of H1 with respect to POTRA1 by

submitting the sequence of FhaC, residues 1–133 (H1þlinkerþPOTRA1),
to the I-TASSER structure prediction server (26). The resulting five best

models were fitted back onto the crystal structure using the POTRA1

Biophysical Journal 107(1) 185–196

Probing the Conformation of FhaC 187

Marc F. Lensink

Page 66 of 98



domain as reference. Two of the models could be discarded because the

fit resulted in steric clashes due to overlapping domains, and a third model

corresponded to our previous modeling of the linker region, with a slightly

different orientation. The two remaining models were retained. Both

models were incorporated into the crystal structure using the Jackal pack-

age, replacing residues 1–62 by the model and fitting on POTRA1 (72

residues from 63 onward). In addition, all loop regions were refined.

The resulting models (depicted in Fig. 1, B and C, and referred to as

WT1 and WT2, respectively, in the text) were prepared for detergent

modeling according to the procedure described below.

Modeling of DH1 constructs

We investigated the possible orientation of the linker in FhaC-DH1 by

submitting the sequence of residues 27–133 to I-TASSER and fitted the

resulting five best models onto the crystal structure. All five models pre-

dicted the linker region to be a helical. One model again led to overlapping

domains and three others resembled one another. Thus, two distinctly

different models remained for further analysis. No elaborate fitting was

required to build complete models, as the start of the POTRA1 domain in

both cases overlapped with the end of the modeled structure. In the prepa-

ration of the protein in a lipid bilayer, position restraints were removed

from the linker atoms (see below). Fig. 1, D–F, depict the three FhaC-

DH1 structures used in the analysis, which are subsequently referred to

as DH10, DH11, and DH12. DH10 corresponds to WT0 without H1.

Preparation of FhaC in a lipid bilayer

Each of the six FhaC structures was placed in a lipid bilayer of dipalmitoyl-

phosphatidylcholine (DPPC) molecules according to a procedure similar

to that described by Lensink et al. (27) and Kandt et al. (28). Briefly, an

equilibrated bilayer of DPPC lipids was expanded in the xy plane (with

the z axis being the normal to the bilayer plane) and FhaC/FhaC-DH1

was placed in the resulting vacuum at the center. Its position along the

z axis was such that the water-to-membrane transfer energy was minimized

(29,30). In subsequent iterations, the system was restored to the reference

area per lipid by shrinking the x and y coordinates by 2% and deleting

all overlapping lipid molecules. The shrinking factor was increased to

5% after eight iterations. Each iteration was accompanied by 100 steps of

steepest-descent energy minimization, applying strong position restraining

(105 kJ/nm2) on the protein atoms. After ~30 iterations, the system was

found to be restored to its original size. The system box was then extended

by 1.2 nm in the z axis and solvated with ~26,000 water molecules, avoiding

solvation of the hydrophobic membrane core by applying a van der Waals

radius of 6 Å to the lipid tail atoms. The system was neutralized by adding

chloride ions (31) and then subjected to 1000 steps of steepest-descent

energy minimization, followed by 100 ps of MD using weak position

restraints (103 kJ/nm2) on the nonhydrogen protein atoms to relax the lipids

surrounding the protein. The final frame was used as the starting point for

the next step.

Modeling of detergent around FhaC

An initial structure of FhaC with detergent was obtained by replacing a

fixed number of DPPC lipid molecules by detergent molecules, using the

program DOPE (M.F.L.; to be published elsewhere, available upon

request). In short, this was done by iteratively replacing a lipid from the

input file by a molecule from the detergent library structures by aligning

the detergent’s molecular structure principal axes to the system axes.

Subsequently, the overlap with other molecules in the system was checked

and a replacement was accepted if no contacts shorter than 2 Å were

detected. If such contacts occurred, the library molecule was rotated in

increments of 60� about its z axis and contacts were again evaluated.

If no solution was found, the next molecule from the library was tried until

a solution was found and the total number of molecules to be replaced had

been reached. We varied the number of detergent molecules from 120 to

160, in increments of 5. For every such combination (FhaC plus n detergent

molecules), 20 different detergent configurations were generated. To in-

crease the variance between them, a different random number seed was

used for every configuration. From each of the resulting 180 configurations,

the solvent was removed (only FhaC and detergent remaining) and the

system was subjected to a short energy minimization, followed by an

MD simulation in vacuo, and in both cases the protein dynamics were

removed from the equations of motion. In essence, this means that the

protein coordinates were kept fixed in space while the detergent belt would

associate around it. It was found that after ~100 ps of simulation the asso-

ciation was completed, and each system was run for 200 ps to ensure this

was done. All end configurations were processed to produce an all-atom

system, with deuterium atoms placed on the detergent tails, and nonassoci-

ated detergent clusters were removed from the system.

In an alternative approach, we modeled 200 detergent molecules around

FhaC using the approach described above, and then reduced the detergent

belt by iteratively removing individual detergent molecules until 140 of

them remained associated with FhaC. To determine which detergent mole-

cule to remove, we calculated for each detergent molecule the closest

distance to any protein atom. The detergent molecule that had the highest

value of these, i.e., of which the closest atom was located the farthest

away from the protein, was removed. One hundred different detergent

configurations were generated using this approach.

RESULTS

Sample design

We chose to investigate the conformation of FhaC solubi-
lized in OG, as this detergent was used for the determination
of the high-resolution structure by x-rays. The purification
protocol was suitable to provide protein samples at an
appropriate concentration for SANS (3–13 mg/mL), with
a controlled concentration of detergent micelles and a
controlled D2O content, allowing contrast variation.

To determine the position of the helix inside or outside the
barrel in solution, we used full-length FhaC and a variant
deleted of the helix H1 (FhaC-DH1). Our rationale was
that a detectable difference in SANS between FhaC and
FhaC-DH1 would be indicative of an extended, open con-
formation in solution, whereas a closed, compact confor-
mation should yield similar results for both proteins. In
addition, analysis of FhaC-DH1 was expected to provide
indications about the position of the linker in the open
conformation. A model of WT FhaC with H1 and the linker
fully extended was thus generated, and a large change in the
calculated radius of gyration (program CRYSON (18,19))
between FhaC in this open conformation and FhaC closed
as in the crystal structure was predicted (37 vs. 29 Å) (not
shown).

The hydrogenated form of the detergent has a calculated
CMP of 19% D2O, which would provide only a low contrast
for the protein (CMP 42% D2O). The completely deuterated
OG, which is commercially available, has a CMP of ~120%
D2O, which cannot be experimentally matched. The tail-
deuterated d17-OG has a theoretical CMP of 90% D2O,
in which hydrogenated proteins have a significant contrast
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(3). FhaC and FhaC-DH1 were thus purified in this deter-
gent, in solvents containing H2O and 100% D2O.

Quality control and estimation of bound detergent
by analytical ultracentrifugation

The analyses of d17-OG in pure H2O and D2O (Fig. S1
and Table S1 in the Supporting Material) yielded a CMC
of 9.1 5 0.4 mg/mL (29.5 mM), an aggregation number
of 74 5 10, and a refractive index increment of 0.135 5
0.005 mL/g, which are similar to those given in the literature
(http://www.affymetrix.com/) (32). The homogeneity of
FhaC and FhaC-DH1 in d17-OG was excellent, as assessed
by analytical ultracentrifugation (AUC). Fig. 2 shows the
analysis of the sedimentation velocity profiles for the two
proteins in D2O buffer. Samples in H2O buffer at 3 and
1.5 mg/mL (not shown) behaved similarly considering the
differences in solvent density and viscosity. There are only
two detectable contributions. The detergent micelles are
detected at 1.6 5 0.1 and 0.85 5 0.05 S in H2O and D2O
buffers (s20w ¼ 2.1 5 0.1 S) only with interference optics,
at concentrations in the 0–1.7 mg/mL range, close to the
expected value of 0.9 mg/mL (total concentration C of
10 mg/mL minus CMC). The sedimentation coefficients
of the FhaC and FhaC-DH1 complexes are indistinguish-

able: s ¼ 4.76 5 0.12 S and 2.79 5 0.08 S in H2O and
D2O buffers, respectively. The average number of detergent
molecules bound to the protein was also determined from
the combination of the absorbance and interference signals
to be 1425 10 mol/mol, which combined with s-values cor-
responds to a frictional ratio of 1.33 5 0.03, close to the
usual value of 1.25 for a globular compact assembly. Anal-
ysis of the sedimentation profiles in terms of noninteracting
particles (small monomer or solvent species, detergent
micelle, and FhaC complex) give independent estimates of
the sedimentation and diffusion coefficients, and thus of
the buoyant mass of the complex. The derived average num-
ber of bound detergent is 90 5 20 mol/mol, and, given the
s-values, would correspond to a frictional ratio of 1.27 5
0.04. The difference between these values may be due to un-
certainties in the extinction coefficients in the first or second
method, or (more likely) to a slight overestimation of the
diffusion coefficients.

SANS analyses

d17-OG scattering curves at 30 mg/mL were recorded as a
function of contrast (Fig. S2 A). The CMC was determined
to be 8 5 1 mg/mL from the d17-OG concentration series
(Fig. S2 B). Using this value, we determined the aggregation

FIGURE 2 Sedimentation velocity of FhaC at

3.3 mg/mL and FhaC-DH1 at 3.0 mg/mL in 1%

d17-OG, 0.5 M imidazole pH 6, 100% D2O.

(A, B, D, and E) Superposition of experimental

and fitted sedimentation velocity profiles and their

differences (top and bottom subpanels), at 280 nm

(A and D), and using interference optics (B and E).

(C and F) Sedimentation coefficient distributions

c(s) normalized to the main protein peak value.

To see this figure in color, go online.
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number from the 30 mg/mL data in H2O to be 85, and the
detergent CMP to be 90% D2O (Fig. S2 C). The scattering
curve of d17-OG at 24 mg/mL at its CMP, in the buffer
used for FhaC with 90% D2O, is presented in Fig. 3. Due
to the chemical heterogeneity of d17-OG (tail versus
head), there is a significant residual signal at the match
point.

The scattering curves of two proteins (FhaC at 3 and
13 mg/mL, and FhaC-DH1 at 3 mg/mL) were then measured
at 42% and 90% D2O. At 42% D2O, the detergent dominates
the signal, with the protein being matched; at 90% D2O
(Fig. 3), the protein dominates the signal, with the detergent
being matched. All four data sets are of excellent quality in
terms of signal/noise ratios and no signs of aggregation were
detected, confirming the homogeneity found for all samples
in the AUC experiments. To interpret the data with some
precision in terms of protein structure, and given that the
detergent is not homogeneously masked at its match point,
we chose to model atomic detergent molecules explicitly.
Note that during sample preparation, we avoided concentra-
tion steps using ultrafiltration and used dialysis against sol-
vents with the same detergent and D2O concentrations to
strictly control them. Therefore, there was no need to model
detergent micelles, because their contribution was removed
by subtraction of the solvent scattering.

Modeling the PDCs

The computational treatment of the template structures (as
displayed in Fig. 1), with the number of detergent molecules
varying in steps of 5 between 120 and 160, and 20 configu-
rations for each combination of protein and detergent, led
to 6 �180 models of detergent arrangement around FhaC/
FhaC-DH1. We found the arrangement of detergent to be
nonhomogeneous, but nonetheless centered around the b

barrel. In addition, detergent could bind to solvent-exposed
regions of the protein close to the lipid bilayer, such as

POTRA2 or the extracellular loops. Whereas those cases
generally resulted in good fits, we found that the structures
with detergent bound to POTRA1 (and to H1 in templates
WT1 and WT2) made for bad c2 fits when we back-calcu-
lated the theoretical SANS curves (see below).

In an alternative approach (applied only to WT0), we
modeled 140 detergent molecules more compactly onto
the FhaC surface by deleting the most distant 60 molecules
from an initial amount of 200 detergent molecules (see Figs.
5 B and 6 C). In general, all of these 100 reduced-detergent-
belt models displayed fewer and smaller detergent-free
patches (if any) on the b-barrel FhaC surface with respect
to the first modeling approach.

SANS analysis of WT FhaC models at 90% D2O

The scattering curves were back-calculated for all models
and compared with the experimental curves using the pro-
gram CRYSON. The quality of the fit was evaluated by
c2. Details regarding the individual models are provided
in Tables S2 and S4. Fig. 4 A gives an overview of the c2

average values for the five best (out of 20) fitting models
(complex), calculated for each detergent number (25 best

FIGURE 3 SANS curves of d17-OG at the CMP of d17-OG in the FhaC

buffer with 90% D2O. d17-OG in the protein sample is at 10 mg/mL. To see

this figure in color, go online.

A

B

FIGURE 4 Modeling detergent-WT complexes at 90% D2O. (A) c2

versus detergent number. (B) superposition of experimental and modeled

I(Q) curves from good and bad WT0 models. To see this figure in color,

go online.
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of 100 for the reduced-detergent-belt models). It also shows
the c2 values calculated without detergent (only protein).
Even though at 90% D2O the detergent contribution was
matched on average, we still observed a marked decrease
of c2 when detergent was explicitly modeled. Improvement
of the fit by detergent modeling appears clearly in Fig. 4 B,
which shows the superposition of the experimental and fitted
scattering curves obtained with and without detergent.
Among the three WT FhaC conformations, the one with
the H1 helix inside the b barrel, i.e., WT0, corresponding
to the crystal structure, fits the SANS data best. Within
each configuration series, the average c2-values do not
vary a lot as a function of the number of detergent molecules
present. This indicates that the 90% D2O SANS data sets are
not very discriminative regarding the shape of the detergent

belt, as expected at the detergent match point. A small but
significant improvement is observed for the compacted
(reduced-detergent-belt) models with respect to their non-
compacted counterparts. The remaining minor variations
of the c2-values can probably be attributed to residual
detergent heterogeneities and/or to effects of the modeled
hydration shell by CRYSON, which varies as a function of
the detergent shape.

SANS analysis of WT FhaC models at 42% D2O

Good c2-values of the models against the SANS data at 42%
D2O (detergent visible, protein matched; Tables S2 and S4;
Fig. 5 A) are found for individual models in the entire 120–
160 detergent molecules range, indicating that the volume of

A

B

FIGURE 5 Modeling detergent-WT complexes

at 42% D2O. (A) c
2 versus detergent number. (B)

Superposition of experimental and modeled I(Q)

from two WT0 models. To see this figure in color,

go online.
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detergent bound to FhaC fits within that range, in good
agreement with the AUC results (140 molecules). Fig. 5 A
was built considering the five best (out of 20) c2 values
per FhaC conformation and detergent quantity (25 best out
of 100 for the compacted reduced-detergent-belt models).
Among the 20 individual models generated for a given, fixed
number of detergent molecules, the c2-values vary more
widely than do their average values for different numbers
of detergent molecules. Accordingly, the superposition of
fitted and experimental scattering curves allows a clear
distinction between appropriate and inappropriate models
(Fig. 5 B). Compacted reduced-detergent-belt models dis-
played on average better fits with the SANS data, with the
best c2 values being close to one. Moreover, the consider-
able variation of the fit values between different individual
detergent models can be used to determine general structural
features at low resolution of the detergent belt around FhaC.
Fig. 6, A–C, show several bad detergent models (c2 > 8),
several good detergent models (c2 < 2.5), and several
good compact (reduced-detergent-belt) models, respectively
(c2< 2.3; higher-resolution images are provided in the Sup-
porting Material). A comparison of the general features of
the detergent models in Fig. 6 reveals that good fits are
only obtained for relatively compact, connected detergent
belts, whereas models that fit the SANS data very poorly

are rather disconnected detergent topologies, with large,
central parts of the transmembrane b-barrel wall being
detergent free, and detergent molecules accumulating at
the top and bottom of the barrel. Several, slightly different,
good detergent topologies fit the SANS data equally well
(Fig. 6, B and C).

SANS analysis of the FhaC-DH1 models

The SANS curves for the 20 models of FhaC-DH1 generated
at each of the nine different quantities of detergent and for
each of the three protein conformations (DH10, DH11,
and DH12; presented in Fig. 1) were back-calculated. A
detailed analysis of the c2 fits over all models is included
in Table S3. For the 90% D2O data sets (protein visible),
the average values of the best five c2 fits (for each of the
detergent numbers and protein conformations) and a com-
parison with the c2 values from the corresponding protein-
only models are shown with selected superposition of
experimental and fitted scattering curves in Fig. S3, A and
B. Explicit incorporation of detergent in the models
(complex) improves the fits significantly with respect to
the protein-alone models. However, very good fits can be
found for all three protein conformations, and thus our
SANS data do not allow us to discriminate among these

FIGURE 6 (A–C) WT FhaC-detergent models (WT0) corresponding to bad (A), good (B), and good compact (C) fits. Color coding as in Fig. 1; detergent

molecules shown in sphere representation. To see this figure in color, go online.
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three conformations in solution. The results are more
discriminating for the 42% D2O SANS data sets (detergent
visible, protein invisible): the DH11 models represent the
detergent belt better than do the DH10 and DH12 series
(Fig. S4 A). Most of the 20 models generated with the three
distinct conformations fit the experimental data sets poorly,
and very few structures yield satisfactory fits against the
experiment SANS data. Examples of representative good
and bad structures in Figs. S4 B and S5 show that the deter-
gent location around the barrel generally improves the fit,
unlike its positioning on the POTRAs. For the truncated
FhaC-DH1 variant, removing the protein moiety from the
models, even if it is globally matched, significantly de-
creases the quality of the fit.

DISCUSSION

The study of membrane proteins represents a formidable
challenge for most biophysical techniques in solution, and
in particular small-angle scattering, due to the presence of
detergent molecules in the sample. Their contribution is
relatively strong in the case of x-rays (SAXS) and needs
to be taken into account in explicit protein-detergent models
where the protein and detergent parts contribute simulta-
neously, in a weighted manner, to the scattering curve
(33). In contrast to SAXS, neutron scattering (SANS) using
contrast variation has the advantage of providing indepen-
dent structural data about either the protein or the detergent
within a complex. For instance, SANS is able to mask the
scattering contribution from detergent molecules on average
(i.e., the I(Q ¼ 0) intensity is zero) and to focus on the pro-
tein topology in situ (34). However, in general, the chemical
heterogeneity between detergent head and tail moieties
yields residual scattering contributions for Q > 0 that
contribute to the scattering intensity and affect low-resolu-
tion modeling of the protein (35,36). Only some specific
surfactants (37) or mixtures of deuterated and hydrogenated
detergents (38) can be homogeneously masked (for a review,
see Breyton et al. (3)). In this work, we demonstrated that
explicit modeling of a PDC combined with SANS and
contrast variation can yield excellent results. We were able
to probe fine structural details of the protein in the presence
of detergent, such as the position of the N-terminal a helix
in FhaC, and discard several potential conformations. We
observed a significant improvement of the fit when the
detergent was explicitly incorporated into the models.
Moreover, by obtaining a valid atomic model of the protein
(that could be validated against the SANS data), we were
able to study the structural properties of an explicit deter-
gent belt and determine its general features. We believe
that our approach can be applied to several membrane
protein systems in solution, which are otherwise (e.g., by
crystallography) very difficult to approach. It allows one
to study the structural features of both the protein confor-
mation and the shape of the detergent bound in a complex

in situ by simply adjusting the H2O/D2O levels to the
respective CMPs. However, we would like to stress that
three key factors are very important for a successful applica-
tion of our approach: 1), excellent sample quality (in partic-
ular, regarding the monodispersity of the PDCs, which
ideally should be checked by AUC before SANS analyses);
2), a sufficient contrast between the protein and detergent
parts, which in practice requires the use of either deuterated
proteins or deuterated detergents; and 3), a sufficiently wide
sampling of the modeled detergent belt.

When applied to membrane proteins, SAXS and SANS
methods therefore need to deal with the detergent belt.
It has been theorized that the detergent around membrane
proteins organizes in a homogeneous, belt-like manner.
Theoretical contributions originating from ellipsoidal deter-
gent shapes were calculated in a SAXS study of Photo-
system I-detergent complexes (39). It turned out to be
impossible to match the SAXS data to the crystal structure
embedded in a disk of detergent, which was interpreted as
the protein being partially unfolded in solution. A SANS
study of Light-Harvesting Complex II in detergent sug-
gested also that the detergent does not homogeneously sur-
round the hydrophobic periphery of the protein (40). A more
recent study combined SAXS analyses of Aquaporin-0 with
modeling of the detergent organization as an elliptical toroid
(33). Although a good correspondence of the theoretical
scattering curve with the experimental one was observed,
the authors recognized the fact that the detergent corona is
unlikely to adopt a static elliptical conformation, as the
ellipsoid can be interpreted as resulting from a dynamic
detergent behavior, the average of which is measured by
SAXS. They recently extended their method by adopting
both coarse-grained and atomistic modeling studies, allow-
ing the deformation of an assumedly elliptical detergent
toroid (41) and resulting in slightly improved c2 fits. In an
elegant approach, detergent molecules were guided toward
an elliptical detergent organization through nonequilibrium
MD simulations with explicit water. Although the procedure
gives promising results and will mark an important step in
the study of the detergent belt in small-angle scattering
experiments, only a single conformation is generated, and
simulations in explicit solvent are relatively expensive.

In this study, we did not assume an elliptical organization;
rather, we used molecular modeling to generate an ensemble
of FhaC-detergent arrangements from their mutual asso-
ciation based on physicochemical interaction parameters.
We did ask where the detergent would partition in such a
system, and since the detergent was needed to solubilize
FhaC in the first place, the obvious answer is, near or around
the hydrophobic b barrel. Several tools exist to place a mem-
brane protein in a lipid bilayer for the purpose of MD sim-
ulations (28,42), and we decided to adopt an approach in
which FhaC is initially placed in a lipid bilayer, a sufficient
number of lipid molecules are replaced by detergent, and,
after removal of water, a simulation is run in vacuo to let
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the detergent molecules associate with FhaC. The procedure
is then repeated 20 times to generate an ensemble of FhaC-
detergent conformations. The association of detergent with
FhaC is illustrated in Movie S1.

This approach does require some CPU-intensive steps.
The initial placement in the lipid bilayer uses iterative
energy minimization steps and a short MD simulation is
run to relax lipids around the protein; the lipid-detergent
replacement routines apply a number of mathematical oper-
ations to rotate and translate the detergent molecules, fit
them to lipids, and evaluate any atomic overlap; and the final
conformation is used for a short MD simulation in vacuo.
Nevertheless, the total CPU time is limited to ~2 hr per
configuration on present-day laptop and desktop machines.
The total simulation time required for the six protein confor-
mations, nine different detergent quantities, and 20 different
configurations amounts to ~90 days of CPU time, a duration
that is quite manageable for even small computing clusters.
Previous simulations of OmpA and GpA in detergent
(43–46) required an equilibration time of 20–50 ns for the
association of detergent with protein. These simulations
generally show that the detergent covers at least 80% of
the hydrophobic surface, also in a nonhomogeneous manner.
If we consider our vacuum simulations, we have a total
simulation time of 9 � 20 � 200 ps ¼ 36 ns per protein
variant. This is comparable in terms of CPU time, but offers
180 different detergent arrangements.

The trade-off between speed and accuracy is obvious:
although a large number of protein-detergent arrangements
can be produced relatively quickly, a significant fraction
of these arrangements are unrealistic. Here, unrealistic
arrangements either correspond to detergent binding at the
level of the POTRAdomains or show large uncovered regions
on the hydrophobic b barrel. However, the c2-values of the
back-calculated curves are decidedly discriminative. This is
an important aspect of our approach, as it allows the elimina-
tion of bad protein structures as well as bad detergent belts.

In an attempt to reach a more homogeneous distribution,
and having confirmed the conformation of WT FhaC in so-
lution as WT0, we also simulated the association of excess
detergent (200 molecules) to FhaC. In subsequent iterative
steps, we then removed the detergent molecules located
the farthest away from the b barrel until the required number
of associated detergent molecules (140) was reached. We
produced 100 such configurations. In general, this procedure
results in small but significant improvements of the c2 fits
(see Figs. 4 and 5). The procedure is computationally some-
what more expensive, since the iterative replacement proce-
dure converges more slowly to a solution for the larger
detergent amounts. However, we consider this approach to
be superior, since for more complicated systems, such as
those showing moderate to large conformational changes,
it will provide better sampling than simply increasing the
number of different configurations. Such cases of limited
sampling are readily identified by the c2 fits.

We would like to emphasize that what is measured exper-
imentally is not a particular generated conformation, but
rather the average signal of a large number of conforma-
tions, originating from the many proteins in the sample
and from dynamic variations within each sample. The
variation in protein-detergent conformations and their theo-
retical scattering curves led us to include only the five best-
fitted models for further consideration. It is not unexpected
that the best fits show the detergent to cover the larger sur-
face area, but, interestingly, many of the good models
display small detergent-free patches on the outer surface
of the b barrel, i.e., the barrel is not completely covered
with detergent molecules. Such patches are still observed
in our reduced-detergent-belt approach, but they are fewer
in number and smaller, and the ensemble of structures shows
a good coverage of the b barrel. As to the shape of the deter-
gent belt (40), our SANS data are compatible with a slightly
nonhomogeneous distribution of detergent around the hy-
drophobic b barrel of the protein. Given that SANS provides
an average intensity over all particle conformations present
at a given moment in solution, it is conceivable that there are
indeed several different, interconverting detergent arrange-
ments possible around FhaC in solution, and that these are
sampled by our modeling approach. The fact that several
slightly different detergent belt structures are in excellent
agreement with our SANS data (Fig. 6 C) illustrates the ac-
curacy and uniqueness of such a low-resolution approach.
Within these limits, a possible interpretation of our data is
that a detergent belt is a dynamic entity consisting of an
ensemble of slightly different, interchanging conformations.

The results clearly show the feasibility of our approach,
as we could confirm that WT FhaC in solution adopts a
structure similar to the crystallographic structure and rule
out two alternative conformations (WT1 and WT2). The
approach developed here may apply to membrane proteins
of known or unknown structures. It can be used in combina-
tion with both SANS and SAXS studies. (In the case of
SAXS, the free micelles need to be separated from the com-
plex by using size exclusion chromatography directly on
the beamline (33)). The association of detergent is flexible
and can use any template structure or detergent molecule
(after development of adequate force-field parameters).
Subsequent comparison of the theoretical and experimental
scattering curves allows the identification of good and bad
models, in terms of both protein structure and detergent
organization, when measured at the match point of either
one. It can thus also be applied to models originating from
ab initio modeling tools, such as I-TASSER (26), to help
validate or discard them. This flexibility makes it a powerful
tool for studying membrane proteins, including their confor-
mational span.

Regarding the protein under study in this work, the crystal
structure of full-length FhaC is in excellent agreement with
the SANS data in solution. The conformation with the helix
inside the pore could be discriminated from two alternative
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conformations, with the helix outside the barrel. This result
does not solve the question about the conformational
changes that occur to open the FhaC channel and to allow
the passage of the cargo protein FHA. Open and closed
conformations might be in equilibrium, but the open confor-
mations are likely to be poorly populated in a detergent
environment. It is possible that an open structure exists or
is more populated in a lipid environment when compared
with the detergent-solubilized state. The membrane environ-
ment was shown to be required for the native conformation
of the KvAP voltage-dependant channel (47). Similarly, the
kinetics of the photocycle of bacteriorhodopsin depends on
its hydrophobic environment (48). The large conformational
changes associated with the function of the reticulum Ca2þ-
ATPase are allowed by small rearrangements of the lipid
bilayer and of the protein in its transmembrane part (49).
In the case of FhaC, 8- to 10-Å-wide channels were revealed
by means of electrophysiology techniques with the protein
inserted into a bilayer.

CONCLUSIONS

Despite the ever-growing interest in membrane protein
structure and dynamics, it remains notoriously difficult to
study them. Solubilization requires the use of amphiphilic
molecules (detergent) to act as a buffer between the solvent
and the transmembrane domain, but little is known about
the arrangement of detergent around the protein. We have
successfully applied a combination of SANS and molecular
modeling to probe the conformational space of the mem-
brane protein FhaC. Since a residual contribution remained
at the CMP of the detergent, we used molecular modeling to
generate an ensemble of detergent arrangements around the
WT protein and putative alternative conformations. Thus,
we were able to confirm that WT FhaC in solution adopts
a conformation similar to the x-ray structure, while ruling
out alternative conformations at the same time. This study
provides valuable insight into the organization of the deter-
gent belt. Modeling studies may employ various detergent
molecules and can be combined with both SANS and
SAXS studies. The general applicability of this approach
makes it an extremely powerful and significant tool that
may allow more detailed studies of membrane protein struc-
ture and dynamics.

SUPPORTING MATERIAL

Five figures, four tables, one movie, and one zip file are available at http://

www.biophysj.org/biophysj/supplemental/S0006-3495(14)00559-1.

We thank the Institut Laue-Langevin for beam time on the D22 instrument,

and Dr. Phil Callow for local contact during the experiment. We thank Prof.

Marc le Maire for helpful discussions.

This work used the AUC platform of the Grenoble Instruct Centre (ISBG;

UMS 3518 CNRS-CEA-UJF-EMBL) with support from FRISBI (ANR-10-

INSB-05-02) and GRAL (ANR-10-LABX-49-01) within the Grenoble

Partnership for Structural Biology (PSB). This work was supported by
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6. Jacob-Dubuisson, F., J. Guérin, ., B. Clantin. 2013. Two-partner
secretion: as simple as it sounds? Res. Microbiol. 164:583–595.

7. Clantin, B., A. S. Delattre,., V. Villeret. 2007. Structure of the mem-
brane protein FhaC: a member of the Omp85-TpsB transporter super-
family. Science. 317:957–961.
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Abstract
Two-component systems (TCS) represent major signal-transduction pathways for adapta-

tion to environmental conditions, and regulate many aspects of bacterial physiology. In the

whooping cough agent Bordetella pertussis, the TCS BvgAS controls the virulence regulon,

and is therefore critical for pathogenicity. BvgS is a prototypical TCS sensor-kinase with tan-

dem periplasmic Venus flytrap (VFT) domains. VFT are bi-lobed domains that typically

close around specific ligands using clamshell motions. We report the X-ray structure of the

periplasmic moiety of BvgS, an intricate homodimer with a novel architecture. By combining

site-directed mutagenesis, functional analyses and molecular modeling, we show that the

conformation of the periplasmic moiety determines the state of BvgS activity. The inter-

twined structure of the periplasmic portion and the different conformation and dynamics of

its mobile, membrane-distal VFT1 domains, and closed, membrane-proximal VFT2 do-

mains, exert a conformational strain onto the transmembrane helices, which sets the cyto-

plasmic moiety in a kinase-on state by default corresponding to the virulent phase of the

bacterium. Signaling the presence of negative signals perceived by the periplasmic do-

mains implies a shift of BvgS to a distinct state of conformation and activity, corresponding

to the avirulent phase. The response to negative modulation depends on the integrity of the

periplasmic dimer, indicating that the shift to the kinase-off state implies a concerted confor-

mational transition. This work lays the bases to understand virulence regulation in Borde-
tella. As homologous sensor-kinases control virulence features of diverse bacterial
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pathogens, the BvgS structure and mechanism may pave the way for new modes of tar-

geted therapeutic interventions.

Author Summary

Bacteria make use of two-component transduction systems, composed of a sensor-kinase
and a response regulator, to perceive environmental signals and orchestrate an appropriate
response. The virulence regulon of the whooping cough agent Bordetella pertussis is con-
trolled by the two-component system BvgAS. The sensor-kinase BvgS harbor extra-
cytoplasmic Venus flytrap perception domains similar to those found in neuronal recep-
tors, and it is the prototype of a large bacterial protein family. We report the atomic
structure of the extra-cytoplasmic moiety of BvgS, which shows a novel dimeric arrange-
ment. We show that the virulent phase of B. pertussis that occurs by default corresponds to
a specific conformation of BvgS generated by the periplasmic architecture itself and by the
differential dynamics of its Venus flytrap domains. The perception of negative signals by
the periplasmic domains causes BvgS to shift to a different conformation that corresponds
to the avirulent phase of the bacteria. In addition to contributing to our understanding of
virulence regulation by B. pertussis at a time of whooping cough re-emergence, this study
also paves the way to the mechanistic exploration of the homologous sensor-kinases found
in various bacterial pathogens.

Introduction
Two-component sensory transduction systems (TCSs) regulate various physiological processes
in response to environmental changes [1]. They are abundant throughout the phylogenetic tree
except for vertebrates and represent major bacterial signaling pathways [2,3]. TCSs notably
regulate the cell cycle, motility, biofilm formation or antibiotic resistance, as well as the viru-
lence of major pathogens [4–8]. TCSs are typically composed of a sensor-kinase activated by
environmental stimuli and a response regulator mediating phosphorylation-dependent effects
[9,10]. Upon perception of a physical or chemical signal, auto-phosphorylation of a conserved
cytoplasmic His residue of the sensor-kinase is followed by transfer of the phosphoryl group to
a conserved Asp residue of the response regulator. The phosphorylated response regulator me-
diates a specific, frequently transcriptional, cellular response [11]. There is considerable diver-
sity among TCSs regarding domain composition and organization [9,10].

Bordetella pertussis, the whooping cough agent, colonizes the upper respiratory tract of hu-
mans [12]. Transcription of its virulence regulon is positively regulated by the TCS BvgAS
[13]. Over one hundred genes belong to the Bvg regulon, including those coding for the adhe-
sins and toxins and their secretion and assembly machineries [14]. The virulent, Bvg+ phase, in
which phosphorylated BvgA trans-activates the expression of the virulence regulon, is essential
for the development of the infection cycle of B. pertussis and other pathogenic Bordetella spe-
cies [13,15]. The kinase and phosphotransfer activities of BvgS are maximal (referred to below
as the ‘kinase-on’ state) without specific chemical stimuli and at 37°C, the B. pertussis host
body temperature, while low temperatures and specific negative modulators turn these activi-
ties off in laboratory conditions (referred to below as the ‘kinase-off’ state). Thus, millimolar
concentrations of nicotinate or sulfate ions result in the dephosphorylation of BvgA, switching
the bacteria to the avirulent, Bvg- phase [16,17]. Virulence genes are no longer expressed, while
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a smaller set of virulence-repressed genes (vrgs) are upregulated [18,19]. At low modulator
concentrations, an intermediate Bvgi phase occurs in which the reduced concentration of phos-
phorylated BvgA is sufficient to transactivate ‘early’ virulence genes as well as specific interme-
diate genes [13,20,21]. Thus, BvgAS operates like a rheostat, determining several states of gene
expression that might correspond to distinct temporal or spatial situations in the course of in-
fection. BvgS is composed of periplasmic Venus flytrap (VFT) domains, a transmembrane
segment, a PAS domain, and a kinase and additional domains that make up a phosphorelay
(Fig. 1A). The cytoplasmic moiety of BvgS dimerizes, similar to the other TCS sensor-
kinases [22,23].

BvgS is the prototype of a family of bacterial VFT-domain-containing sensor-kinases [24].
VFT domains have a bi-lobed structure with two mobile jaws delimitating a putative ligand-
binding cavity [25,26]. They exist in open and closed conformations that interconvert by clam-
shell motions. Typically, binding of a ligand in the cavity stabilizes the closed conformation,
which triggers downstream cellular events such as transport or signaling. The periplasmic moi-
ety of BvgS is composed of two VFT domains, membrane-distal VFT1 and membrane-
proximal VFT2. We have previously reported the structure of the isolated VFT2 domain and
showed that nicotinate and related negative modulators bind to VFT2 [27]. There are currently
more than 2000 predicted BvgS homologs, containing from one to five VFT domains. Some of
them are found in major pathogens, including Pseudomonas aeruginosa, Vibrio cholerae, Yersi-
nia enterocolitica and Borrelia burgdorferi, in which they regulate various responses that con-
tribute to pathogenicity [28–32] (Fig. 1B). Unlike those of classical TCSs, the molecular
mechanisms of signal perception and transduction by these VFT-containing sensor-kinases are
largely unknown.

In this work, we describe the structure of the periplasmic portion of BvgS, revealing a novel
homo-dimeric architecture with two highly intricate polypeptide chains wound around each
other. A combination of site-directed mutagenesis, functional analyses in vivo and molecular
modeling indicated that the integrity of the periplasmic domain is necessary both to maintain
BvgS in a kinase-on state by default and to bring about conformational changes that switch the
protein to the kinase-off state in response to negative modulation. This study shows that BvgS
represents a new paradigm of bacterial two-component sensor-kinases and contributes to our
understanding of virulence regulation in Bordetella.

Results

Structure of the periplasmic domain of BvgS
The periplasmic domain of BvgS (residues Ala29-Leu544, which includes VFT1 and VFT2) was
produced in Escherichia coli and crystallized as a recombinant protein with a 60-residue-long
GB1 domain at the N terminus and a 6-His tag at the C terminus. The structure was solved to a
resolution of 3.1 Å (Fig. 2, S1 Table). BvgS forms intricate butterfly-shaped dimers in which
the A and B polypeptide chains (‘protomers’) wind around each other, with an extensive di-
meric interface of� 4000 Å2. The two protomers overlap with an RMSD of 1.184 Å. The
N-terminal GB1 domain and C-terminal His tag are not visible in the electron density maps.

A two-fold symmetry axis runs parallel to the long axis of the BvgS dimer. The N termini of
the two protomers are located on the outer surface of the dimer, and their C termini interrupt
α helices at the membrane-proximal end of the structure. VFT1 and VFT2 adopt typical Venus
flytrap architectures consisting of two α/β subdomains called lobes 1 and 2 (hereafter L1 and
L2) separated by a cleft. They have similar topologies with two crossings between the lobes
(S1 Fig). The hinge is formed of anti-parallel β strands in VFT2 and flexible loops in VFT1.
The VFT2s are followed by the C-terminal (Ct) domains that encompass the Gly527-Pro532
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Ct loops and the H19 Ct helices (Figs. 2 and S1). In the absence of membrane constraints, the
H19s adopt divergent orientations in the crystal structure. In full-length BvgS they are pre-
dicted to continue across the membrane down to the cytoplasmic PAS domain, with a total
length of 60 residues.

Fig 1. Function of BvgS and selected homologs. A. Schematic representation of virulence regulation by BvgAS in B. pertussis. Only the virulent (Bvg+)
and avirulent (Bvg-) phases of the bacterium are represented for simplicity. Conditions that turn the bacteria to the avirulent phase include low temperatures
and negative modulators such as sulfate or nicotinate (NA) ions. The vags (virulence-activated genes) are trans-activated by phosphorylated BvgA, while the
vrgs (virulence-repressed genes) are upregulated in the avirulent phase. An intermediate phase occurs at low modulator concentrations (see text). From N to
C terminus, 135 kDa-BvgS is composed of two periplasmic VFT domains, a transmembrane segment, a PAS domain, followed by a histidine-kinase (HK), a
receiver (R) and a Histidine phosphotransfer (Hpt) domains that make up a phosphorelay (represented by arrows). BvgA is composed of a receiver domain
and a helix-turn-helix DNA-binding domain (HTH). B. Structural organization of selected BvgS homologs, with the same color code as for BvgS. Note that the
domain composition varies in the family. The cellular functions regulated by these sensor-kinases are also indicated.

doi:10.1371/journal.ppat.1004700.g001
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The two VFT1s are open, while atypically the VFT2s are closed with no ligand in their
inter-lobe cavities (Fig. 3), consistent with the structure of VFT2 alone [27]. The VFT1 cavities
are each oriented toward the hinge of the VFT2 domain of the other protomer, and the cavities
of the VFT2s are each oriented toward the H19 helix of the opposite protomer (Fig. 3).

The VFT1L1s interact with each other through several hydrogen bonds between their H8s,
while the VFT2s are not directly interconnected. Both lobes of the VFT1s, VFT1L1 and
VFT1L2, contact the hinge and lobes of VFT2 of the opposite protomer (Fig. 4), forming the
largest dimeric interfaces. Other large interfaces occur between VFT1L2 and VFT2 of the same
protomer, and between VFT2L2 and the Ct domains. In particular, both the Ct loop and the
N terminus of H19 strongly interact with VFT2L2 of the opposite protomer through hydrogen

Fig 2. General organization of the BvgS periplasmic domain. A. Schematic representation of the homodimeric BvgS periplasmic portion. The protomers
A and B are shown in shades of green and blue, respectively. One protomer consists of two VFT domains and a C-terminal H19 α helix. B. Ribbon
representation of the X-ray structure of the BvgS periplasmic domain, the same color code as in (A) is used to show the different VFTs. The two-fold
symmetry axis is indicated. C. Surface representation of the periplasmic domain of BvgS. On the left, the view angle is similar to (B), while on the right, a 90°
clockwise rotation along the x-axis was applied. N and C denote the N and C termini of the two protomers.

doi:10.1371/journal.ppat.1004700.g002
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bonds and through π-stacking interactions that involve a conserved residue in the BvgS family,
Trp535 (Fig. 4).

Conformation and dynamics of the VFT domains
In the crystal structure, the VFT1 domains are open and unliganded, while conversely the
VFT2 domains are closed without ligands. We performed normal mode analyses of BvgS mo-
tions based on a Gaussian network model to identify the main global motions that are accessi-
ble to the protein based on its tridimensional structure. The first, lowest-frequency normal
modes are usually most relevant to function. For BvgS, the first two modes of motion consist of
large motions of one VFT1L1 (S2 Fig). In contrast, the VFT2s move together as a rigid body, as

Fig 3. Characterization of the VFT domains. A. Surface and cartoon representation of BvgS showing that VFT1-B is open and VFT2-A is in an apo-closed
conformation. B. Ribbon representation of the open VFT1 and closed VFT2 domains. The lobes are delimited in light green and the cavities in light red. The
opening angles for the VFTs are given. The linker (H9) joining VFT1 and VFT2 and the Ct loop that follows VFT2 have been included in the representation of
the VFT1 and VFT2 domains, respectively. N and C indicate the N and C termini of each protomer (in A) or VFT domain (in B).

doi:10.1371/journal.ppat.1004700.g003
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shown in mode #3. Mode #4 consists of motions of both VFT1L2s together with the VFT2s.
Thus, the first lobes of the VFT1s in particular can make large motions, while the VFT2 mo-
tions are more restrained and mainly coupled to each other and to those of the VFT1s. This
was confirmed by performing molecular dynamics simulations to measure the evolution of the

Fig 4. Interfaces between the VFT domains important for the kinase-on state. A. Surface representation of protomer B (in blue); the residues interacting
with protomer A are shown in orange. To help visualizing these interactions, a “ghost” protomer A is represented in transparent white on top of protomer B.
B. Illustration of the VFT1-VFT2 inter-protomer interface. A side view of BvgS is shown in surface representation, with the VFT1 of one protomer in green and
the VFT2 of the other protomer in pale blue. A zoom delimited by a dashed orange box shows specific residues that are critical for BvgS function, as shown
by mutagenesis. The side chains of Tyr81 and Glu86 of the β hairpin in VFT1L1 form hydrogen bonds with Phe386 and Arg388 at one extremity of the VFT2
hinge, and with residues of the α helix H17. Glu200 belongs to VFT1L2, and its side chain makes hydrogen bonds with Asn393 and Gly394 at the other extremity
of the VFT2 hinge. C. Illustration of the VFT2-Ct domain inter-protomer interface. In the upper panel, BvgS is shown in surface representation, with protomer
A in green and protomer B in blue. A zoom shows specific residues involved in critical interactions for BvgS kinase activity. Thus, Trp535 from H19 stacks in a
hydrophobic and aromatic pocket mainly lined with VFT2L2 residues of the other protomer, and Arg472 and Tyr473 from helix H16 in VFT2L2 interact with
Ser528 and Asp531 in the Ct loop of the other protomer. Hydrogen-bond distances are reported in angstroms.

doi:10.1371/journal.ppat.1004700.g004
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opening angles of the VFTs over time. In the first parts of the simulations, the VFT1s make
clamshell motions, while motions of the VFT2s are limited around their closed conformations
(S2 Fig). As the simulations progress the VFT1 mobility is reduced, which suggests that sus-
tained VFT motions may require the feedback from the transmembrane and cytoplasmic por-
tions of BvgS absent from our model. These in silico analyses thus indicate that the X-ray
structure reflects bona fide differences between the VFT1 and VFT2 domains in terms of con-
formation and dynamics.

We then asked whether VFT1 closing—as might happen upon binding of a ligand—would
affect BvgS activity. We locked the VFT1 domains in closed conformations by generating a di-
sulfide (S-S) bonds across their cavity [33,34]. Two residues located on the edges of the lobes
were replaced by Cys to obtain BvgSE113C+N177C (S3 Fig). The corresponding point mutations
were inserted into the chromosomal bvg locus by allelic exchange, and we verified the produc-
tion of the protein and the formation of the S-S bond by immunoblotting (S4 Fig). The in vivo
effect of the substitution on BvgS function was then measured by using a reporter system with
the lacZ gene under the control of the Bvg-regulated ptx promoter [35]. In vivo formation of
the S-S bond in VFT1 abrogates the kinase activity of BvgS (Fig. 5). This phenotype is reverted
by the addition of a reducing agent, TCEP, to the growth medium (S5 Fig), which confirms
that the S-S bond forms in vivo and shows that the loss of function is related to its presence and
not to the Cys substitutions.

The VFT2s remain closed even when isolated [27]. Nevertheless, to maintain them closed in
vivo we also generated an S-S bond between their lobes using a similar method as above, yield-
ing BvgST355C+D442C. We checked that the S-S bond was formed (S4 Fig; see also below). In
contrast to VFT1, closing VFT2 was found to have no effect on the BvgS kinase activity as de-
termined with the ptx-lacZ reporter (Figs. 5 and S5). Altogether thus, closing of the VFT1 do-
mains and/or restraining their mobility abrogate BvgS kinase activity. In contrast, closed VFT2
domains correspond to the kinase-on state of BvgS. The different conformations and dynamics
of the two VFT domains thus contribute to BvgS function.

Importance of periplasmic domain integrity for BvgS kinase activity
B. pertussis is in the virulent, Bvg+ phase by default at 37°C. To determine the role of the peri-
plasmic domain of BvgS in maintaining this kinase-on state, we loosened the connections be-
tween the periplasmic and cytoplasmic moieties of BvgS by replacing Trp535 with Ala. This
residue is located in the C-terminal helix H19 and it contributes to connecting each H19 to the
VFT2L2 of the opposite protomer (Fig. 4C). After allelic exchange, the effect of the substitution
on BvgS function was measured by using the ptx-lacZ reporter system. The BvgSW535A variant
has no kinase activity (Fig. 5). The presence of BvgSW535A in B. pertussismembranes was veri-
fied, showing that the substitution does not affect the structure of the protein in such a way as
to prevent its integration in the membrane or to cause its proteolytic degradation in vivo
(S4 Fig). Thus, the kinase-on state of BvgS depends on tight connections between the periplas-
mic domains and the transmembrane H19 helices.

To confirm that the periplasmic portion imposes a specific conformation on the cyto-
plasmic moiety, we introduced other substitutions in the inter-protomer interfaces between the
VFT2s and the Ct domains, by targeting residues whose side chains connect the VFT2L2s and
the Ct loops that precede the H19s (Fig. 4C). Thus, Arg472 and Tyr473 located in helix H16 of
VFT2L2 form hydrogen bonds with residues of the Ct loop of the other protomer. Their simul-
taneous replacement by Ala abolishes BvgS kinase activity, while the single-substitution vari-
ants BvgSR472A and BvgSY473A are partially active (Figs. 5 and S5). This indicates that the inter-
protomer interface between H16 in VFT2 and the Ct loop is critical and that it is maintained
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Fig 5. In vivo effects of the substitutions in BvgS. A lacZ reporter gene under the control of the Bvg-regulated ptx promoter was used for determination of
BvgS kinase activity in standard or modulated culture conditions. Blue and pink bars indicate kinase activity levels of bacteria producing the indicated BvgS
variants and grown without or with 8 mM nicotinate, respectively, with the standard errors of the mean calculated from three distinct experiments. The middle
column indicates the interfaces in which the targeted interactions are located, with inter- and intra-protomer interfaces designated ‘inter’ and ‘intra’,
respectively. Nd, no β-gal activity detected; a, wild type activity and/or modulation recovered when cells were grown in the presence of TCEP; b, BvgS
variants only responsive to high nicotinate concentrations (20 mM). The full set of data is shown in S5 Fig.

doi:10.1371/journal.ppat.1004700.g005
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by partly redundant interactions. In contrast, substitutions at the tip of a β hairpin in VFT2L1
whose residues interact with the other face of the Ct loop do not affect BvgS function, as shown
with BvgSR324G/T325G/D326G/E327G. The effect of disrupting of specific interactions between the
VFT2L2s and the Ct loops preceding the H19s is consistent with the effect of the W535A substi-
tution, showing that the kinase-on state depends on VFT2-Ct domain inter-
protomer connections.

To identify additional architectural features of the periplasmic dimer critical to maintain
BvgS in its kinase-on state, we disrupted specific interactions in other intra-dimer interfaces of
BvgS by site-directed mutagenesis. We targeted residues in the large interfaces between the
VFT1s and the VFT2s of the opposite protomers (Fig. 4B). The side chains of Tyr81 and Glu86
in a β hairpin of VFT1L1 and that of Glu200 in helix H5 of VFT1L2 form hydrogen bonds with
residues at the N- and C-terminal sides of the first hinge strand of VFT2, respectively. Two
BvgS variants, BvgSY81A+E86A and BvgSE200A were generated and analyzed as above (Figs. 5, S4
and S5). Neither of them is functional, demonstrating that connections between the two lobes
of VFT1 and the hinge of VFT2 of the opposite protomer are essential to maintain the kinase-
on state of BvgS. In contrast, the replacement of Gln463 by Ala in the same large inter-protomer
VFT1-VFT2 interface does not affect activity (Figs. 5 and S5). Gln463 is part of VFT2 but not lo-
cated in the hinge, unlike the residues of VFT2 in contact with Tyr81, Glu86 and Glu200. The
loss of kinase activity of the BvgSY81A+E86A and BvgSE200A variants might result from the loss of
constraints applied by the VFT1 lobes on the VFT2 hinge.

In contrast, disruption of specific interactions in other dimeric interfaces (S3 Fig), including
the H8-mediated VFT1-VFT1 inter-protomer interface, the VFT1-VFT2 intra-protomer
interfaces, the VFT2-Ct domains intra-protomer interfaces or the VFT1-Ct domains inter-
protomer interfaces, does not markedly affect Bvg kinase activity (Figs. 5 and S5).

Altogether, thus, we have identified interactions in the inter-protomer interfaces between
VFT1 and the VFT2 hinge and between VFT2L2 and the Ct domain that are necessary to main-
tain BvgS in its kinase-on state. In particular, the substitutions A472A+Y473A and W535A sup-
port the idea that the periplasmic domain exerts a strain on the transmembrane domains,
causing the cytoplasmic moiety to adopt a specific conformation corresponding to the kinase-
on state. The VFT1s contribute to the strain via the close contacts of their two lobes with the
hinges of the tight VFT2 domains. Loosening the periplasmic portion or its connections with
the transmembrane helices releases the strain, and therefore the cytoplasmic moiety switches
to a distinct, kinase-off state.

Modulation by nicotinate requires multiple intra-dimer interactions
Negative modulators turn BvgS to the kinase-off state at millimolar concentrations in laborato-
ry conditions, and they possibly mimic in vivo ligands that might decrease or turn off virulence
genes expression at specific stages of the infection. The sites of interaction of these negative
modulators are mostly unknown. We have shown that nicotinate binds to isolated VFT2, even
though additional sites cannot be ruled out in the dimer [29], and therefore we used nicotinate
to determine how the periplasmic moiety contributes to the response of BvgS to negative mod-
ulation. The ability of the BvgS variants described above to respond to nicotinate was
thus assessed.

The BvgST355C+D442C variant with a S-S bond across the VFT2 cavity variant is unresponsive
to nicotinate but reverts to the wild type (wt) modulation phenotype when the growth medium
is supplemented with TCEP (Figs. 5 and S5). This confirms the in vivo formation of the S-S
bond and also shows that it, rather than the Cys substitutions, hampers the response to
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nicotinate. The S-S bond might prevent nicotinate from binding or hamper a conformational
changes involved in the response to the negative modulator.

A number of other substitutions similarly abrogate the effect of nicotinate (Figs. 5 and S5).
Interestingly, both inter-protomer and intra-protomer interactions are required for
BvgS response to negative modulation. These interactions map to the VFT1L1-VFT1L1,
VFT1L2-VFT2L1, and VFT1L2-VFT2L2 inter-protomer interfaces and to the VFT1L2-VFT2L1
and VFT2L2-Ct domain intra-protomer interfaces (Figs. 5 and S3). Altogether, a large set of
both inter- and intra-protomer interactions is required for the response of BvgS to nicotinate.
The fact that the response to negative modulation strongly depends on the integrity of the peri-
plasmic moiety indicates that the transition from the kinase-on state to the kinase-off state im-
plies a concerted conformational change.

Function of BvgS heterodimers
The importance of the structural integrity of the periplasmic domain for the kinase-on state
and for the transition to the kinase-off state was further probed by generating in vivo BvgS het-
erodimers that harbor one wt periplasmic domain and another one with a substitution. A mer-
odiploid containing two inactive but complementary bvgS copies, one with a substitution of the
phosphorylable Asp of the receiver domain (D1023N) and the other with a substitution of the
phosphorylable His of the Hpt domain (H1172Q), will form inactive homodimers and active
heterodimers (Fig. 6) [36,37]. Indeed, only heterodimers will be able to restore the phsophory-
lation cascade of BvgS. We set up this merodiploid expression system in B. pertussis. As shown
in Fig. 6, the homodimers formed by BvgSD1023N or by BvgSH1172Q are inactive using the ptx re-
porter, but the heterodimer BvgSD1023N/H1172Q is functional, displaying kinase activity in the
default state and responding to nicotinate like wt BvgS.

We disrupted critical contacts in one side of the dimer by combining the W535A variant
with the wt periplasmic protomer. The kinase activity of BvgS was measured using the ptx-lacZ
system as above. The resulting BvgS homodimer is not functional, similar to the homo-dimeric
BvgSW535A variant (Fig. 6). Another variant that harbors the Y81A+E86A substitutions in the
inter-protomer VFT1-VFT2 interface was similarly combined with the wt periplasmic moiety.
The heterodimer is also not functional, a phenotype similar to that of the BvgSY81A+E86A homo-
dimer (Fig. 6). Both results support the model that the periplasmic architecture and more
specifically the crucial inter-protomer interfaces identified above impose a kinase-on confor-
mation onto the cytoplasmic moiety via the H19 helices. Releasing the strain in one half of the
dimer is sufficient to lose the kinase-on conformation.

We also combined the wt periplasmic moiety with that harboring a S-S bond across the
VFT1 cavity. The resulting BvgS heterodimer has no kinase activity (Fig. 6). Thus, both proto-
mers must have the proper conformation and dynamics for BvgS function.

We finally used the heterodimer strategy to test the effect of a substitution that makes BvgS
unresponsive to nicotinate. We thus combined a protomer harboring a wt periplasmic domain
with that harboring the N231A substitution. Asn231 from VFT1L2 makes interactions with the
Ct loop of the other protomer (S3 Fig), and the BvgSN231A homodimer does not respond
to nicotinate (Figs. 5 and S5). The recombinant strain expressing the heterodimer has
β-galactosidase activity and interestingly, its sensitivity to nicotinate is partially restored. Thus,
the heterodimer responds to 20 mM nicotinate, although it is not fully modulated (Fig. 6). This
intermediary phenotype indicates that the transition to the kinase-off state requires higher
modulator concentrations when the integrity of the periplasmic domain is
slightly compromised.
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Discussion
Although the BvgAS system was identified more than 25 years ago [38], the mode of regulation
of Bordetella virulence has remained a puzzle. With its kinase-on state by default and its extra-
cytoplasmic domain different from those of classical ‘PDC’ (for PhoB/ DcuS/CitA) TCS
sensor-kinases, BvgS was initially considered an oddity. However, the realization that many
bacterial sensor-kinases harbor similar sensor domains and the first clues about its structure
and mode of action have made BvgS a model for the family [23,24,27]. Importantly, some of
the BvgS homologs are found in major pathogens, including other Bordetella species as well as
P. aeruginosa, E. coli, V. cholerae, Y. enterocolitica and B. burgdorferi, in which they control
programs such as biofilm formation, efflux pump expression, type III secretion, or nutritional
adaptation [28–32]. The BvgS structure establishes the foundations to decipher the molecular
mode of action of this poorly characterized family of VFT-containing sensor-kinases, and it
may pave the way to develop new, highly specific, anti-infective therapeutic strategies [39].

Fig 6. BvgS heterodimers. A. Schematic representation of the BvgS heterodimers. The dimerisation/Histidine phosphotransfer domain (DHp) and the
catalytic ATP-binding domain (CA) of the kinase are represented separately to show the phosphorylation cascade (arrows). B. Kinase activity levels as
determined using the ptx-lacZ reporter for B. pertussis harboring the indicated BvgS variants and grown in standard or modulation conditions. The first panel
shows the activities of the various strains. The first two express inactive homodimers, and the last four express heterodimers in which one protomer harbors a
wt periplasmic portion combined with the D1023N substitution and the other protomer harbors the indicated periplasmic substitution(s) combined with the
H1172Q substitution. The last three panels show the β-gal activities of the strains expressing the indicated heterodimers, with the standard errors of the mean
calculated from three distinct experiments. Nicotinate (nic) and TCEP were added at the indicated concentrations (in mM). nd, no activity detected.

doi:10.1371/journal.ppat.1004700.g006
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Our functional analyses based on the BvgS structure support the following model. Specific
inter-protomer interactions are necessary to maintain the kinase-on state. The tight architec-
ture of the periplasmic moiety together with the differential dynamics of the VFTs imposes a
strain onto the transmembrane H19 helices. In response, the cytoplasmic moiety, beginning
with the PAS domain, adopts specific conformation and dynamics that support the kinase and
phosphotransfer activities of BvgS. The bacteria are thus in the virulent, Bvg+ phase, and they
can establish an infection. Switching BvgS to the kinase-off state involves a conformational
change of the periplasmic moiety, which modifies the conformation, and possibly the dynam-
ics, of the downstream cytoplasmic PAS and kinase domains. The roles of the avirulent or in-
termediate phases of B. pertussis are unclear, and in vivo stimuli that may trigger the shift to
phosphatase or lower kinase states of activity remain to be identified. However, this work
shows that the shift to the kinase-off state can easily be hampered by point mutations at various
periplasmic sites. That the ability to reversibly perform the shift that regulates BvgS activity has
been conserved through evolution supports the importance of the avirulent or intermediate
phases in the lifestyle of B. pertussis. It also strongly argues that the VFT domains perceive neg-
ative in vivo signals, which explains the good conservation of their cavities in Bordetella [35].

As shown in this work, one can artificially turn BvgS to the kinase-off state by disrupting
specific inter-protomer interactions between the VFT2 domains and the H19 helices. The re-
lease of constraints on these helices causes the cytoplasmic portion to adopt an alternative con-
formation in which BvgS functions as a phosphatase. We have shown that other events
putatively relevant to BvgS function, i.e. the closing of VFT1 domains, which might mimic the
binding of a ligand, or the binding of nicotinate to VFT2 [27], also turn BvgS to the kinase-off
state. Both most likely cause conformational—and/or dynamic- changes to the periplasmic do-
main, with repercussions below the membrane. A number of BvgS variants with looser connec-
tions between the VFT domains are blocked in the kinase-on state and cannot respond to
nicotinate, which shows that the shift to the kinase-off state implies a concerted conformational
change. Modulation therefore facilitates the transition by shifting the equilibrium from the
kinase-on to the kinase-off conformations. It is likely that these two stable states will also differ
in their dynamics, and we have indeed obtained preliminary indications that VFT1 dynamics
is modified in the modulated state. Similarly, VFT1 dynamics probably contributes to the tran-
sition, in line with the emerging paradigm that the dynamics of signaling proteins relates to
their function [40].

In the default situation—i.e., at 37°C and without modulators-, the equilibrium is strongly
shifted towards the kinase-on state of BvgS, which is therefore fully populated, while conversely
the equilibrium is strongly shifted towards the kinase-off state in the presence of high modula-
tor concentrations. This two-state model is compatible with intermediate levels of activity of
the BvgAS system, such as those obtained at intermediate modulator concentrations [15], in
which kinase-on and-off BvgS proteins may co-exist in equilibrium. It is also most likely the
case for the BvgSwt/N231A heterodimer, in which the lack of a critical interaction on one side of
the dimer hampers the transition, and therefore only a proportion of the BvgS molecules shift
to the kinase-off state at high modulator concentrations. The transition between the two con-
formations will likely imply relative rotation, translation or shearing movements of the helices
that join the periplasmic and cytoplasmic domains, similar to what has been proposed in other
signaling proteins [41–44].

With its clamshell motions, VFT1 behaves like a typical VFT domain. As stated above, the
conservation of the VFT1 cavity residues in Bordetella [35] suggests that it binds specific ligand
(s) in vivo, and if so our results show that ligand binding to VFT1 will likely cause BvgS to shift
to the kinase-off state. In contrast, the VFT2s remain closed in the kinase-on state with no
bona fide ligand in their cavity. Whether nicotinate binding to VFT2 opens the cavity or causes
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another type of deformation remains unknown, but the thermal stabilization of VFT2 upon
nicotinate binding argues against the former possibility [27]. The crystal structure of the single
VFT domain of a BvgS homolog, the HK29 histidine-kinase of Geobacter sulfurreducens inter-
estingly shows that this VFT is also closed unliganded [45]. Its hinge is composed of two β
strands, like that of VFT2 in BvgS, leading those authors to propose that it might not be able to
open. Sequence analyses of BvgS homologs indicate that the regions forming the hinge of the
membrane-proximal VFT domain contain fewer Gly and more Pro residues than those of clas-
sical VFT domains. Therefore, we speculate that in the BvgS family the membrane-proximal
VFT domain should be closed and tight for the regulation of sensor-kinase activity. BvgS also
responds to various organic and inorganic ions [46]. The binding of these modulating mole-
cules might not necessarily involve the cavity but possibly also interfaces, as in some other
VFT-containing receptors [47,48].

The periplasmic moiety of BvgS adopts a highly compact dimeric structure. The helical and
strongly intertwined architecture of BvgS may explain how some of its homologs could be
functional with three, four or even five predicted VFT domains in tandem [24]. The multiple
VFT domains of these sensor-kinases potentially enable the perception of several chemical sig-
nals that must be integrated to determine the appropriate response. A compact structure like
that of BvgS appears to be better suited for inter-domain communication than more linear ar-
rangements such as those found in the VFT-based iGlu receptors of higher eukaryotes, which
might dissipate information coming from the most distal VFT domains [49,50] (S6 Fig). This
study of BvgS will undoubtedly serve as a basis to elucidate the function of the other family
members. Not all BvgS homologs are in a kinase-on state by default [51], but our mechanistic
model can perfectly accommodate sensor-kinases that are regulated in the opposite manner.

Materials and Methods

Crystallization of BvgS, data collection and processing
The bvgS sequence was amplified by PCR and introduced into pGEV2 [52]. The resulting plas-
mid encodes the periplasmic portion of BvgS (A29-L544) with N-terminal GB1 and C-terminal
His tags. The recombinant protein was purified on a Ni2+-Sepharose affinity column (GE Life
Sciences) and eluted in 10 mM Tris—HCl (pH 8.8), 500 mMNaCl, 200 mM at 4°C. BvgS was
concentrated by ultrafiltration to 20 mg/mL. The initial crystallization screening was carried
out using the sitting-drop, vapor-diffusion technique in 96-wells microplates with a Cybi-
Workstation (Cybio) and commercial crystallization kits (Nextal-Qiagen and JBSscreen). Ex-
tremely fragile crystals were obtained at 19°C by manual refinement in 100 mM sodium acetate
(pH 4.6), 1.6 M NaCl, in 5 to 7 days. All manual crystallization attempts were carried out using
the hanging-drop, vapor-diffusion technique in 24-well plates. The crystals were soaked in a
stepwise fashion to a final concentration of 20% glycerol in the crystallization buffer.

A preliminary diffraction screening was performed on 80 crystals. On the best crystal, dif-
fracting at 3.10 Å, a single diffraction dataset (160 images with an oscillating range of 1°) was
collected at an X-ray wavelength of 1.5418 Å and a temperature of 100 K using an in-house
Mardtb goniostat and a Mar345 image plate detector. Diffraction images were indexed and
scaled using the XDS program package [53]. The crystal belongs to the space group P212121,
with cell parameters a = 72 Å, b = 286 Å and c = 128 Å. According to the calculated Matthews
coefficient of 2.52 Å3 Da-1, a solvent content of 51.3% was estimated.

Structure determination and refinement
The crystal structure containing four monomers in the asymmetric unit was determined by
molecular replacement using MOLREP [54] and the crystallographic structure of the isolated
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VFT2 domain (PDB code: 3MPK) as a search model. Eight copies of the model were located,
four occupying the actual positions of VFT2 domains and the other four those of VFT1 do-
mains, whose sequence identity to VFT2 is 24%. The former four copies were positioned using
the conventional Patterson search. The latter four copies were found using an iterative proce-
dure alternating refinement of a partial structure with REFMAC [55] and molecular-
replacement search in the electron density maps [56]. Subsequent model rebuilding and
refinement of the 3.10 Å structure were conducted iteratively using Coot [57] and phenix.refine
[58], with the use of local non-crystallographic symmetry restraints. Torsion angles of the
structure were optimized by using the Godzilla web server (http://godzilla.uchicago.edu/) [59].
The structure was refined to final Rwork of 18.1% and Rfree of 24.4%. The two BvgS homo-
dimers (AB and CD) found in the asymmetric unit can be superimposed with a Cα rmsd of
1.234 Å. A Ramachandran analysis performed with the program Phenix indicated that 94.4%
of residues are in preferred conformations and 1.4% in disallowed conformations. The GB1 do-
mains are not seen in the electron density. Analysis of crystal packing revealed an empty space
close to the N-terminal segment of each polypeptide chain, indicating that they might be un-
seen because of crystallographic disorder.

Structure analyses
The 1026-residue AB dimer was used for all analyses. The opening angles for VFT1 and VFT2
were measured using three residues structurally equivalent between the two VFTs, one on the
lip of each lobe and one in the hinge. They are Tyr70, Gly244 and Ser199 for VFT1 and Leu314,
Glu490 and Pro444 for VFT2. The inter-domain interfaces were defined using the PISA server
(http://www.ebi.ac.uk/pdbe/prot_int/pistart.html) [60], and http://capture.caltech.edu/ was
used to identify cation-π interactions. A model for the closed VFT1 domain was made with
Modeller [61] based on its closest homologous structure (PDB code: 1WDN), and residues to
be replaced by cysteines were chosen by using http://cptweb.cpt.wayne.edu/DbD/ [62].

Molecular modeling
The methods used for the normal mode analysis and the molecular dynamics simulations with
their associated references are described in S1 Protocol. For the analyses of the MD simula-
tions, the opening angles of the VFT domains were calculated based on the geometric centers
of the C-α atoms of each lobe and the hinge using a slightly extended definition of the hinge
region, encompassing residues 146–151 and 241–246 for that of VFT1, and 390–395 and
486–491 for that of VFT2, to make them less susceptible to noise.

Measurement of BvgS activity
Point mutations were introduced into the chromosome of B. pertussis BPSM by allelic ex-
change [35]. The BvgS sequence corresponds to that of TohamaI except for a Glu residue at po-
sition 705, as in most B. pertussis strains [35]. A ptx-lacZ transcriptional fusion was generated
in each recombinant strain [63]. The strains were grown in modified Stainer-Scholte medium
[64] non-supplemented or containing 1 to 8 mM of nicotinate. Tris(2-carboxyethyl)phosphine
(TCEP, SIGMA) was added to 3–10 mM where indicated. TCEP did not affect the activity or
the response to nicotinate of wild type BvgS. The bacteria were grown to mid-exponential
phase, harvested by centrifugation, resuspended to an OD600 of 5 and broken by using a
Hybaid Ribolyser apparatus for 30 s at speed 6 in tubes containing 0.1 mm silica spheres.
β-galactosidase activities were measured and calculated as described [63]. Each experiment was
performed with 3 different clones at different times. The bars represent the standard errors
of the mean.
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Detection of inactive BvgS variants
The inactive proteins were detected by immunoblotting of B. pertussismembrane extracts
using anti-BvgS polyclonal antibodies [23] to verify that the substitution(s) generated no major
structural defect that might cause BvgS to misfold and to be degraded intracellularly.
BPSMΔbvgA and BPMSΔbvgS were described previously [23,35].

Construction of heterodimers
To construct a bvgAS locus deletion strain from BPSM, a Tohama I streptomycin- resistant de-
rivative, sequences on either side of the locus (i.e., the 5’ end of the fhaB gene and the 3’ end of
the bvgR gene) were amplified by PCR using the pairs of oligonucleotides iEco-up and Xma-lo,
and Xho-up and HindIII-lo (S2 Table). All the amplicons were first introduced into pCRII-
TOPO (Invitrogen) and sequenced. The amplicons were introduced as EcoRI-XhoI and XhoI-
HindIII fragments into pUC19 by performing a triple ligation, yielding pUC19newΔbvgAS. The
EcoRI-HindIII insert was then introduced as in [35] into pSORTP1, a mobilizable plasmid for
allelic replacement, resulting in BPSMnewΔ.

The bvgAS locus was then constructed as a mosaic gene for allelic replacement in BPSMnewΔ.
We replaced the EcoRI-SpeI part of pUC19mos [35] using a triple ligation with the EcoRI-XmaI
fragment obtained as above and a XmaI-SpeI fragment generated using the primers XmaI-up
and SpeI-lo. In the latter amplicon, a natural EcoRI site was eliminated by site-directed muta-
genesis with a synonymous mutation. The XbaI-HindIII part of pUC19mos was replaced by 3
fragments: a XbaI-NcoI PCR fragment generated using the primers XbaI-up and NcoI-lo, a
NcoI-XhoI PCR fragment generated using the primers NcoI-up and XhoI-lo, and the XhoI-
HindIII fragment described above. The latter fragment contains a natural NcoI site, which was
eliminated as above. The final plasmid was called pUC19mint. The 5.5-kb EcoRI-HindIII insert
of pUC19mint was transferred into pSORTP1 for allelic exchange.

A plasmidic construction of the bvgAS locus was also created starting from pUC19mint and
replacing the EcoRI-SpeI fragment by that generated using the primers pEcoRI-up and SpeI-lo.
The natural EcoRI site of this latter fragment was eliminated as above. Finally, the NcoI-
HindIII fragment of pUC19mint was replaced by another fragment generated using the primers
NcoI-up and pHindIII-lo, yielding pUC19mpla. The 4.7-kb EcoRI-HindIII insert was trans-
ferred into pBBR1-MCS4 [65], a low-copy, mobilizable and replicative plasmid.

The residues Asp1023 and His1172 were replaced by Asn and Gln, respectively, using site-
directed mutagenesis (QuikchangeXL, Agilent). The first mutation was inserted in pUC19mint

and then in pSORTP1 for allelic replacement in BPSMnewΔ. The second mutation was inserted
in pUC19mpla and then in pBBR1-MCS4, yielding pBBRmpla to be introduced in Bordetella as
an episome.

Successive conjugations were then performed to generate the merodiploids. The first one in-
troduced pSORTP1 containing the bvgAS locus with the D1023N substitution into BPSMnewΔ,
yielding an avirulent strain. Then, pFUS-S1 was integrated to generate the ptx-lacZ transcrip-
tional fusion [63], and the resulting strain was finally transformed with pBBRmpla containing
bvgAS with the H1172Q substitution. The mutations of the periplasmic domain were introduced
via restriction fragment exchange in pUC19mpla and then in pBBRmpla.

Accession numbers
Atomic coordinates and structure factors for the BvgS periplasmic moiety have been deposited
in the Protein Data Bank under the accession number 4Q0C.
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Supporting Information
S1 Table. Crystallographic parameters.
(DOCX)

S2 Table. Oligonucleotides used for the construction of the BvgS heterodimers.
(DOCX)

S1 Fig. Sequence of the BvgS periplasmic domain and definition of its secondary structure
elements. The α helices (H) and β strands (S) are numbered and colored orange and green, re-
spectively. The lobes and hinges between the two lobes of each VFT domain and the Ct loop
are also indicated.
(DOCX)

S2 Fig. Dynamics of BvgS. A. Amplitude profiles for the first four normal modes of motion
based on a Gaussian network model. Fluctuations of the A and B protomers are indicated by
black and red curves, respectively. Note that a single mode describes fluctuation probabilities
for the dimer. Black and blue horizontal lines delineate VFT1 and VFT2, respectively, with
thick lines indicating their lobes 2. B. Distributions of the VFT internal angles over three mo-
lecular dynamics simulations. The opening angles of the VFT domains were calculated based
on the geometric centers of the Cα atoms of the two lobes and the hinge region, and data were
collected every 100 ps. Blue and black curves refer to the VFT2 and VFT1 angles, respectively.
The vertical red lines indicate the initial values of the opening angles of the four VFT domains
(lower than 110°: VFT2s; higher than 120°: VFT1s). The inset shows a running average of the
angles (1-ns window) over the simulations called WT0, WT1 and WT2. The horizontal stip-
pled red lines show the initial opening angles of the four VFT domains.
(DOCX)

S3 Fig. Substitutions introduced in BvgS. A. Ribbon representation of the engineered VFT1
and VFT2 Cys variants. The mutated residues are circled in green. The open structure of VFT1
is shown, although the selection of the residues for S-S bond formation was performed using a
closed model based on the closest homolog (see Methods). B. Position of the substitutions that
make BvgS unresponsive to modulation. One protomer is shown in surface representation,
while the other is outlined and colored gray. The pink balls represent the modified residues. A
zoom delimited by a dashed orange box shows specific residues whose replacement affects the
responsiveness of BvgS to nicotinate but not its kinase activity. Residues Ser271 to Ser275 are in
the α helix H8 that forms the VFT1L1-VFT1L1 interface. Residues Arg160, Phe230, Arg234, Ser287
are in the intra-protomer VFT1-VFT2 interface, and Arg526 is in the intra-protomer VFT2-Ct
interface. Residues Gln463 and Asn231 are part of the inter-protomer VFT1-VFT2 and VFT1-Ct
interfaces, respectively.
(DOCX)

S4 Fig. Detection of specific BvgS variants in membrane extracts of B. pertussis by immu-
noblotting. ΔS and ΔA represent strains with deletions of bvgS and bvgA, respectively. In the
right panel in A, the BvgSE113C+E177C band was most likely too faint and fuzzy for detection
under non-reducing conditions, but the left panel confirms that the protein is produced and
membrane-localized as expected. The amounts of BvgS are generally lower in avirulent strains
because the bvgAS operon is positively auto-regulated. The asterisk in the right panel denotes
that the oxidized BvgST355C+D442C variant migrates slightly faster than the wild type control.
Note that in vivo S-S bond formation was confirmed by the observation that the recombinant
strain producing the BvgST355C+D442C variant does not respond to nicotinate modulation, un-
less the S-S bond is reduced (see S5 Fig). The other non-functional BvgS variants are presented
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in B, showing that they are all produced and localized in the membrane.
(DOCX)

S5 Fig. β-galactosidase activities of recombinant B. pertussis harboring BvgS variants. The
histograms show the β-gal activity levels from the Bvg-regulated ptx-lacZ fusion in the respec-
tive strains grown in different conditions. Nic indicates the addition of nicotinate to the growth
medium at the given concentrations (in mM). TCEP was added to 10 mM to the growth medi-
um where indicated. WT corresponds to the TohamaI strain with the K705E substitution in
BvgS. The bars represent the standard errors of the mean that were calculated from three
different experiments.
(DOCX)

S6 Fig. BvgS represents a distinct paradigm of VFT-containing signal-transduction
proteins. Cartoon representations compare the structures of an AMPA receptor in A (pdb
code: 3KG2), an NMDA receptor in B (pdb code: 4PE5) and of the periplasmic moiety of BvgS
in C. The three proteins are shown at the same scale, with each protomer represented in one
color. The AMPA and NMDA receptors are tetrameric, with two VFT domains per protomer.
The transmembrane segments forming the ion channels are at the bottom of the structure. The
extracytoplasmic face of the membrane is represented as a dashed line. For AMPA, the linkers
between the NTD (N-terminal domain) and the ABD (agonist-binding domain) and between
the ABD and the trans-membrane domain can be seen in the pink and yellow
monomers, respectively.
(DOCX)

S1 Protocol. In silico analyses of BvgS-p dynamics and associated references.
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5. OUTLOOK
As stated before, my research activities are aimed at the development and application of advanced
molecular modeling and simulation techniques to study the process of molecular recognition, focusing
primarily on three types of fundamental interactions, namely (i) protein-protein, (ii) protein-lipid and
(iii) protein-carbohydrate interactions. The “Computational Molecular Systems Biology” team that
I’m leading works at the interface of biology and physics and employs a pragmatic and collaborative
approach, where multi-scale modeling approaches and structural biology techniques are applied to rel-
evant biological questions, typically involving several members of the team. We regularly embark upon
new projects, often in collaboration with other research teams, both internal and external to our host
institute. Some of these projects later get funded, while some do not.

The community-wide CAPRI and CASP experiments define the state-of-the-art in computational
protein docking and protein structure prediction. As it is a dynamic experiment, acting on the demands
of both the docking community as well as the experimental community providing the targets, future
developments are difficult to predict. This being said, we are actively trying to increase the weight of
targets involving peptides, nucleic acids and carbohydrates, proof of which are the prediction rounds of
autumn 2017, featuring no less than 8 protein-carbohydrate complexes.

Carbohydrate-processing enzymes are also the target of the ANR-funded HICARE project(a), the
aim of which is to develop multivalent inhibitor molecules that simultaneously interact with several do-
mains of these enzymes. The project combines organic synthesis, protein expression, molecular and
mathematical modeling, and biophysical interaction characterization.

While glycosylation adds significant diversity to the proteome, there is no molecular template that
encodes the glycome; suitable glycosylation is rather achieved through temporal and compartmental
separation. In collaboration with research teams in Lille(b) and Oulu, Finland(c), we investigate the role
of macromolecular complex formation, where enzymatic activity requires the formation of homomeric
complexes and heteromeric complexes involving several successively acting glycosyltransferases.

Glycosylation is initiated by O-GlcNAc transferase (OGT), which transfers a N-acetylglucosamine to
a serine or threonine residue. In collaboration with the university of Rouen(d), we obtained funding for a
two-year MSc bioinformatics apprentice to develop a motif search engine for O-glycosylation, using both
sequence and structure data. OGT also interacts with β-catenin, constituting a key interaction in the Wnt
signaling pathway, an evolutionary conserved pathway that regulates crucial aspects of cell proliferation
and migration. Using a combination of computational techniques and experimental validation(e), our goal
is to understand this interaction at the molecular level and identify key binding hot spots.

In the ANR-funded MECA VENUS project(f) we investigate the signal transduction mechanism of
the Bordetella pertussis BvgS sensor-kinase, which is responsible for the expression of its virulence
genes. The BvgS two-component signaling system, considered prototypical for bacterial Venus Fly-
Trap-containing sensor-kinases, translates an extracellularly perceived signal across the lipid bilayer
membrane into a cytoplasmic autophosphorylation and subsequent regulatory response.

Bacteria adhere themselves to host cells using lectin domains, located at the tip of their fimbriae.
These domains target host (glyco)-receptors by mimicking inter-cellular binding mechanisms. The
EU-funded FimH-Mech project(g) investigates the shear-force-dependent binding mechanism of FimH
through modeling of the interaction with membrane-bound target receptors.

Lectin domains, though having lost their carbohydrate-binding function, can also be found in some of
the complexes responsible for the self-incompatibility response in flowering plants. We investigate the
binding mode of these membrane-bound receptor-ligand complexes, investigating in detail their binding
specifity and mode of signal transduction(h).

There is a clear relation between some of the projects and from their short description it is also
obvious that they address one or several of the fundamental protein-protein, protein-lipid and protein-
carbohydrate interactions mentioned at the beginning of this section.

It should however be mentioned that we are always open to new and interesting research projects and
the projects mentioned above constitute an incomplete list of our current research activities. All projects
typically involve several members of the team, and also target several of our on page 6 mentioned
research axes: (i) computational modeling and dynamics of biomolecular systems, (ii) structural biology
of protein-carbohydrate interactions, (iii) protein interaction and regulatory networks and (iv) statistical
physics of biomolecular interactions.
(a) Coordinated by S. Gouin, Nantes (b) A. Harduin (c) T. Glumoff & S. Kellokumpu (d) M. Bardor (e) Collaboration with T.
Lefebvre (f) Coordinated by F. Jacob-Dubuisson, Lille (g) E.-M. Krammer (h) Collaboration with V. Castric, Lille
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