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Une Méthodologie Multi-Critères Pour l’Évaluation de Performance
Appliquée aux Architectures de Réseaux d’Interconnexion Multi-Étages

Dans cette thèse, nous nous intéressons à l’évaluation de performances des
réseaux d’interconnexion multi-étages. Le travail présenté couvre deux aspects
essentiels : la définition d’une méthodologie multi-critères pour l’évaluation
et la comparaison de réseaux d’interconnexion. Cette méthodologie est basée
sur la définition d’une fonction de distance dans un espace multidimension-
nelle, où chaque dimension représente un facteur de performance. La fonc-
tion peut être utilisée dans un contexte d’optimisation Pareto ou dans le con-
texte d’une classification. Le deuxième aspect concerne la proposition d’une
nouvelle famille de réseaux d’interconnexion multi-étages baptisée les réseaux
d’interconnexion Delta surdimensionnés. Cette famille de réseaux fournit des
performances meilleures que celles des réseaux Delta au prix d’une complexité
plus élevée. La méthodologie est utilisée pour comparer les performances de
deux familles en prenant en compte cette complexité plus élevée.

A Multi-Criteria Methodology for the Performance Evaluation of Multistage
Interconnection Network Architectures

In this thesis, we are interested in the performance evaluation of multistage
interconnection networks. The presented work covers two essential aspects: the
definition of a multi-criteria methodology for the evaluation and comparison of
interconnection networks. This methodology is based on the definition of a dis-
tance function in a multidimensional space, where each dimension represents a
performance metric. The function can be used in a Pareto optimisation context or
in the context of a classification. The second aspect is the proposition of a novel
family of multistage interconnection network called over-sized Delta interconnec-
tion networks. This family of networks provides better performance than Delta
networks but has a higher complexity. The methodology is used to compare the
performance of the two families considering this complexity difference.
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Synthèse

0.1 Introduction

L’utilisation actuelle des ordinateurs ne se limite plus aux domaines scientifiques,
commerciaux et industriels, mais ils sont utilisés aussi dans le domaine des com-
munications. Le nombre croissant d’applications de traitement automatique de
données, de communications, ainsi que l’augmentation du nombre d’utilisateurs
conduisent au besoin de moyens de calcul automatique de haut niveau.

Ce niveau élevé de calcul peut être établi par plusieurs moyens logiciels et
matériels. Beaucoup de travail et de recherche scientifique sont produits sur de
nombreux domaines logiciels pour aboutir à ce niveau élevé de performances. A
titre d’exemple, on peut citer le travail sur les algorithmes d’optimisation pour
des buts spécifiques tels que les applications temps réel.

L’autre domaine susceptible d’améliorer les performances des machines paral-
lèles est celui du matériel. Dans ce cadre, les travaux de recherche sont quasiment
dominés par des multinationales tels que IBM, DELL, SUN, Intel, etc. Cependant,
cette domination n’empêche pas des laboratoires de recherche académique à con-
tinuer à travailler sur de nouvelles idées et aspects matériels.

Dans notre équipe, nous nous intéressons au parallélisme et aux architec-
tures parallèles. Le parallélisme est un des moyens utilisés pour l’amélioration
de capacités de calcul des ordinateurs. Il peut être défini de façon simple par
l’utilisation coopérative de plusieurs processeurs pour résoudre un seul prob-
lème. Cette coopération de processeurs exige un certain niveau de communica-
tion parmi les processeurs et des moyens pour la gestion de leurs accès concur-
rents à la mémoire. Beaucoup de travail est consacré pour répondre à des ques-
tions posées par ces situations. Un des domaines de cette recherche est l’étude du
système de communication dans la machine, connu par les informaticiens comme
étant le réseau d’interconnexion.

Les réseaux d’interconnexion multi-étages (RIMs) sont un exemple de ces sys-
tèmes de communication. Ils sont largement utilisés dans les ordinateurs paral-
lèles et réputés pour avoir un large débit avec un niveau de complexité accept-
able. Cette compensation entre le débit et la complexité, qui peut être exprimé
aussi comme une compensation de qualité/coût, empêche, d’une part, la défini-
tion d’un meilleur réseau pour toutes applications. D’une autre part, il n’existe
pas une définition universellement acceptée des performances d’un ordinateur

1
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parallèle puisque de nombreuses métriques de performances peuvent être con-
sidérées. Dans la littérature on peut trouver un grand nombre de propositions
de RIM, qui pour un algorithme de routage approprié peuvent avoir un com-
portement idéal pour une application et une métrique spécifique. Néanmoins,
les études d’évaluation de performances de réseaux d’interconnexion qui consid-
èrent le problème en tant qu’un problème de décision multicritères ne sont pas
nombreuses. Les quelques exemples existants sont soient informelles ou ils ne
sont pas universelles.

0.2 Le problème de l’évaluation de performances de
RIMs

L’évaluation de performances et la comparaison d’ordinateurs parallèles a été
présenté dans [62]. Le problème entier est déjà très clairement résumé dans
le chapô du papier : « L’efficacité de réseau change considérablement en fonction
d’applications et d’environnements d’opération. Cependant, même si ces variables sont
fixées, les métriques de coût et de performances doivent être choisis. Scientifiquement, la
détermination du meilleur réseau est aussi difficile que d’être certain qu’un animal est
meilleur qu’un autre. »

En informatique, comme dans beaucoup d’autres domaines scientifiques,
économiques et industriels, des décisions multi-critères sont souvent nécessaires.
Un problème de décision multi-critères a plus qu’un objectif, chacun correspon-
dant à une solution optimale différente. Ces solutions optimales individuelles
sont souvent contradictoires. Ainsi, la solution d’un tel problème n’est pas unique
mais elle serait l’une des solutions optimales [26].

La plupart des recherches établies sur l’évaluation de performances de RIMs
ne considère pas le problème en tant que problème multi-objectifs. De nom-
breuses études ont évalué le débit, la latence et d’autres métriques comme des
facteurs séparés. Deux exemples d’une évaluation multi-objectifs sont présentés
dans la suite.

Dans [20], Cheemalavague et Malek ont étudié l’effet du degré des RIMs
Banyans sur leurs performances. Le débit et la latence ont été mesurées en util-
isant une stratégie de commutation de paquets. Le rapport débit/latence a été
utilisé comme facteur d’évaluation. L’utilisation de ce rapport a été justifiée par
l’importance de deux métriques et par le fait qu’elles peuvent donner une indica-
tion du nombre moyen de « paquets qui pouvaient sortir par le réseau ».

Cette étude de Cheemalavague et Malek est limitée à l’évaluation de deux
métriques. Comme nous l’avons dit, une évaluation de performances de RIMs
nécessite l’évaluation de plus que deux facteurs, et donc cette possibilité aura
besoin d’une évaluation plus formelle que l’utilisation du simple rapport de deux
métriques.

Un autre exemple de l’approche multi-objectifs de l’évaluation de perfor-
mances de RIMs est le travail de Lakamraju et al. qui ont présenté un méthode
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pour la synthèse de réseaux d’interconnexion [57] . Le but des auteurs était de
pouvoir synthétiser des réseaux qui satisfont un certain nombre de conditions. Le
travail a été appliqué sur des réseaux aléatoires réguliers, qui étaient passés suc-
cessivement à travers des filtres qui écartaient les réseaux qui ne correspondaient
à des certains critères. A la fin de la procédure, le résultat est un groupe de bons
réseaux parmi lesquels un peut être choisi. L’importance de cette technique vient
de sa capacité à considérer un nombre quelconque de facteurs de performances.

La technique est basée sur la spécification des mesures de performances in-
téressantes et la création de réseaux aléatoires réguliers qui passent par la suite à
travers une banque de filtres. « Chaque filtre est associé à un facteur de performances
désiré. Les filtres identifient un sous-groupe de réseaux qui possèdent les caractéristiques
demandées par rapport aux mesures spécifiées. Ce sous-groupe constitue une petite liste
de réseaux parmi lesquels le concepteur peut en choisir un ».

Le filtre se compose de deux parts: une évaluation qui calcule la valeur asso-
ciée de la métrique de performance et un part qui vérifie et compare les valeurs
mesurées à un certain seuil. Les sorties d’un filtre, qui sont un sous-groupe de
l’entrée, sert comme entrée au filtre suivant. « Les filtres sont rangés séquentielle-
ment l’un après l’autre dans une priorité décroissante des mesures à évaluer ».

Cette technique de filtrage est intéressante comme une approche multi-
objectifs de l’évaluation de performances de réseaux d’interconnexion, mais
elle n’est pas facile à utiliser car elle manque de formalisation mathématique.
En outre, l’évaluation par rapport à différents seuils nécessite plusieurs phases
d’évaluation, et la comparaison ne donne pas une vue globale des réseaux com-
parés.

0.3 La contribution de cette thèse

Le travail de cette thèse a été initié comme une étude de performances d’un nou-
veau RIM. L’étude des caractéristiques de ce réseau a conduit à la proposition
d’une nouvelle classe de RIMs, baptisé les réseaux Delta sur-dimensionés. Cette
classe de réseaux contient des RIM généralement plus complexes, mais qui sem-
blent plus performants que les réseaux Delta. De ce fait, la question principale sur
laquelle cette thèse est basée peut être résumée par la justification de l’utilisation
de réseaux plus complexes pour obtenir plus de performances.

Cette étude a été confrontée par la non-existence d’une méthodologie multi-
critères pour l’évaluation de performances précédemment discutée. Par con-
séquent, nous avons essayer de trouver un moyen pour l’évaluation de per-
formances multi-critères, autrement dit, pour évaluer plusieurs métriques de
performances simultanément. Le résultat était une méthodologie d’évaluation
de performances multi-critères qui projette les métriques sur un espace multi-
dimensionnelle et qui transforme de cette manière le problème à un problème
d’évaluation d’une seule fonction de distance.
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Alleyne et Scherson ont prouvé dans [7] qu’un réseau Delta précédé par un
étage de permutation aléatoire peut simuler tous les réseaux de même taille pour
des performances équivalentes. Toutefois, certaines architectures, telles que les
systèmes SoC qui utilisent de réseaux sur puce, pour lesquels un tel étage ne peut
pas être ajouté avec un coût raisonnable, sont des applications potentielles de la
méthodologie proposée.

0.3.1 La méthodologie multi-critères d’évaluation et de compara-
ison de réseaux d’interconnexion

Dans cette thèse, le problème de l’évaluation et de comparaison de RIMs est con-
sidérée comme un problème de décision multi-critères. La solution proposée à
ce problème est une fonction de distance baptisée UPF (Universal Performance
Factor). Cette fonction peut être utilisée soit pour la proposition d’un groupe de
solutions optimales, soit pour la comparaison de plusieurs réseaux par rapport à
leurs fonctions de distance. La méthodologie est basée sur des mesures obtenus
pas des simulations.

Plusieurs techniques sont utilisées pour la solution des problèmes de décision
multi-critères. Toutes ces techniques consistent à transformer le problème de dé-
cision multi-critères pour en trouver une représentation mono-valeur de chaque
solution. Cette tâche n’est pas toujours facile. Cependant, les fonctions de dis-
tance, utilisée lors qu’une solution idéale est connue ou lors qu’une solution plus
commode est cherché, sont souvent utilisées.

En supposant que le choix des facteurs à évaluer ainsi que leurs impor-
tances est un processus de conception, nous divisons les facteurs de perfor-
mances en deux groupes principales, un groupe de facteurs à maximiser pmax =
{pmax

1 , pmax
2 , . . . , pmax

k } où k est le nombre de facteurs à maximiser, et les facteurs à
minimiser pmin = {pmin

1 , pmin
2 , . . . , pmin

l }, où l et le nombre de facteurs à minimiser.
Par conséquent, l’UPF peut être défini par:

UPF =

√√√√√ l∑
i=1

(
pmin

i

MAX(pmin
i )

)2

wi +
k∑

j=1

(
1 − pmax

j

MAX(pmax
j )

)2

wj (1)

avec la définition suivante:

Definition 1. Ayant deux réseaux µ1 et µ2 et leurs UPFs, UPF1 et UPF2. On dit que
µ1 et plus performant que µ2 si UPF1 < UPF2.

Cette fonction peut également être utilisé dans un contexte d’optimalité Pareto
pour chercher un ensemble de réseaux optimaux par rapport aux métriques con-
sidérées.
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0.3.2 Les réseaux Delta sur-dimensionés

Les réseaux Delta sont des très bons moyens de communication utilisés dans
les ordinateurs parallèles. Cependant, des techniques peuvent être y appliquées
pour améliorer leurs performances, tout en continuant de bénéficier de leurs car-
actéristiques telle que la simplicité. Ces techniques comprennent, entre autres,
l’augmentation, la bufférisation et les réseaux optiques.

Nous proposons dans cette thèse une nouvelle technique que nous appelons
le sur-dimensionnement. Deux différences principales existent entre les réseaux
Delta et les réseaux Delta sur-dimensionés. Premièrement, les commutateurs du
premier étage dans un réseau sur-dimensionés sont des commutateurs de taille
1 × r et ceux du dernier étage sont de taille r × 1, autrement dit, ce réseau n’est
pas uniforme. L’autre différence est que le réseau sur-dimensioné se compose de
plusieurs copies de réseau Delta qui se connecte par un étage ayant la propriété
Delta.

Tant que ce réseau reste un réseau Banyan, il est capable de mieux distribuer
la charge de communication sur les commutateurs qu’un réseau Delta simple.
Néanmoins, cette nouvelle architecture est plus complexe que ce dernier.

0.4 Les résultats de l’évaluation de performances

Deux réseaux sont principalement évalués: le réseau Omega, un membre de la
famille Delta, et le réseau MCRB, un membre de la famille Delta sur-dimensioné.
Le réseau MCRB a été proposé par Kechadi dans [50]. Trois évaluations dif-
férentes sont présentées: une évaluation générale, une étude de l’effet de degré
du réseau sur ses performances et enfin une étude de la complexité de réseaux
d’interconnexion multi-étages.
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Chapter 1

Introduction

1.1 Motivation

Today, computers are not only used as machines capable of data treatment in
scientific, commercial and industrial domains, but they are also used for commu-
nication purposes. The increasing number of automatic data processing appli-
cations as well as the expanding number of users, especially for communication
purposes, are the main reasons behind the increasing need for high performance
computing.

This high performance computing can be achieved by different means and a
lot of work is being done on all software and hardware levels.

A huge amount of scientific research is being carried out in numerous areas
of software development in order to achieve this high computing capacity. Just
as a simple example we can cite all the work on optimization algorithms for spe-
cial purposes such as real time applications and the enormous improvement in
operating systems.

While great advances in software development are being made in computer
science research laboratories all over the world, one has to acknowledge that re-
search into hardware develoment is almost dominated by multinational compa-
nies such as IBM, DELL, SUN, Intel, etc.

This domination would not, by any means, prevent some research teams from
continuing to work on and develop novel ideas in this field.

In our team, we are concerned with parallelism and parallel architectures. Par-
allelism is one method used to improve the calculation capacities of today’s com-
puters. It can simply defined as: the use of more than one processor for the so-
lution of a unique problem in cooperative ways. This cooperation of processors
requires a certain level of communication between them and/or some methods
for allowing the concurrent access to memory. A lot of work is devoted to an-
swering the questions raised in trying to fulfil these requirements. The study of
the machine’s communication system, known to computer scientists as an inter-
connection network, represents one field of research work in this area.

7
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Historically, these communication systems were based on telephone switch-
ing systems which had to be able to maximize the possibility of connecting any
two idle terminals. Communication systems in parallel computers have the same
objective, which is to maximize the memory accessibility of processors and their
capacity to communicate with one another.

One communication system for parallel computers based on this kind of tele-
phone switching system is a class of interconnection networks called the multi-
stage interconnection network. Multistage interconnection networks are widely
used in parallel computers as they have a relatively high throughput with an ac-
ceptable complexity. This throughput complexity trade-off, which can also be
described as a quality cost trade-off is the reason behind the impossibility of
defining a best interconnection network for all applications. Moreover, the per-
formance depends largely on the running application and in addition, no one def-
inition of the performance of a parallel computer exists because many different
performance metrics can be considered. Many multistage interconnection net-
works are proposed in the literature. With an appropriate routing algorithm, all
of these networks are proved to be ideal for certain applications and for a certain
performance metric. However, studies that take into account the performance
evaluation of multistage interconnection networks as a multiple criteria decision
making problem are not numerous, and the few existing in the literature are ei-
ther not universal or not formal.

In this dissertation we propose a multi-criteria performance evaluation
methodology for multistage interconnection networks which will be applied on
two classes of networks: the Delta network and another class that we propose
which is the over-sized Delta network.

1.2 Contribution of this dissertation

This thesis began as a study of the performance of a novel multistage intercon-
nection network architecture. The study of the characteristics of the proposed
network lead to the proposition of a whole new class of multistage interconnec-
tion networks, that is, over-sized Delta networks. This is a class of networks
that are in general more complex than normal Delta networks, but seem to be
more powerful, thus the main question on which this dissertation is based can be
summarized as the justification of the use of more complex networks in order to
increase performance.

This study was faced with the problem of the above mentioned lack of a
methodology for multi-criteria performance evaluation. Thus, while evaluat-
ing different performance metrics, we tried to find a way to evaluate differ-
ent performance factors simultaneously. This resulted in a multi-criteria per-
formance evaluation methodology that projects the performance metrics into a
multi-dimensional space and transforms the problem into an evaluation of a one-
dimension distance function.
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Alleyne and Scherson proved in [7] that a Delta network preceeded by a ran-
dom permutation stage can simulate any equal size network at the same per-
formance. However some architectures, such as SoC systems using networks on
chip, for which such a stage cannot be added at reasonable cost, are a potential ap-
plication for the use of the proposed methodology. It is in choosing cost-effective
networks in cases like this one that the methodology presented here is most ap-
plicable.

1.3 Organization of the thesis

This thesis presents a multi-criteria performance evaluation methodology used
principally for the comparison of two multistage interconnection network classes.
One of the classes is the Delta network represented by its subclass the Omega
network, and the second networks is the over-sized Delta network proposed in
this dissertation and represented by its special case the MCRB network.

Chapter 2 starts with different classifications of parallel architectures with re-
spect to different aspects and by a brief study of conflicts in parallel machines. Af-
ter this introduction, some examples of existing parallel architectures are given:
SMP machines as well as recent network on chip architectures. While the presen-
tation of these two architectures is not meant to be a survey, the communication
system in these kinds of architectures is the main interest of this dissertation, thus
a survey of interconnection networks is presented, with a special interest in mul-
tistage interconnection networks. Finally, the chapter ends with a review of the
multistage interconnection network performance evaluation studies found in the
literature. The case of multi-criteria performance evaluation is not often treated
in the literature and the few examples found are either informal or not universal.

This lack of multi-criteria methodology for the evaluation of performance to-
gether with the comparison of interconnection networks in parallel computers
leads to the proposition of such a methodology in chapter 3. This chapter starts
with a presentation of the interconnection network evaluation problem and the
multiple-criteria decision making problem. The multistage interconnection net-
work performance evaluation is then shown to be based on multiple criteria de-
cison making, with the possibility of dealing with the problem as one of multi-
criteria optimization. This is based on the definition and the comparison of a
distance function called the universal performance factor. This universal perfor-
mance factor is simulation based and utilizes different measured performance
factors simultaneously as a comparison factor. The simulation tool used as well
as the performance metrics that are used as examples are presented.

In chapter 4, the over-sized Delta networks are proposed as an improvement
technique for Delta networks. The chapter starts with an introduction to the dif-
ferent improvement techniques studied in the literature. The architecture of the
over-sized Delta network is then presented then with an implementation exam-
ple which uses the MCRB network. Some special cases of this last network are
presented at the end of the chapter.
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In chapter 5 the proposed methodology is applied to the proposed network
class which is then compared with the Delta network. This had to be based on a
mathematical validation of the simulation results. The networks are then tested
according to some performance metrics in a mono-criterion and multi-criteria
evaluations. Results are presented for a general case study and for two special
cases: the study of the effect of the degree of a multistage interconnection net-
work on its performance and the scalability of these networks.

In the conclusion we present an assessment of the work and discuss some
future directions and perspectives that we propose as extensions to our work.

An appendix is added concerning some results obtained on the AMCRB net-
work.



Chapter 2

Multistage interconnection networks
in parallel computers

2.1 Introduction

Parallel computing, or parallelism, can be simply defined as the use of more than
one processing unit in order to solve one particular problem. Duncan defines a
parallel architecture as “an explicit, high-level framework for the development of paral-
lel programming solutions by providing multiple processors, whether simple or complex,
that cooperate to solve problems through concurrent execution” [29].

Communication systems play a main role in today’s parallel computers,
which in turn are becoming a very important utility for solving today’s scien-
tific problems which need more and more computational capability and speed.
This principal role leads to the necessity of developing efficient techniques for
the analysis of their performance.

Multistage interconnection networks are widely used in parallel multiproces-
sor systems to connect processors to processors and/or memory modules. Their
popularity is due to the high switching cost of crossbar networks. Various topolo-
gies of multistage interconnection networks have been proposed and studied in
the last few decades. Most of these topologies are derived from well known undi-
rected graph topologies including mesh, star, shuffle exchange, tree networks,
and cube-connected cycles, among others.

Because the data exchange between processors and memory is an important
factor that drastically affects the performance of multiprocessor systems, all the
studies on these topologies have the same goal, that is: how to design an inter-
connection network that provides the processors with maximum bandwidth and
fast access to a global shared memory multiprocessor system.

Different types of problems need parallel computers with different character-
istics. Therefore, a classification is needed to define different architectures having
comparable characteristics. One problem of studying parallel architectures and

11
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evaluating their performance is that there is no one universal classification for
their specification.

One of the most “popular” [82] and widely accepted taxonomies of functional
environments for parallel architectures is the classification of Flynn [34]. In this
classification, Flynn divided “information streams” into data and control (instruc-
tion) streams and then proposed a taxonomy based on the concurrent or serial
execution of these streams [82]. This results in four basic classes: the SISD (Single
Instruction stream, Single Data stream), SIMD (Single Instruction stream, Mul-
tiple Data stream), MISD (Multiple Instruction stream, Single Data stream), and
MIMD (Multiple Instruction stream, Multiple Data stream) classes.

Basic performance criteria in SIMD environments are different from those in
MIMD ones [6]. When studying the routing capacity of a communication system
in parallel computer, throughput is the important performance factor in MIMD
environments, while for SIMD architectures, the important criterion is the net-
work permutation capability [90]. This is due to the fact that, in general, work-
loads running on different classes of machines are different. SIMD machines usu-
ally run permutation workloads. However, for the performance evaluation of a
general purpose parallel architecture, both kinds of criterion can be evaluated.

In this chapter, after a small introduction to some architecture related classi-
fications, the next two sections are devoted to those architectures needing more
and more powerful communication systems. These architectures are presented
as examples of parallel architectures in use today, and are not, by any means,
supposed to serve as a survey. Interested readers are referred to some references
treating these subjects. Interconnection networks of different varieties have been
and are used as communication systems in parallel computers. Thus, a survey of
interconnection networks, their characteristics, static and dynamic architectures
is presented. A classification of multistage interconnection networks is proposed
and some networks of special interest are discussed. Finally, before concluding
the chapter, the problem of the performance evaluation of communication sys-
tem in parallel computers is presented. The main interest of this dissertation is
the consideration of the performance evaluation of multistage interconnection
networks as a multi-criteria decision making problem. Excepting some rare, non-
formal studies that are presented at the end of the section, this kind of study has
not, as far as we know, been previously undertaken.

The organisation of memory in a parallel system is a key factor in its design. In
fact, many design decisions depend totally on this organisation. In the following
paragraph, some important basic memory organisations for parallel computers
are presented.

2.2 Parallel architectures and memory organisation

In a multiprocessor system, also called shared memory, all processors share the
same memory space. In order to allow parallel access to this shared memory, it
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is divided into several memory modules. The granularity of the memory system
is defined by the size of the memory modules. Granularity is an essential issue
when designing a parallel architecture. The sharing of the memory by the proces-
sors is provided by a medium that must be capable of transfering data among all
processors and memory modules. Shared memory parallel computers are distin-
guished by their programming facility.

Every PE in a distributed memory system, also called multi-computer, has its
own memory, and data access to another memory node is achieved by communi-
cating with the processor connected to it.

Figure 2.1 shows the difference between the two systems. Note that in modern
shared memory systems each processor has a small cache memory which is not
accessible directly by other processors.

M PE M M...

Interconnection network

PE PE

Interconnection network

PE

M M M M

PE PE PE

Distributed memory abstraction Shared memory abstraction

Figure 2.1: Shared and distributed memory systems. M stands for memory

In both architectures a communication medium (interconnection network) is
used to connect different nodes of the system. In the distributed memory system,
it links the different processors using a message passing network, and for the
shared memory architecture, it connects processor to processor and/or to mem-
ory modules.

When more than one PE needs to access a memory module for a read or write
operation, conflicts might take place. In a parallel system, conflicts can also occur
in the communication system. The following is a brief discussion of conflicts in
parallel computers.

2.3 Conflicts in parallel architectures

In a parallel computer communication system, a conflict occurs when more than
one message tries to utilize the same communication resource. We call a com-
munication resource a link or a Switching Element (SE) output and in a buffered
communication system, an input buffer. When a conflict occurs in a buffered sys-
tem, one message passes to its destination and the others are queued in order to
be routed in the following cycles. In unbuffered systems, or in the case of a full
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buffer, in case of a conflict, only one message passes and all others are discarded
and can be re-emitted later.

Three types of conflicts can occur in parallel computers [49]: Network con-
flicts, bank busy conflicts, and simultaneous bank conflicts. These last two types
of conflict can be grouped to form memory conflicts.

One way frequently used to avoid simultaneous bank conflicts in multipro-
cessors is data arrangement in memory also called data skewing [16, 89, 58, 100].
This is done by allocating data in such a way that the number of memory conflicts
is minimized and often results in a certain unused space in the memory. Figure
2.2 depicts a skewing of an 4× 4 array into a 4× 8 memory space. Assuming that
the processors are located as a line above the memory system, this new align-
ment of the array elements enables concurrent access to lines, columns, diagonals
and backward diagonals. However, it can be seen that such an alignment leaves
memory holes or unused memory space.
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a(1,3)
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a(2,2)
a(1,0)
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0     1       2      3       4      5       6       7

Figure 2.2: Skewing a 4 × 4 array into a 4 × 8 memory space

The trade-off between unused space of the memory and a maximum utiliza-
tion of PEs is an important issue for the programming of a parallel computer.
Skewing schemes are one technique to optimize to an acceptable level the utiliza-
tion of memory space and PEs [56]. Skewing elements of data structures means
storing them in memory modules in an order that might be different from the
original order so that they can be accessed concurrently by different processors.
Lawrie defined a δi skewing scheme in [58]. The following is a mathematical
generalization of the two dimensional scheme defined by Lawrie.

Definition 2. In order to skew a D dimensions table, a skewing distance δi must be
defined for each dimension i so that element ed0,d1,...,dD

will be stored in memory location∑D
i=0 di × δi.

A skewing scheme is linear when the data arrangement function is linear.

When a memory conflict is unavoidable, consistency rules are used. One rule
is the EREW (Exclusive Read, Exclusive Write) where only one processor can exe-
cute an R/W operation on the same memory bank at the same time. On the other
hand, CRCW (Concurrent Read, Concurrent Write) enables more than one pro-
cessor to read/write date from/to the same memory module at the same time.
Conflicts on write requests can be solved by special algorithms. A practical solu-
tion is the use of the CREW (Concurrent Read Exclusive Write) mechanism.

Practical parallel systems use different techniques in order to avoid or resolve
conflict problems. A list of some practical existing architectures would seem to
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be useful in order to have an idea about what really causes differences among
machines belonging to the same family or having the same architecture model.
The following two sections present two architecture families: SMP machines and
MPoCs.

2.4 Examples of some current shared memory archi-
tectures

Today, SMP (Symmetric MultiProcessors or simply Shared Memory Processors in
some references) architectures as well as their NUMA extensions are used to build
almost all parallel servers. The SMP architecture model is presented in Figure 2.3.

P

C

C= Cache

P

C

P

C

M M M

Bus or crossbar

Figure 2.3: SMP architecture model, P stands for Processor, M for Memory mod-
ule and C for Cache memory

Advantages of shared memory systems, such as SMP machines, include sym-
metry, unique addressing space, and low communication latency.

In an asymmetric parallel system, a master/slave paradigm is used. Not all
processors have the same rights and capacities. While asymmetry can resolve
some cache coherence problems, the unavailability of a master processor at the
moment of an I/O operation may cause performance degradation or even total
system blocking [1]. Symmetric systems do not suffer from such problems as
there is no need for the use of a master/slave paradigm.

The fact that a symmetric system has a unique addressing space means that it
has a unique copy of the OS, databases, application, etc. which gives the capacity
to support “single system image” which leads to a scheduling and dynamic load
balancing established by the OS itself.

Communications in shared memory systems are simple load/store opera-
tions. Cache coherence is controlled, in general, by the hardware. In multi-
computer systems, these communication tasks have to take place among differ-
ent processors, thus, they are more difficult to deal with. Such systems must also
have mechanisms for the management of different versions of variables in differ-
ent processors’ memories.
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An example of an SMP architecture performance evaluation study can be
found in [73]. In their performance evaluation the authors used static simula-
tion [70, 19, 30] and [72] to evaluate issues like instruction distribution, memory
dependencies and data localisation by observing instruction throughputs.

The work of Nussbaum and Smith [73] consists of extending a previously de-
veloped model used for the evaluation of single processor computers in order to
be able to evaluate SMPs. This single processor model is based on a statistical
simulation. In order to construct a statistical model simulation, a detailed simu-
lation of a benchmark was run. As a result of this detailed simulation, a stream
of instructions, called a dynamic instruction trace, is generated. This trace is ana-
lyzed in order to create a statistical image for this particular benchmark. “To carry
out a statistical simulation, the tables are used to drive the random generation of a syn-
thetic instruction trace” [73]. Sequential consistency is assumed. Critical sections
and barrier synchronizations are used.

In order to simulate the cache coherence, a probability of owning the cache
line is added to the single processor model. Synchronization issues are simulated
using three instruction types: acquire and release for the simulation of processor
entering and leaving a critical section, and barrier for the barrier synchronization
technique.

The main goal of the authors was not to test and compare SMPs but to prove
that statistical simulation can be used in order to test this kind of architecture.
Thus, the effect of the architectural characteristics of the communication systems
in SMPs was not considered.

In the following some examples of the intercommunication systems of some
SMP architectures are given. This is not meant to be a survey of existing architec-
tures, and is thus not exhaustive.

2.4.1 Bus SMPs

These are SMP machines where the communication system is a simple or an
improved bus. Two systems are presented; the SHV server board and the AVi-
iON25000 based on the SHV server board.

The general configuration of the Intel Standard High-Volume (SHV) server
board is presented in figure 2.4. Only the communication system used to con-
nect the processors and the memory modules is depicted. This system supports
hardware cache coherence. It is the result of the cooperation between Intel and
Microsoft that created an operating system enabling the former to build Windows
NT SHV systems with more than 4 processors [76]. At that time, NT suffered from
scalability problems and the fact that it could not address more than 32 proces-
sors. In 2002, Windows 2000 had better processor and memory managing capa-
bilities [83]. However, due to the scalability problem caused by the operating
system and the traffic bottleneck on the bus, most of the systems supporting this
technology are limited to 4 or 8 processors.
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The AViiON25000 [35], presented in figure 2.5 is built up of Intel SHV moth-
erboards connected by 2 counter rotating rings relaying up to 8 nodes to reach a
32 processor system (their latest system contains 64 processors).
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Figure 2.4: The Intel SHV SMP board architecture
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Figure 2.5: AViiON 25000 architecture

2.4.2 Crossbar-bus hybrid SMPs

In a bus based SMP machine with caches, a bus is used for different communi-
cation activities. In order to override bottleneck caused by the use of the bus,
IBM proposed an architecture with a bus for the snoopy and a switch (crossbar)
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used for the interconnections among the processors as well as their communica-
tion with the memory [36]. We call an architecture using both a crossbar and a
bus a hybrid system. The switch allows multiple parallel communications which
are faster than those that can be routed on a bus. The use of a crossbar allows to
increase the memory bandwidth by providing multiple buses.

The Compaq 8-way [2] is another example of this hybrid class of SMPs. Its
architecture is presented on figure 2.6. Only one communication system is used,
but it is composed of a combination of buses and a crossbar.

Figure 2.6: The architecture of Compaq 8-way, figure copied from [2]

2.5 Multiprocessors-on-chip (MPoC)

A system-on-chip (SoC) is widely defined as the integration of a complete system
on only one silicon chip. It is accepted that independence is one important aspect
provided by a SoC. No exterior software or hardware components are expected
to interfere in the task execution of a SoC.

SoCs are an interesting possibility for the construction of computing systems
because they solve a key problem from which traditional systems suffer, that is,
memory latency. Even if the memory access time of a SoC is still much higher than
a processor timing cycle, it is remarkably less than that of a traditional computer.

The technological progress being made in the manufacture of semiconductors
and the electronic integration capability, make it possible for two improvements
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on simple SoCs: increasing the performance of the processors and /or multipro-
cessing. Both kinds of improvements are technologically possible to be realized
at the time of writing.

The study of the communication system of an MPoC is a recent research
branch dealing with what is called Networks on Chip (NoC) [47]. In his disser-
tation [10], Baghdadi listed a number MPoC architectures used for general pur-
poses or for specific applications. In a section about the switching networks used
on these systems, he listed and widely analysed the PROPHID [59], a crossbar
based architecture, the SPIN [40], a Fat-Tree based architecture, as well as many
other different architectures.

While buses are attractive because of their simplicity and crossbars because
of their performance, neither are practical solutions for large scale computer sys-
tems. One solution is interconnection networks. They are presented in the next
section.

2.6 A survey of interconnection networks

As we have seen in the previous section, communication between the different
PEs themselves and/or communication with the memory system must be car-
ried out by means of a medium. In fact, inter-connecting processors and linking
them efficiently to the memory modules in a parallel computer is of a paramount
importance. However, this task is complicated and difficult because of the com-
plexity/performance trade-off that has to be made. The use of bus architectures,
as in some of the previously mentioned examples, is not an enchanting solution
as buses do not supply a satisfying level of parallelism and bandwidth. On the
other hand, a crossbar, which provides a full connection between all the nodes
of the system is very complex, expensive, and hard to control. Therefore, hybrid
solutions have been proposed. Interconnection networks (INs) [87] constitute a
good communication medium for parallel systems. In fact, an IN is a tool that
restricts the paths between the different communicating nodes in order to mini-
mize the switch complexity, while giving a certain level of parallelism which is
superior to that of a bus.

Functionally, the role of an IN in a parallel system is to transfer information
between source and destination nodes. This section begins by listing the most
important characteristics of an IN from a high level architecture point of view.
and then presents a small survey. An architectural classification of INs is pro-
posed and some networks, of special interest for the dissertation, are presented
in some detail.

2.6.1 The Characteristics of INs

In general, an interconnection network is characterized by its topology, communi-
cation (switching) strategy, synchronisation philosophy [14], control strategy, and
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routing mechanism [24]. In the following, informal definitions of these properties
are provided.

Topology

The physical structure of an interconnection network is defined by its topology.
The topology of an interconnection network is defined mathematically by a graph
G = (V, E), where V is a set of nodes (processors, memory modules, computers
and/or intermediate SEs) and E is a set of links. It is clear that the routing algo-
rithm, which defines the path of a message to be routed between a source and a
destination, depends largely on the network topology.

Switching strategy

Basically, two switching strategies are used: circuit switching and packet switch-
ing. In the former, the whole path between the source and the destination of a
message has to be reserved before the communication takes place and this reser-
vation has to be valid until the message reaches its destination.

In the latter, a message is divided into a number of information sequences, of
the same or of different sizes called packets. These packets are routed individu-
ally to their destinations. The transmission is established by steps. Only the path
between intermediate nodes must be reserved at each step of a communication.

While modern telephone switching systems use packet switching [63], circuit
switching was largely used for this purpose [92]. Today, modern optical parallel
and communication systems use circuit switching because of technical difficulties
imposed by packet switching in optical systems [75]. Improved communication
strategies based on the two previously mentioned basic strategies can be found
in the literature.

Synchronization

In a synchronized interconnection network, a central clock controls the opera-
tion of SEs and I/O nodes. Handshaking strategies are needed in asynchronous
systems.

Control strategy

The control of a network can be centralized or distributed. In a centralized con-
trol strategy, a central controller must have at each moment all the information
concerning the global state of the system. It will generate and send control sig-
nals to different nodes of the network according to this collected information.
Obviously, the complexity of such a system increases rapidly with the increase of
the number of nodes and its break-down causes the whole system to halt. Con-
versely, routed messages on non-centralized networks (called also self-routing)
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contain necessary routing information. This information is added to the message
and will be read and used by the SEs [92].

Routing algorithm

The routing algorithm defines, depending on the source and destination of the
message, the links to be used while traversing the network. Routing can be adap-
tive or deterministic. Paths with deterministic routing mechanism can not be
changed according to the existent traffic in the network.

Before studying some examples of the architecture of INs, some definitions
are necessary. These will be presented in the following paragraph.

2.6.2 Various related definitions

In order to consider the functionality of an IN, some classifications and definitions
should be recalled.

An alignment IN is a network capable of providing access to a certain number
of data structures with maximum performance.

A permutation IN is a network in which all N ! permutations can be realized,
where N is the number of inputs and outputs of the network.

An IN is characterized by its size and its degree.

Definition 3. The size of a graph is the number of the vertices of the graph. For an IN it
is the number of its nodes or, in other words, the number of the network’s inputs/outputs.

Definition 4. The degree of a graph is the number of inputs/outputs of its vertices.

Interconnection networks can be static or dynamic. In the following para-
graphs we will present these two network families.

2.6.3 Static interconnection architectures

In a static interconnection network, links among different nodes of the system are
“passive” [32] and “only graph theoretically adjacent processors can communicate in a
given step” [15]

The simplest static network is the bus. It is evident that the use of a simple
bus network is not a good choice for parallel computers as they can not transfer
more than one message at a time and improved bus architectures, such as hier-
archical buses, cannot afford acceptable level of parallelism. Other static INs can
contain, among others, linear arrays, rings, meshes, trees, etc. In a linear array,
each processor is connected to its two neighbors.
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For the purpose of this dissertation, chordal rings are of particular importance.
This architecture can be presented as the basis of one of the network examples to
be tested later. In the following, a small review of this network is given.

A ring network can be obtained by the connection of the two ends of a linear
array. This leads to a network having the same simplicity of the linear array while
being capable of providing a higher level of parallelism. A much higher level of
parallelism can be acquired by using bidirectional links between the PEs. Figure
2.7 shows a ring topology.
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Figure 2.7: A ring IN architecture

The diameter1 of a ring is (N − 1) for uni-directional rings and N/2 for bidi-
rectional rings. In order to decrease the diameter of a ring, additional links may
be added to every node of the network, bypassing a certain number of nodes
for communication between two distant PEs. The resulting network is called a
chordal ring. Figure 2.8 depicts an example of a chordal ring.

The chordal ring of this figure is irregular in nature. In general, regular topolo-
gies are easier to control, i.e. their routing algorithms are simpler. Thus, it is
accepted that when talking about a chordal ring, we assume that it is regular. Fig-
ure 2.9 shows a regular chordal ring. The following definition of a chordal ring is
given [77]:

Definition 5. Consider an N-node ring with nodes labeled 0, 1, . . . , N − 1, and ring
connection going from each node v to node v+1(mod N). Let there also be unidirectional
skip links or chords from each node v to nodes v + s1, v + s2, . . . , v + sr−1(mod N), with

1 < s1 < s2 < . . . < sr−1 < N

Such an augmented ring is known as degree-r chordal ring with the skip set
{s1, s2, . . . , sr−1}. For convenience s0 = 1 and sr = N must be also defined.

1The diameter of a network is the shortest possible path between the two most distant nodes.
For a static network, the diameter is an important performance metric. The smaller the diameter,
the better the network.
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Figure 2.8: The architecture of a chordal ring

A particular case of this definition is of a special importance for this disser-
tation as a basis for an implementation of a multistage interconnection network.
This case occurs when a chord between two nodes is expressed as a power of r.
Formally the definition of this chordal ring is the following [50]:

Definition 6. The chordal ring which forms the base of a multistage chordal ring
based network implementation is a chordal ring of size N , with a set of chords s =
{s0, s1, . . . , sN} having the property: ∀si ∈ s, si = ri, where r is the degree of the net-
work.
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Figure 2.9: A regular chordal ring with chords of the type si = ri
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2.7 Dynamic and Multistage Interconnection Net-
works

Unlike a static network, in which the links between the nodes are passive, the
linking configuration of a dynamic IN is a function of the SEs states. In other
words, the paths between the graph nodes of a dynamic IN change as the SEs
states change.

2.7.1 Single-stage INs

Dynamic INs might be built as single-stage or Multistage INs (MINs). A single-
stage IN is a dynamic network composed of one linking stage and two end SE
stages. Note that in some references a single-stage IN is composed of only one
switching stage and one linking stage. Figure 2.10 shows a general schematic of
a single stage IN. Crossbars, which provide a full connection between all nodes
of the system, are considered as non-blocking single-stage intercommunication
networks for parallel computers [102].
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Figure 2.10: The schematic of a single stage IN
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The linking stage in figure 2.10 is a permutation function connecting the out-
puts of the SEs of the stage furthest to the left to the inputs of the other SE stage.

In a single stage IN, more than one path through the network might be nec-
essary to allow communication between a source and a destination. Note that
not all permutation configurations can lead to a connected network; i.e. capable of
connecting any source node to any destination. This can be clarified by the exam-
ples given in figure 2.11. In the configuration to the right, it can be proved that at
most 3 cycles are needed for a message to reach its destination. For the configu-
ration of the network to the left, some destinations will never be reached by some
sources (example: a communication between SEs 0 and 1, in other words, no mes-
sage emitted from 0 can reach 1 no matter how many paths it makes through the
network), thus such a configuration can not be used for the construction of a sin-
gle stage network. A study of such single-stage INs performance can be found in
[17].

0

1

Figure 2.11: Two configurations of single stage INs

2.7.2 Generalities on Multistage INs (MINs)

A MIN can be defined as a network used to interconnect a group of N inputs
to a group of M outputs through several intermediate stages of small size SEs
followed (or leaded) by linking stages. These linking stages are a key factor for
the definition of the network topology. Siegel [90] defines a MIN as a series of
interconnection functions representing the communication pattern of the linking
stage.

More formally, a MIN is a succession of stages of SEs and interconnection
links. SEs in there most general architecture are themselves small size intercon-
nection networks. The most used SEs are hyperbars [6] and more specifically
crossbars. If N is the MIN’s size and k is the SE’s size, the minimum number of
switches in a stage must be N

k
.

Linking stages are interconnection functions [90], each function is a bijection of
the group of the previous stage switches’ address which connects all SEs outputs
from a given stage to the inputs of the next stage.
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In a multi-processor environment, the first stage of links is connected to the
sources (usually processors) and the last stage is connected to the destinations
(Memory modules). The minimum number of stages of a MIN must provide a
full connection of input nodes to output nodes. Formal definitions of generalized
self-routing MINs are given in [90] and [6].

A general multi-processor interconnection network block diagram is shown in
figure 2.12. The SEs in MINs may have input and/or output buffers. The buffers
serve as temporary storage for blocked messages when conflicts occur. In this
case the MIN is called a buffered MIN. Only MINs in their simplest configuration,
without buffers, are considered in this dissertation.
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Figure 2.12: A general block diagram of a MIN

It is easy to prove that a permutation on N = rn elements needs at least n
interconnection functions to be implemented. This is why an N size multistage
interconnection network contains at least this number of stages, otherwise, some
sources may never be connected to some destinations.

In general, a clock cycle is defined as the “basic internal unit of time for the sys-
tem” [93]. For an interconnection network we can give the following definition of
a cycle.

Definition 7. An interconnection cycle is the time needed to end a direct communication
task through a MIN. A direct communication task is one that can pass through the MIN
without need to be bufferized or to be postponed because of a conflict or a faulty link.
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2.7.3 A classification of MINs

In the following we list some necessary definitions of MINs for the proposed
classification.

One of the most important issues concerning an IN topology is the existence
or absence of multi-paths. A uni-path network is also called a Banyan network.

Definition 8. A Banyan network [37] is a Hasse diagram of a partial ordering in which
there is one and only one path from any input node to any output node.

In a uniform MIN, all switching elements of a stage are of the same degree, and
a square MIN of degree r is built from SEs of size r [96]. A rectangular network is
one that has the same number of inputs and outputs.

We propose in figure 2.13 a topological classification of MINs. In the following
we explain each of the branches of the classification tree.

MINs

Multi-computers(distributed memory)Multiprocessors (SMPs)

BanyanNon-Banyan

UniformNon-Uniform
(Non-Square)

SquareNon-Square

DeltaNon-Delta

Square

DeltaNon-Delta

UniformNon-Uniform
(Non-Square)

Non-Square Square
DeltaNon-Delta

Figure 2.13: A topological classification of MINs

As stated above, MIINs can be used as communication systems in multi-
processor or multi-computer machines. In this dissertation we are interested in
MINs in multiprocessor environments. Here, MINs can either be Banyan or non-
Banyan.

Banyan MINs, which are the main interest of this dissertation, may or may not
have the delta property or not. Delta networks, proposed by Patel [79], are built of
a × b crossbars. The Delta property is defined as follows: let oi; i = 0, 1, . . . , b − 1
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be an output of index i of a crossbar in a MIN. If an input of a crossbar in stage j is
connected to an output oi of another crossbar in stage j−1, then all its other inputs
must be connected to outputs of the same index i of crossbars in the previous
stage. We propose the following mathematical generalization of Patel’s definition
of the delta property.

Definition 9. For a Banyan MIN of size N and degree r2, suppose that the switch’s
inputs and outputs are presented in the base r, of the form d0, d1, . . . , dr−1. Let the inputs
and outputs of the SEs in the network have the same indexes, then digits d0 of all inputs
of a switch must be equal. If a stage has this characteristic then it has the Delta property.

Definition 10. A Banyan network is called a Delta network if all its stages have the
Delta property. In this case, it is said that network is having the Delta property.

Note that a network having the Delta property possesses some kind of reg-
ularity so that the network routing algorithm can be simply defined [54]. Thus,
Non-Delta Banyan networks are not of interest for this dissertation.

Delta networks will be studied in more detail in the next section because they
constitute one case study to be tested later.

According to the proposed classification, uniform Banyan MINs can be square
or non-square. Note that considering the above definitions, a non-uniform net-
work is also non-square.

A DSUB (Delta, Square (also called SW in [37]), Uniform, Banyan) network is
a Delta network with all its SEs being of the same size.

The Over-Sized Delta (OS Delta) network, proposed in a later chapter, is an
example of the DnSUB (Delta, non-Square, Uniform Banyan) class. In a network
of this class, switching elements of the first and the last stages are multiplexers
and demultiplexers as will be explained, and thus, all SEs in a same stage are of
the same size, while different stages have SEs of different sizes.

A Delta network of a size which is not a power of 2 can also be built as a
DnSUB MIN. Figure 2.14 demonstrates an Omega network of size 6.
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Figure 2.14: A Delta network of size 6

Non-Banyan MINs are, in general, more expensive than Banyan networks and
more complex to control, still, they often are fault tolerant and capable of using

2In this dissertation Network(N,r) will present a MIN of size N and degree r.
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rerouting strategies to solve some conflicts that may occur in the network. Net-
works of this class can be constructed either by the augmentation of a Banyan
network or by the construction of a multipath network such as the Clos MIN [21].

Kruskal and Snir studied in [54] two augmentation strategies: replication and
dilation which are defined by the authors as follows:

Definition 11. The d-dilation of a network G is a network obtained from G by replacing
each edge (link) by d distinct edges.

Definition 12. The d-replication of a network G is a network consisting of d identical
distinct copies of G.

Augmented networks, when built on the base of DSUB, form an example of
the SUnB MINs, while Clos network is one example of the nSUnB class.

2.7.4 Delta networks

In its formal definition given by Patel [78, 79], a Delta network (Delta-MIN) is a
Banyan MIN built using a × b digit controlled crossbars of which no input and
output ports can be left unconnected. The total number of crossbars required to
construct a Delta-MIN is:

∑
1≤i≤n

an−ini−1 =
an − bn

a − b
; a �= b

= nbn−1 ; a = b (2.1)

In order to simplify the construction of a Delta-MIN as well as the design of
a routing algorithm, Patel proposed using a regular link pattern: the q-shuffle
function.

A q-shuffle of the elements of a group of qa elements is a permutation of these
elements defined by:

Sq∗a(i) =
(
qi +

⌊
i

a

⌋)
mod qa; 0 ≤ i ≤ qa − 1 (2.2)

Furthermore, applying the q-shuffle function on a number represented in base
q corresponds to the application of a cyclic shift on said number. This leads to the
construction of a class of MINs called “shuffle-exchange MINs” [95, 79, 45].

Informally, a shuffle-exchange MIN is a succession of q-shuffle linking stages
and crossbar stages. Crossbar stages are defined as an implementation of an “ex-
change” function. An exchange function is defined by complementing the least
significant digit of the r-based representation of the input [45].
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The q-shuffle is the general case of which the perfect shuffle is a special case.
In his paper on parallel processing with perfect shuffle [95], Stone proved the ap-
propriateness of the perfect shuffle for a number of well know and important sci-
entific applications, in particular FFT (Fast-Fourier Transform), polynomial eval-
uation, sorting, and matrix transposition [94].

Lawrie called the family of shuffle-exchange MINs Omega MINs [58] and
studied the conditions and the capability of this network to allow processors to
access sub-structures of interest. In the remainder of this dissertation, Omega
MINs will be used to refer to shuffle-exchange MINs. Figures 2.15 and 2.16 show
schematics of Omega(16,4) and Omega(8,2) respectively.
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Figure 2.15: A block diagram of Ω(16, 4)

Figure 2.16: A block diagram of Ω(8, 2)
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The routing algorithm in an Omega MIN is very simple. The destination of
a message is represented in base r, it serves as the control sequence to lead the
message through the SEs of the network. In other words, the message will be
lead to output i if the corresponding digit of the control sequence is equal to i.

Omega MIN was effectively implemented in the NYU Ultracomputer, a
shared memory MIMD parallel computer relaying thousands of processors and
memory modules [39]. Some enhancements were applied on the network [38] in
order to achieve a larger bandwidth and to prevent the network bottleneck due
to the large number of I/O operations and to certain communication patterns.

It is proved in [28] that all Delta MINs of the same size and degree have the
same throughput. Informally, a MIN is equivalent to another if by a simple mod-
ification to its architecture, such as adding a permutation stage, the two networks
can implement the same permutations [81].

2.7.5 Clos networks

In 1952 Clos published a paper studying a non-blocking network to be used in
telephone switching systems [21]. In this paper, Clos studied the non-blocking
conditions of a non-square switching network of an optimal degree for a certain
size.

A Clos network of size N , denoted v(m, n, r) is built of three switching stages.
The input stage contains r SEs of size n×m, the middle stage is composed of up to
m SEs of size r× r and the r SEs in the output stage are of size m×n, with exactly
one link between every two switches in two consecutive stages [103]. Large scale
Clos networks can be built recursively using smaller size networks as SEs in the
middle stage, this gives the network excellent scalability. Figure 2.17 shows the
v(3, 3, 4) Clos network.

Figure 2.17: A block diagram of v(3, 3, 4) Clos network
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A comparison between figure 2.17 and figure 2.15 shows why a Clos network
is considered to be an “extended Delta network”. An extended Delta network is a
Delta network with extra switching stages in order to transform the original net-
work into a multipath one. In fact, a square v(n, n, n) Clos network is an Omega
network of n × n with an extra input switching stage.

Clos MIN is a strictly non-blocking network for m ≥ 2n − 1 [18], i.e. if this
condition is respected, two idle nodes (an input and an output terminals) can be
connected no matter how many connections already exist.

Benes proved that using less complex configurations, i.e. less SEs in the mid-
dle stage, and by choosing the paths carefully, only a number of m ≥ n is neces-
sary. This network is called a rearrangeable network. A rearrangeable network
is a nonblocking network when suitable routing algorithms are used [13, 103].
Much research has been devoted to the study of routing algorithms. A recent ex-
ample is presented in [64]. Another important study was presented by Lenfant
in [60], in which the author proved that general routing algorithms for Benes
MINs, which are very complex, can be simplified if the studied permutations are
restricted exclusively to families of frequently used permutations.

2.7.6 The plus-minus 2i (PM2I) network

Feng used this network, also called a barrel shifter network, in order to implement
data manipulating functions (DMFs) [33]. He also presented a logic ports archi-
tecture of the SE used in it. The interconnection function defining this MIN of de-
gree 33 is described as follows: the outputs of a switch j in stage i are connected
to inputs (j ± x× 2i)mod N , where N is the MIN size, x = 0, 1 and 0 ≤ i ≤ N − 1.
Figure 2.18 shows the static network which is the basis of the dynamic imple-
mentation of the barrel shifter. Siegel listed the parallel architectures in which
this network, or similar MINs were used [90, 43, 22, 99]. Feng claimed that this
MIN is of a relatively small complexity. In fact, this might be true when using
logic ports in order to build centralized controlled SEs. However, the claim will
be revised when studying the distributed controlled version as a special case of
the OS Delta-MIN. Note that the Illiac network is a subset of the PM2I MIN [90].

In the following section a survey of MIN performance evaluation methods is
presented. The problems faced in such a study as well as the solutions proposed
in the literature are presented. An indication of how the main problem studied
in this dissertation, that is the multiple criteria approach, was addressed in the
literature is also given.

2.8 MINs performance evaluation-related work

The variety of proposed architectures for intercommunication networks in multi-
processor systems makes the choice of one specific network a difficult task. There-

3Note that Feng mentioned also the use of PM2I MIN of degree 5.
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Figure 2.18: A static barrel shifter of size 16

fore, a lot of work was devoted to performance evaluation and the comparison of
communication systems in parallel computers.

Basically, two tools are used to evaluate the performance of interconnection
networks: mathematical (analytical) methods [79, 90, 101], and simulation [20].
However, real performance evaluation needs some kind of hybridization. An-
alytical models are frequently solved by simulation and simulators are usually
based on some mathematical inputs e.g. the workload as well as some mathe-
matically accepted assumptions.

Analytical models provide a certain level of performance prediction. They
must be based on a certain number of assumptions. These assumptions are sel-
dom realistic. On the other hand, solving a model built without considering some
simplifying assumptions is very difficult and even impossible.

Simulation allows more flexible characterization of networks than an analyt-
ical model as it permits better control over communication patterns and routing
algorithms, so, real and popular communication patterns as defined by [60, 69]
can be analysed. In addition, simulation is becoming less costly in hardware,
software and time terms [91].

In [91], simulation techniques are classified into four major categories: “syn-
thetic workload-driven simulations” where the simulated application is represented
by a simple probabilistic model, “abstraction-driven simulations” in which the
model is a representation of the application behavior, “trace-driven simulations”
which use results obtained from previous simulations, and “execution-driven sim-
ulations” where the execution of the application is simulated.

In addition to these two evaluation techniques, after effectively building a sys-
tem, its performance tuning can be established by a third performance evaluation
technique, either measurements [44] or experimentation [91]. A comparison be-
tween the three techniques can be found in the latter reference.
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2.8.1 The problem of MINs performance evaluation

In [62] the problem of evaluating and comparing parallel computer performance
was presented. The whole problem is already very clearly summarized in the
overview of the paper: “Network effectiveness differs considerably across applications
and operating environments, but even if these variables were fixed, cost and performance
metrics must be chosen. Scientifically determining the best network is as difficult as
saying with certainty that one animal is better than another”.

Among other questions, the problem of choosing performance metrics was
discussed in the paper. The authors treated the importance of the relation be-
tween the performance factors and the application the machine is supposed to
run as well as the relative importance of each chosen metric in relation to the
other ones. In addition, the definition of one metric depends on the application,
the context and the architecture. For example, when considering a metric, its av-
erage, maximum, minimum or other describing value can be used.

2.8.2 Probabilistic analysis

The blocking characteristics of crossbar networks as well as Delta-MINs were
analysed and compared by Patel [79]. This study is based on a probabilistic model
and is aimed at evaluating the throughput of the networks4.

Patel’s study is basically based on an approximation of a stage of crossbars to
a single crossbar. A justification of such an approximation can be found in [28]
(lemma 2). In this study the “probability of acceptance” is defined as the probability
that an arbitrary request will be accepted, i.e. will reach its destination.

The probability of acceptance of an M × N crossbar is given by:

PA =
N

mM
− N

mM

(
1 − m

N

)M

(2.3)

Where m is the probability that a request exists on a crossbar input.

The previously mentioned approximation allows the calculation of “mi the rate
of requests on an output line of stage i” in a MIN built of a × b crossbars, which is
given by:

mi = 1 −
(
1 − mi−1

b

)a

and m0 = m (2.4)

2.8.3 Multi-criteria MINs performance evaluation

In computer science, as well as many other scientific, economic, and industrial
fields, multi-objective decision making is frequently necessary. A multi-objective

4The term used in Patel’s paper for the “number of memory requests accepted per cycle” is band-
width not throughput.
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optimisation problem is one having more than one objective, each corresponding
to a different optimal solution. These individual optimal solutions are often con-
tradictory. Hence, no one optimal global solution exists and the solution of the
problem would be one of a number of optimal solutions [26]. More formally, in a
multi-objective optimisation problem, rather than a single optimization function,
we find a vector of such functions.

For the performance evaluation of a parallel system, selecting the metrics to
be evaluated is not an easy job [44]. This is due to the large number of factors that
must be evaluated, their importance and relative importance as well as the non
existence of standardization. This point will not be studied in this dissertation.

The majority of the work done on the performance evaluation of MINs did not
consider it as a multi-objective problem. A lot of these studies evaluated through-
put, latency, or other performance metrics as separate factors. In the following
two examples of multi-objective evaluation are presented.

In [20] Cheemalavagu and Malek studied the effect of the degree of Banyan
MINs on their performance. The throughput and delay were measured using a
packet switching strategy. After defining the throughput as the total number of
packets received during a time interval, and the average delay as the average
time taken by a packet to reach its destination, the authors used the throughput-
delay ratio as a figure of merit. This is defined as the ratio of throughput to the
average delay. The use of this ratio was explained by the importance of both
metrics, and by the fact that it gives an indication of the average number of “packets
being outputted by the network”. Simulations were used to measure throughput and
delay.

One of the applications presented in this dissertation is an improved study of
the effect of the degree of a MIN on its performance.The methodology proposed
here validates the results obtained by Cheemalavagu and Malek and enables the
use of more than the two performance metrics they proposed for higher degree
networks. This possibility of evaluating more than two metrics needs a more
formal evaluation than a simple use of a ratio. This is considered in our proposed
methodology. Cheemalavagu and Malek’s paper ([20]) will be further analysed
later on.

Another example of a simulation based multi-objective approach to the per-
formance evaluation of MINs is the work of Lakamraju et al. which presented
an interconnection networks synthesis method [57]. The goal of the authors was
to be able to synthesize networks satisfying “a set of desired properties”. The tech-
nique was applied on random regular networks, which later were successively
passed through filters which discard networks that do not fulfill certain criteria.
At the end of the procedure, the output is a set of “good” networks from which one
can be chosen. The important feature of this technique is that any number of de-
sired performance factors can be considered and that it is useful “when seeking to
synthesise a network that performs well with respect to multiple performance measures”.

The technique is based on the specification of the performance measures of
interest and the generation of a number of random regular networks which are
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then passed through a bank of filters. “Each filter is associated with a performance
requirement. The filters identify a subset of networks which have the desired performance
with respect to the specified measures. This subset constitutes a short-list of networks
from which the designer can choose”.

The filter consists of two parts: an evaluation phase which calculates the value
of the associated performance metric, and the checking phase that compares mea-
sured values with a certain threshold. The output of one filter, which is a subset
of the input set of networks serves as the input of the next filter. “Filters are ar-
ranged sequentially one after the other in decreasing priority order of the measures they
represent”.

This filtering technique is an interesting approach for multi-objective perfor-
mance evaluation of interconnection networks. However, the mathematical non-
formalization makes it confusing to use. For example, the meaning of priority
order is an essential point that has to be defined. Also, different thresholds need
different evaluation phases and the comparison does not give a global view about
the compared networks.

2.9 Conclusion

The purpose of this chapter was to give an overview of communication systems
in parallel architectures from a theoretical and practical point of view. Some clas-
sifications as well as some practical multiprocessor architectures were presented.
A survey of interconnection networks for multiprocessor systems was also pre-
sented. The chapter included a review of research into the evaluation of the per-
formance of interconnection networks.

In fact, to our knowledge, no efficient formal study of multiple criteria MINs
performance evaluation exists. In the following chapter we present a multiple
criteria simulation based performance evaluation and comparison methodology
for MINs based on the definition of a distance function as a figure of merit.



Chapter 3

Multi-criteria evaluation and
comparison methodology of
interconnection networks

3.1 Introduction

A fair performance evaluation of MINs needs to take multiple metrics into ac-
count simultaneously. As far as we know, the performance evaluation of MINs
has seldom been dealt with as a multiple criteria problem. The few existing ex-
amples either need more formalisation or the capacity to deal with more than two
metrics at a time. In this chapter, the MIN performance evaluation and compar-
ison problem is presented as a multiple-criteria decision making problem. The
proposed solution to this problem is a distance function called UPF. This func-
tion can be used either for the proposition of a group of optimal solutions or
to compare different networks with respect to their distance functions or UPFs.
The chapter starts with a presentation of the interconnection network evaluation
problem and gives a general idea of the multiple-objective decision making prob-
lem followed by a discussion of the possibility of application of this latter in order
to solve the former.

The proposed methodology is simulation based. Thus, the simulation tool is
presented as well as the considered simplifying assumptions. The performance
metrics selected as examples for the evaluation of tested MINs are then defined
before the conclusion of the chapter.

3.2 The interconnection network evaluation problem

As stated before, the evaluation and comparison of interconnection networks are
not an easy job. A fair evaluation needs to take into account all hardware and
software factors having an effect on performance. While the software environ-
ment (OS and running application) is an essential factor for this comparison, the

37
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main interest of this dissertation is the hardware related evaluation. In fact, “even
for a fixed application domain and a fixed operating environment, selecting the best net-
work may be difficult because many cost and performance metrics could be used” [62].
However, the performance evaluation can never be totally isolated from software
issues and obtained results are related to the communication patterns routed on
the network.

The performance of an interconnection network is often characterized by the
latency, universality, fault tolerance, partitioning ability, permuting ability, con-
trol complexity, and cost and hardware complexity of the network and its com-
ponents, throughput, scalability, dimensions, weight, power consumption, the
length of buffers and delays for buffered networks, reliability, transmission time,
link bandwidth, topology regularity, etc. [28, 42, 53, 55, 62, 78]. Some of these
metrics will be defined later.

This dissertation studies the interconnection network performance problem
stated as follows: For a certain environment, running a specific application, how
can a number of MIN architectures be compared with respect to a number of
performance metrics simultaneously.

In order to answer this question the problem is studied as a multiple criteria
decision making (MCDM) issue.

3.3 The MCDM problem

Real world decision making problems are seldom single-objective and multiple
objectives are often conflicting. One very famous example is the contradiction
between performance and cost for almost all engineering systems, including par-
allel communication systems and networks. It is known that more powerful net-
works are more complex and thus more expensive. Thus, when multiple objec-
tives are considered, improving one objective, the performance for example, leads
to lawering of quality in the others, the increase of cost for example.

An MCDM problem refers to making decisions considering multiple, usually
conflicting criteria. The output of an MCDM problem can be used to chose a
solution from a number of feasible solutions, classify a number of solutions, or
sort a number of solutions according to a certain order.

While single-objective decision making problems are often easily modeled
and solved, MCDM problems suffer from a number of difficulties. Croce et al.’s
paper is an important study of these difficulties [27].

The main difficulty with MCDM problems is the absence of an “objective defini-
tion of optimal solution” because of the conflicting optimal solutions from different
criteria. In order to solve this problem, many techniques have been proposed.
All these techniques consist of transforming the MCDM problem into a single-
criterion one. In other words, the solution consists of finding a single value rep-
resenting each single solution. While it is not always easy to find such a function,
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distance functions are usually used when an ideal value is known, and when the
aime is to chose the most most convenient solution.

For a classification application, a distance function is useful to measure how
close a tested system is to a certain class representation. For an optimization
problem, a distance function serves as a measure of how close a solution is to a
certain optimal one.

The following is the definition of a distance function.

Definition 13. A function d(p, q) ∈ R+∗ is called a distance function between two points
p and q if it satisfies the following conditions:

• d(p, q) ≥ 0;

• d(p, q) = d(q, p);

• d(p, r) ≤ d(p, q) + d(q, r).

One particularly important distance is the Minkowski distance, it is given for
an n dimensions vector space by the following equation:

d(p, q) = λ

√√√√ n∑
j=1

|pj − qj|λ (3.1)

When λ = 1 the distance is called Manhattan distance, and when λ = 2 it is
called Euclidean distance.

As the goals of an MCDM problem are often in contradiction, the definition
of a function representing its whole state space can not give one best solution. In
other words, no one optimal solution exits and a whole trade-off of solutions is
given as a function of considered parameters. As a result the MCDM problem can
be treated as a multi-objective optimization problem for which a solution “is more
of a concept than a definition” [65]. Still, the last decision from the set of optimal
solutions is a subjective choice. The following is basically a summary from [65].

Definition 14. A multi-objective optimization problem is defined by:

Min/Max(f(x) = [f1(x), f2(x), . . . , fk(x)])

subject to:
gj(x); j = 1, 2, . . . , m

where k is the number of objective functions fi(x) to be minimized or maximized, m
is the number of constraints and x a vector of design variables.

For a multi-objective optimization problem, one approach to defining the set
of optimal solutions is Pareto optimality. A set of such optimal solutions is called
the Pareto optimal, which is theoretically an infinite set of solutions. A Pareto
optimal solution is defined as follows.
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Definition 15. A solution x∗ ∈ X , where X is the states space, is Pareto optimal iff there
does not exist another point x ∈ X such that fi(x) ≤ fi(x

∗), with strict inequality for at
least one index.

In the following section, the MCDM and the multi-objective optimization will
be applied to the problem of evaluating and comparing MINs.

3.4 Treating the problem of performance evaluation
of MINs as an MCDM problem

First, the motivation behind the proposition of a methodology for the evaluation
of MINs is presented and then a distance function called the Universal Perfor-
mance Factor (UPF) is defined and its suitability for the performance evaluation
of MINs is studied.

3.4.1 Motivation

The proposed methodology aims to introduce a mathematical function regroup-
ing a number of performance metrics in order to compare MINs. The number as
well as the choice of the metric is supposed to be a conceptual decision, i.e. before
the use of the function, evaluated factors are chosen.

The proposed function tries to answer the following question: given a number
of MINs with different architectural characteristics, how can they be compared
with respect to a number of different performance metrics?

After defining the evaluation function it can be utilized in two ways: simply
as a distance function used to compare different MINs, or as an optimization
function aimed at defining a set of Pareto optimal networks.

3.4.2 The Universal Performance Factor

In this section, the proposed methodology used to combine a number of perfor-
mance factors in order to get a universal performance factor is explained.

In order to define the UPF, let us suppose that the factors to be evaluated
as well as the importance attended to them are a part of the designing pro-
cess (i.e. the performance factors to be evaluated are chosen). In general, per-
formance evaluation factors can be divided into two major groups: factors to
be maximized and factors to be minimized. We call the group of factors to
be maximized pmax = {pmax

1 , pmax
2 , . . . , pmax

k } and the factors to be minimized
pmin = {pmin

1 , pmin
2 , . . . , pmin

l }, where k is the number of factors to be maximized
and l is the number of factors to be minimized.

The beginning of this study of the universal factor will concentrate on factors
to be minimized only. The definition will be generalized later for the case where
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the two types of factors are involved. For a group pmin of performance metrics,
the universal performance factor is defined by the Euclidean distance of the per-
formance projection value into an n dimensions vector space, where dimensions
represent different performance factors.

Definition 16. Given a MIN and a groups of performance factors pmin. The universal
performance factor (UPF) can be broadly defined by:

UPF =

√√√√ l∑
i=1

(pmin
i )2 (3.2)

Definition 17. Given two networks µ1 and µ2 and their UPFs, UPF1 and UPF2 respec-
tively. We say that µ1 is more powerful than µ2 if UPF1 < UPF2.

By this definition, the MINs multi-criteria performance evaluation and com-
parison is transformed into the evaluation of a unique function, for which the
parameter of comparison is the distance between the value of the UPF and an
ideal (non-realistic) network, for which the UPF value is equal to 0. In order to
clarify the idea behind this definition consider an example concerning the per-
formance evaluation of two MINsusing two performance factors p′ and p′′. We
assume that these two factors are both to be minimized. Figure 3.1 presents in
two dimensional space the performance of the two MINs µ1 and µ2. Let p1′(resp.
p2′) and p1′′(resp. p2′′) be the calculated values of these factors for µ1(resp. µ2).
From Figure 3.1 one can notice that µ1 is more powerful than µ2 as µ1 gives smaller
values than those of µ2. Note that the UPF is the length of the vector having for
coordinates (p′i, p

′′
i ). One can notice that the smaller the value for UPF, the better

the network performance.

p’

p"

p1’ p2’

p1"

p2"

UPF1

UPF2

Figure 3.1: An example of the use of the UPF factor.

Usually different parameters have different types of measures and scaling. In
order to solve this problem, values can be normalized to a certain value, this may
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be the average value, or the maximum value for each factor. The normalization
procedure using the maximum value provides the possibility of giving all factors
the same importance, and thus of being able to compare different scaling metrics.
The equation 3.2 can be replaced by the following equation:

UPF =

√√√√ l∑
i=1

(
pmin

i

MAX(pmin
i )

)2

(3.3)

Equation 3.3 can be further improved by including the importance aspect of
each factor in the design process of a MIN. This can be done by multiplying each
term by a factor called the weight (w). The weight wi expresses the importance of
the performance parameter pi. This leads to the following equation.

UPF =

√√√√ l∑
i=1

(
pmin

i

MAX(pmin
i )

)2

wi (3.4)

Now, the UPF formula (equation 3.4) will be generalized to the case where
both factors to be maximized and factors to be minimized are to be evaluated
simultaneously. To introduce this aspect it is a good idea to note that normalizing
the performance factors using the maximum value permits us to consider the
maximizing of a factor as being equivalent to the minimizing of 1 − pmax

MAX(pmax)
.

This leads to the following final formula for the UPF:

UPF =

√√√√√ l∑
i=1

(
pmin

i

MAX(pmin
i )

)2

wi +
k∑

j=1

(
1 − pmax

j

MAX(pmax
j )

)2

wj (3.5)

Two conditions have to be considered in order to use the UPF as a performance
factor. First, it is assumed that MAX(p) �= 0. Second, the measured factors are
assumed to be inter-independent.

Defining the UPF, measurable metrics that it can take in account have to be
evaluated. The evaluation of these factors is done by the simulation of the net-
works and the routing of certain communication patterns. The simulation tool is
presented in the following section.

3.5 The simulation tool

Considering the complexity of a detailed mathematical model of a general pur-
pose multiprocessor architecture for a multi-criteria evaluation and comparison,
the impossibility of the construction of a general purpose mathematical model of
a generic MIN, as well as our initial purpose of concentrating on the functionality
of the MIN isolated from any other software or hardware factors, a simulation
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technique was privileged. Even if such a testing technique is not perfectly accu-
rate, it remains a very useful tool especially for our purpose of comparing MINs
functioning in same contexts.

While in a statistical simulation [72], information about the application run-
ning on the tested machine is collected by a detailed simulation to be used later in
the testing phase, the use of a similar technique based on the utilization of special
well known and defined frequently used workloads presented as permutations
was preferred. Also, rather than using benchmarks for which testing and simu-
lation will give results applicable only to similar programs [72], real permutation
workloads that are met frequently in real word parallel computations are used.
Therefore, we will call our simulation tool a semi-statistical simulator.

3.5.1 The Multidimensional Queue Management (MQM) simu-
lation approach

We give here some essential definitions related to simulation and simulators [31].
Generally, simulators can be discrete or continuous. Input variable values in the
discrete systems can be changed only in discrete intervals, while in the continuous
systems, these values can be changed at any time. In addition, a simulator is
dynamic if the input variable values can be changed during the simulation and
static if these values cannot be changed. Finally, the simulation is random if at
least one of the input variables is random. Otherwise, it is deterministic.

The simulator used is a discrete static one used to simulate message circulation
on MINs. The general block diagram of the simulator is given in figure 3.2. We
explain here the most important elements of this block diagram.

Besides the definition of the architecture, the simulator takes as inputs: N the
network size, r its degree, the switching strategy (circuit or packet), and a number
representing the message generation mode. Two generation modes are available:
Manual mode, in which the number of messages to be routed is entered before
the sources and destinations of these messages. Inputs in the automatic mode
are the message workload that represents the number of processors generating
messages during each cycle and the number of times (cycles) the simulation will
be tried. When this latter mode is chosen, a communication pattern, such as one
of the frequently used permutations defined by Lenfant [60] is tested.

The simulator gives as outputs three tables: the passed messages table, the
conflicts table, and the non-reroutable conflicts table. Each of these three tables
contains the corresponding information of each SE in the network. For example,
for an MCRB(64,2) network, three 64× 6 tables will be constructed. Each element
in the passed messages table represents the number of messages passed by the
corresponding SE. The Conflict table’s elements are the numbers of conflicts pro-
duced by the different SEs, and finally, the number of conflicts that SEs could not
reroute is presented by the non-reroutable conflicts table. This last table is used
with networks possessing rerouting strategies to solve conflict situations.
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Figure 3.2: The simulator block diagram
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Given the input information, the simulator constructs the network, which,
naturally, is a table of SEs and a table of connections between them.

A SE is an object in the sense of the software definition of the term, which
normally has two tables of messages of size 1 × r. Each element of a table corre-
sponds to a link between a switching element and a switching element existing
in the previous or in the next stage.

A relation between the two tables can be defined. In our study the SE cases
examined are crossbars, however, other relations can be defined. A place in an
output table must be empty in order to be occupied by a message. The case where
a message tends to occupy a previously occupied place is called a conflict case. If
the network has a rerouting technique and the messages correspond to its condi-
tions, the rerouting algorithm will be applied. If not, one of the messages will be
destroyed.

Note that tables can be easily modified into buffers in order to study buffered
multistage interconnection networks performance. Only unbuffered networks
are studied in this dissertation.

After constructing a table of switching elements, a table of connections must
be constructed. This table is the numerical representation of the network’s topol-
ogy. The connection procedure consists of linking up output buffers with input
buffers in the next stage, in other words, creating a table of switching element
positions in the stage i + 1 linked to switching elements in stage i. This table is
used to guide the message to the right switching element in the next stage.

A message is defined, mainly, by its source and destination. In our simulation
technique, a message is an object which, using the definitions of the simulated
interconnection network, calculates its control sequence.

Here, the engine of the simulator is defined. According to the message gener-
ation mode, the simulator creates the messages and puts them in the correspond-
ing input buffers of the network’s input stage. The routing process consists of
transforming existing messages from input buffers to output buffers in switch-
ing elements, and from the output buffers of a stage to the input buffers in the
next stage via the connection tables. In fact, from the simulation engine point of
view, a multistage interconnection network is, a multidimensional system of in-
put buffers or queues. A first dimension will present a place in a buffer, a second
one presents the switching element in a stage, and a third dimension corresponds
to the stage number.

Because the graph that gives rise to any multistage interconnection network
lies in a space of certain dimensionality, we dub this system a multidimensional
queuing system. The management of the queues in this space defines the effi-
ciency of the corresponding network [86]. Figure 3.3 shows schematic diagram of
the MQM system.

What will happen when starting the simulation, is that the simulator will look
for messages in the input buffers of the switching elements in the network’s input
stage, starting with the first one, and continuing one by one. For a packet switch-
ing strategy, if a message is found, the simulator will try to route it. Routing a
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Figure 3.3: Multidimensional queuing system

message corresponds to puting it in the output buffer of the switching element. If
the place where it is to be outputted is empty, the message will be placed there. If
it is not, and the network has a fault tolerance strategy that can be applied to one
of the messages in conflict, this strategy will be applied and the message will be
placed in another place in the output buffers table of this switching element.

When Finished placing all possible routed messages in the output buffers of
the input stage, the simulator transfers them via the connecting table to input
buffers of the next stage and restarts the procedure. This continues until the last
stage of the network.

In the case of a circuit switching strategy, whole paths from source to destina-
tion of each message are reserved one by one.

The MQM simulation approach is used in order to compare the performance
of different size and degree MCRB and Omega networks. In order to do this,
SEs with connection tables, message structures, and control strategy for both net-
works must be defined.

The switching element in our current definition of the MCRB network and in
that of Omega network used as compared networks is a crossbar. This means that
no control strategies are to be defined for the SE, and every input buffer in a SE
has a direct connection to all output buffers. Connection tables for both networks
must reflect the networks’ topologies.

A simulated message in the MCRB network is composed of n+3 digits, where
n is the control sequence number of digits, or in other words, the number of net-
work stages. The block diagram of an MCRB network message is given in figure
3.4.

The performance of considered MINs is to be evaluated with respect to per-
mutation workloads. Analytical studies proved that the simulation of completely
random permutation is not efficient for the performance evaluation of MINs
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source destination control sequence taken path type

Figure 3.4: Block diagram of a message

[60, 7]. The following paragraph explains the simulated workload.

3.5.2 Simulated workload

Among the main characteristics of the simulated workload is its ability to repre-
sent real workload and it must be easily to be produced, reproduced and modified
[44].

It is important to note here the difference between commercial and scientific
applications. Commercial applications use large amounts of data shared among
many users or programs. This leads to a small amount of data locality which
means high level data traffic between the different system nodes. In addition,
while commercial applications usually treat strings and integers, scientific appli-
cations are employed on floating point data and use loops more frequently [51].

In order to define efficient routing algorithms for Benes networks, Lenfant
defined a certain number of permutation families used frequently in scientific
applications. He proved also that these useful permutations form a small set of
all possible permutations [60]. These permutation families were called FUB (Fre-
quently Used Bijections).

Nassimi and Sahni proposed a permutation family called Bit-Permute-
Complement (BPC) permutations [67]. This forms a general case that contains
a number of the families defined by Lenfant [68].

Definition 18. A BPC permutation [67] can be defined as a vector A =
[Ap−1, Ap−2, . . . , A0] where

1. Ai ∈ {±0,±1, . . . ,±(p − 1)}, 0 ≤ i < p

2. [|Ap−1|, |Ap−2|, . . . |A0|] is a permutation of [0, 1, . . . , p − 1]

Considering the binary representation of a source, the result of applying a BPC per-
mutation will be a number for which the binary representation is rp−1rp−2 . . . d0 and for
i = 0, 1, . . . , p − 1

d|Ai| =

{
mi if Ai ≥ 0,
mi if Ai < 0

and mi is the one’th complement of the considered bit.

For the simulation tool, random BPC permutations are to be generated with
a specific seed. This seed is useful for the reproduction of the permutations in
order to test more than one architecture with the same set of tests.
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3.5.3 Simplifying assumptions

As stated earlier, the performance evaluation of MINs need some simplifying
assumptions. The following assumptions were considered for the construction
of the simulator.

1. The uniformly distribution of the requests on memory modules.

2. The independence of memory requests. This means that in case of conflict,
only one message passes and all other messages are discarded and will not
be reissued in next interconnection cycle. It is claimed by Patel [79] that the
difference of evaluation resulting from the omission of this assumption can
be ignored.

3. Processors can generate at most one request at a time. Requests are ran-
domly generated BPCs and thus, are uniformly distributed on memory
modules.

4. A request is a generic message containing addresses of source and destina-
tion nodes. No data is contained in it.

5. The only requests considered are “read/write” requests. This means that
the only messages considered by the simulation are those leaving processors
in the direction of the memory modules. This assumption is possible as
practically all parallel systems based on MINs have two separate networks
for read/write requests and read responses.

6. Memory modules are fast enough to accept a request per cycle [61]. In other
words; Memory access time is equal to one processor read cycle time. This
allows us to concentrate on the role and performance of the interconnection
network.

7. SEs do not have buffers. Messages that can not be rerouted are destroyed.

The simulation approach as well as the simulation tool will be validated later.
The following section defines in some detail some performance factors. These
performance factors will be the evaluated factors for the test of the networks.
These metrics were chosen as in the literature they are the most often considered
when evaluating MIN performance. However, in this study, they are evaluated
simultaneously using one function.

3.6 Some selected performance factors

3.6.1 Complexity

When studying a MIN, the first evaluation to be undertaken is that of hardware
complexity. The hardware complexity of a MIN can be calculated using two
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means: the number of connection points and the number of links or wires needed
to construct the MIN. Liu [63] defines the hardware complexity of a MIN as the
maximum of the two values. The hardware complexity of a MIN in term of cross-
points is equal to the total number of crosspoints of all crossbars used to build
it. The complexity in terms of connections is the sum of the links or wires in all
stages.

Definition 19. consider a MIN of size N and degree r, that has X stages of x SEs each.
The stages are connected with Y inter-stage links. The integration complexity of the MIN
will be defined as C = max(r2Xx, Y r).

As in [21], crossbar complexity is considered as a complexity upper limit. This
is explained by the perfect passability of a crossbar: A crossbar is capable of passing
any permutation in one cycle.

Because the crossbar has the highest complexity, all MINs of complexity
higher than the crossbar are generally excluded. The crossbar network is non-
blocking as it has the capacity to connect directly any input to any output in
one cycle [18, 20, 21]. However, the construction of larger size crossbars is
very expensive in term of cost and technology. This is why less complex inter-
communication means, such as MINs, are studied.

3.6.2 Throughput

This is defined as the number of messages delivered to their destinations per unit
of time [66, 79]. Many analytical studies of MIN’s throughput can be found in
the literature [78, 79, 53, 96]. Simulation is used frequently when more realis-
tic results are needed. It allows more flexibility in network characteriZation in
order to make it possible for the network to analyse real-world and popular com-
munication patterns. In fact, in order to study the throughput of an unbuffered
network, messages leave sources en route to their destinations and in the case
of a conflict, only one message goes through and the others are discarded. The
throughput is calculated as the ratio of the number of messages having arrived
at their destinations over a certain number of trials to the number of initialized
messages.

Definition 20. In an unbuffered MIN, We define the throughput as the number of mes-
sages delivered to their destination per unit of time knowing that only one message goes
through when more than one message is assigned the same interconnection source. All
other messages are discarded. In this dissertaion throughput will be calculated as the

3.6.3 Universality

Another important performance parameter is the network’s universality, which is
defined below. The network universality analysis depends directly on the maxi-
mum number of cycles needed to route a certain number of permutations to their
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destinations. We use the same previously explained simulation to measure the
analysed MINs’ latency.

Definition 21. The universality of a MIN is defined by the number of network cycles
needed for all messages of a permutation to arrive to their destinations.

3.6.4 Permutation capability

The permutation capability of MINs has been studied in depth in the literature,
examples: [4, 96].

Permutation capability [4] refers to the MIN’s capacity to route message per-
mutations. By message permutations we mean groups of messages of which des-
tinations are permutations of all inputs.

In order to study the permutation capacity of a MIN, one might try to route a
certain number of random permutations on the network and calculate the num-
ber of cycles needed to route all message permutations to their destinations. Ana-
lytical studies [60] as well as our experience proved that routing random permu-
tations is not efficient for the permutation capability study. Therefore, frequently
used permutations [60] must be used for such an analysis. To establish this com-
parative study, a certain number of these permutations can be routed under the
assumption that the accumulated number of permutations routed per cycle can
be a comparison factor between them.

Definition 22. The permutation capability of a MIN is a factor that measures the number
of message permutations that can arrive in their totality at their destinations in a certain
number of interconnection cycles.

3.6.5 Scalability

In the literature, one can find many definitions of scalability. Many publica-
tions aime to present surveys, e.g. [25]. In fact, while it is common to rely
cost, resources capacities and performance in order to define scalability, the non-
existence of a standard definition of the performance of a parallel computer
makes it difficult to formalize a standard definition.

A general informal definition of scalability can be found in [25] where it is
defined as “the change of performance measures of a system as particular characteristics
of that system are varied”.

Some authors define scalability as the capability of adding nodes to the graph
of the network, without “drastic changes in such properties as diameter or average
node-pair distance” [57]. Small increases of size must be supported by a scalable
interconnection network. However, other authors [71] estimate such a definition
to be inaccurate as structural characteristics of different size systems are not the
same.
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More formally, the scalability of a parallel system is defined by a relation be-
tween the size of the machine on one hand, and the performance and the cost on
the other hand [46]. In other words the performance of a parallel machine must
increase with the an increase of size, and its cost must decrease with a decrease
in size. Another aspect of scalability discussed in [46] is that of compatibility, this
implies the use of the same components when some part of the system is to be
upgraded.

Hwang and Xu treated scalability from three different points of view: re-
source, application, and technology. The main focus of their paper is resource
scalability and application scalability. Resource scalability refers to the perfor-
mance improvement due to an increase in the system’s resources such as the num-
ber of processors, the size of memory, etc. In particular, size scalability is defined
as the “maximum number of processors a system can accommodate”. This is different
from scalability in machine size, classified by the authors under the application
scalability dimension. Scalability in machine size measures the improvement in
performance relative to the increase in system size.

Hwang and Xu discussed three parallel system scalability metrics. They are
based on maintaining a fixed efficiency, per-processor speed, and utilization.

After defining asymptotic speedup as the best speedup of an algorithm that
can be obtained as a function of the size only, scalability is defined in [71] as
the “fraction of the parallelism inherent in a given algorithm that can be exploited by
any machine of that architecture as a function of problem size”, This is mathemati-
cally represented as the ratio of the asymptotic speedup of the tested machine to
the speedup of an ideal EREW PRAM (Exclusive Read Exclusive Write Parallel
Random Access Machine). This leads to the following mathematical definition of
scalability:

Ψ(s) =
TI

T
(3.6)

Where TI and T are the execution times on the ideal, and tested architectures
respectively.

Royo et al. proposed user-oriented scalability evaluation methods [85]. User-
oriented scalability evaluation is more useful for the user than for the system
architect. Their methodology is based on the definition of a factor ∆F (p, m) rep-
resenting the increment of the studied scalability metric F (p) as the size of the
system increase by m × 100 times.

∆F (p, m) =
F ((1 + m)p) − F (p)

F (p)
(3.7)

And the scalability is defined by the function H(p, m):

H(p, m) =
∆F (p, m)

m
(3.8)
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Scalability is then calculated for a fixed-problem size, with time or memory
constraints.

3.7 Conclusion

In this chapter, the evaluation methodology for the performance evaluation of
MINs is presented. The problem is considered as a multiple-objective decision
making issue that can be solved either as a Pareto optimal optimization problem
or by the comparison of the value of the distance function of each value. Informa-
tion about the used simulation tool as well some example metrics were presented.

This methodology is used to compare different MINs with different architec-
tural characteristics. One of the example networks is the over-sized MIN, which
is proposed and studied in detail in the following chapter.



Chapter 4

OS Delta MINs

4.1 Introduction

The original idea behind the proposition of a new performance evaluation
methodology for MINs was the evaluation of a recent MIN proposed in [50]
called MCRB. It is proved that this network belongs to the family of improved
Delta MINs, which we introduced, i.e. over-sized Delta (OS Delta) networks. In
this chapter some improvement techniques that can be applied on Delta networks
are presented and then the over-sized Delta networks are proposed. The MCRB
network is defined as an example of an over-sized Delta network, and its char-
acteristics are presented. Finally an improved version of the MCRB network is
presented before the conclusion of the chapter.

4.2 Previous work on the improvement of Delta-
MINs

Delta MINs are very attractive networks for the communication systems of par-
allel machines. However, improvement techniques have been proposed in order
to increase the performance of the network, without sacrifying too many of its
characterizations such that of simplicity.

One example of an improvement on Delta-MINs is the rearrangeable Benes
network previously presented in chapter 2. Benes networks are considered to
be improvement on Delta-MINs as they have an architecture very close to the
improved version of Delta-MINs proposed in this dissertation, that is, OS Delta-
MINs. Some of the improvement techniques are listed below.

4.2.1 Augmentation

The term network augmentation was used by Kruskal and Snir in order to group
together two techniques used to improve the performance of a Delta network

53
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[53, 97]. These techniques are known as d-dilation [88] and d-replication [37].

A d-dilated Delta network is a Delta network as defined by Patel1 with the
links being divided in space. This can be established by replacing each single link
in the MIN by d links.

A d-replicated network is built by the superposition of d copies of the network
with the inputs and outputs of all the copies connected.

This kind of augmentation considerably improves the performance of the net-
work “without sacrificing much of its structure.” [53]. A replicated network is pre-
sented in figure4.1

0

1

2

3

4

5

6

7

0

1

2

3

4

5

6

7

Figure 4.1: A 2-replicated Delta(8,2)

4.2.2 Bufferization and Bypassing

Buffered Delta MINs have been proposed in order to solve conflict problems. SE
outputs in buffered MINs have FIFO type buffers where messages can be stored
when a conflict occurs and in the following cycle the message continues its path
to its destination. This MINs family was first analysed by Ramachandani [84].
The use of buffered SEs in interconnection networks leads to a larger bandwidth
and throughput comparable to crossbars [28], with a hardware complexity com-
parable to that of unbuffered networks.

1See chapter 2.
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Dias and Jump [28] studied the performance of buffered Delta-MINs and com-
pared it to the performance of unbuffered Delta-MINs as well as to the perfor-
mance of crossbars. It was shown that buffered networks have better perfor-
mance with respect to throughput and turn-around-time2. Note that cost, and
software and hardware complexity issues were not discussed by the authors.

Even if buffered MINs are not more complex with respect to our definition
of complexity than buffered ones, the hardware needed to build them is consid-
erably more expensive than that of unbuffered networks. On the other hand,
unbuffered switches do not suffer from time dilation due, in buffered networks
to message waiting time in case of a failing link or a conflict [80]. However, other
different techniques have to be considered in order to re-send this type of message
in unbuffered networks.

In fact, this dissertation is limited to unbuffered MINs as it proposes a com-
parison methodology among MINs, and buffers or other performance improving
factors can be considered when needed.

4.2.3 Optical MINs

Using optical MINs helps to increase the communication speed between proces-
sors and memory modules in a parallel system. However, the input and output
interfaces of optical networks are still in practice, electronic, which largely limits
their effective speed [98].

Optical MINs are similar to electronic ones in many aspects. However, opti-
cal MINs suffer from new problems that do not exist in electronic networks, for
example crosstalk and path-dependent loss [75].

The Cray C90 can be cited as an example of a computer using an optical com-
munication system [104].

Note that in order to further improve their performance, modern optical MINs
can be dilated in order to resolve problems such as crosstalk [74].

4.3 The OS Delta-MIN architecture

In this section we propose a new Delta-MIN improvement technique, called over
sizing. The definition of an over-sized network is given and its characteristics are
studied using an example from this family called the MCRB network.

2Turn-around-time is defined in [28] as the “average time interval between the time a packet is
placed in a buffer at a network input link and the time at which it is placed in a buffer at a network output
link.”
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4.3.1 The OS Delta-MIN topology

There are two main differences between Delta networks and over-sized Delta-
MINs. First, SEs of the first stage in the former are 1 × r and those at the former
are r × 1 switches. The other difference is that an OS Delta is composed of more
than one copy of a Delta network connected together with a linking stage having
the Delta property. Here is a formal definition of the OS Delta-MIN.

Definition 23. We call an over-sized MIN of size N a Banyan Delta MIN composed
of more than one copy of a Delta MIN gathered together by an interconnection stage
having the Delta property. Furthermore, SEs in the input and output stages are both
demultiplexers and multiplexers.

Figure 4.2 shows an OS Delta(8,2) network. While the resulting architecture
is still a Banyan Delta network, it offers a more appropriate distribution of the
workload on the SEs of the network than a simple Delta-MIN. However, this ar-
chitecture is more complex than that of a simple Delta-MIN, and the question
that must be answered is whether the trade-off between complexity and perfor-
mance is acceptable, in other words, does the performance of the OS Delta-MIN
compensate for this increase in complexity.

the comparison between this figure and figure 4.1 gives an idea of the simili-
tude of the two networks.

4.3.2 The MCRB-MIN: an example of an OS Delta-MIN

The MCRB network was initially proposed by Kechadi. For complexity reasons
that will be discussed later, the definition given here of the network is somewhat
different to the one given by Kechadi. Nevertheless, significant part of the follow-
ing is a summary of [50]. After the architectural definition of the MCRB network,
it will be proved that it is an OS Delta network. Then its characteristics will briefly
introduced.

The architecture of the MCRB-MIN

The MCRB-MIN is a multistage dynamic implementation based on the static
chordal ring architecture. In the following, the architecture of the MCRB network
is defined.

Informally, a chordal ring is defined as an augmented ring with “shortcut”
links between certain nodes [5]. Chordal rings were graphically proposed by
Coxter [23] and first proposed as an interconnection network by Arden and Lee
[8] who defined a chordal ring to be a ring graph of degree 3, i.e. each node is
connected to only one node other than the two nearest neighbours. Chordal rings
of degree 3 and higher have been studied in, among others, [52, 12, 11, 9, 105, 77].

A formal definition of bidirectional chordal rings can be found in [52]:
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Figure 4.2: The scheme of the OS Delta(8,2)



58 CHAPTER 4. OS DELTA MINS

Definition 24. Given a ring G = (V, E), where E = {(vi, v(i+1)mod n|i = 0, 1, . . . , n −
1)}, and V = {v0, . . . , vn−1}, and given a set I ⊆ {2, . . . , n − 2}, a chordal ring
C = (V, E ′, I) is an undirected graph with E ′ = E∪ Ê, where Ê = {(vi, v(i+j)mod n)|i =

0, . . . , n − 1, j ∈ I}. The edges in Ê are called chords. For reasons of compatibility with
the definitions of MINs given previously and that will be given later, we have |V | = N
and the degree of the graph, i.e. the number of edges connected to each node r.

It can be simply noted that the mesh used in the ILLIAC IV parallel computer
can be considered as a special case of the chordal ring.

In a symmetric chordal ring, that is, a chordal ring of which each vertice has
the same number of edges, elements of Ê may represent the distances of nodes
between which a shortcut exists, i.e. each edge vi connects every pair of nodes
that are at distance vi.

In the case of a complete chordal ring, i.e. a ring for which N = rn, the ring
is divided into rn−1 groups of r nodes each, and n is defined as the number of
dimensions in the graph.

The “goodness” of the chordal ring leads to the definition of its multistage
implementation.

Let d(x, y) be the distance along the shortest path and let δk(x, y)0≤k≤n be the
number of chords of type ck included in the shortest path, then the distance be-
tween nodes x and y can be defined as d(x, y) = δ0 + δ1 + . . . + δn. This means
that at most n chords are needed to transform a message from the source x to the
destination y.

Note that on chordal ring networks, the chords along the shortest path can
be traversed in any order. If the chords are crossed in a certain order, such as
descending order, the resulting path is called a standard path. The mathematical
representation of the standard path, which consists of a certain number of digits,
is called control sequence.

Lemma 1. The defined routing sequence for a chordal ring network specifies a unique
path between two nodes

Proof. There is a unique representation of a certain base r of the distance d(x, y)
between two nodes.

Proposition 1. A chordal ring network with an r based control sequence is a Banyan
network.

Proof. This is a direct consequence of lemma 1

Proposition 2. For any two nodes, x and y of a chordal ring network, there exists a
unique standard routing sequence α = δn . . . δ0, where 0 ≤ δi ≤ r − 1 and the number
δn . . . δ0 is exactly the distance between x and y expresse in the degree of the network r.

We will call this control sequence an r based control sequence, denoted as d(x, y)r =
δnδn−1 . . . δ1δ0, where δi is the number of chords along the i-dimension of the path.
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Proof. This is also a direct consequence of lemma 1.

As stated above, a multistage interconnection network consists of a number
of stages, a number of SEs per stage, a connectivity relation between stages, and
a routing algorithm. The chordal ring based multistage implementation is given
in the following.

Definition 25. Let N be the number of input/output nodes labelled from 0 to N − 1 in a
MIN. A chordal ring based multistage interconnection network, called a Multidimen-
sional Chordal Ring Based network and denoted MCRB(N,r), has n stages, defined
such that for any stage Si, 0 ≤ i ≤ n, Si implements all paths defined only along the
i-type dimension of a chordal ring network of size N and degree r.

Structures of MINs are usually influenced by the choice of the routing strate-
gies. Note that the MCRB(N,r) obtained using different configurations of stages
are equivalent. After fixing the position of each stage Sk, the different i-dimension
chords are traversed in the same order as the network stages. The proposed
MCRB network is based on the standard routing defined above. Without loss
of generality, the stages are implemented in descending order.

Proposition 3. An MCRB(rn, r) network is a MIN built of r × r SEs and contains
n stages of rn (SEs) each. Let SEij be the switching element j of the stage i of the
MCRB(rn, r), then SEij is connected to SEi−1,kd

such that kd = (j + d ri) mod N ,
for 0 ≤ i ≤ N − 1, 1 ≤ j ≤ r − 1, and 0 ≤ d ≤ r − 1.

Proof. The SEs of the MCRB network correspond to the nodes of the chordal
ring network. Since the MCRB(rn, r) network conforms to the standard routing of
the proposition 2, the stage n − 1 implements the dimension n − 1, the next stage
implements the dimension n−2, and so on. The SE i of stage n−1 is connected to
SE j = (i+δn−1r

n−1) of stage n−2. This corresponds to the same connectivity of a
chordal ring as defined above. The shortest path is defined by an r based control
sequence. The mapping of the dimensions defined in the chordal ring network
onto stage defines the new MCRB-MIN.

As an example, the configuration of the MCRB(8, 2) is shown in Figure 4.3.

MCRB networks can be seen as a special case of Delta networks built by re-
placing every switch in the Delta network with r switches of the same size. We
will now explain the procedure of obtaining the corresponding Delta network of
an MCRB network.

Proposition 4. Let µ(N, r) be an MCRB network of size N and degree r. In order to
derive the corresponding Delta network, switches of distance r in µ must be regrouped in
order to form a Delta(N,r) network. Moreover, the r corresponding Delta networks can
be connected by a last stage. The overall resulting network is a Delta network.

Proof. The proof will be discussed in two steps: we prove in step one that
the topology of the first n − 1 stages of an MCRB network is equivalent to the
topology of r Delta networks. In the second step we prove that relaying the r
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Figure 4.3: MCRB(8, 2) Network

delta networks with a stage having the topology of stage 0 of an MCRB network
results in a Delta network of size N and degree r. Figure 4.4 shows the links of
the first four switches on all stages of an MCRB(64,4). Note that, except for the
last stage, only one link can replace all r links connecting indexes of the same
distances. In other words, only one link and one switch of size 4 are necessary to
link outputs 0,1,2,3 of stage 2 to inputs 0,1,2,3 of stage 1, another link and another
switch to link the same output to inputs 16,17,18,19. Similar for inputs 32 to 35
and 48 to 51. This gives the schematic of figure 4.5.

Step 1. From proposition 3 we see that a switch j in a stage i is connected
to switches of which indexes are j + dri in stage i + 1. In other words we can
say that switch x in stage i is connected to switches of which the indexes are of
a difference equal to multiplications of ri; i > 0 which yields indexes having the
same digits to the base r and so corresponding to definition 9.

Step 2. As the MCRB network is divided into r identical Delta networks, it is
clear that if a switch in the last stage receives a link from an output of index i, all
the other inputs will receive links from outputs of index i.

Applying this procedure to the MCRB(8,2) shown on figure 4.3 gives the
equivalent Delta network of figure 4.2.

Definition 26. In [86] two MINs are defined to be equivalent if and only if they can
realise the same permutations by adding a wired permutation stage to one of them.

Proposition 5. Every over-sized Delta MIN has an MCRB equivalent network.

Proof. As every MCRB network is composed of r Delta networks and a Delta
linking stage, we can say: For all values of N and r for which r is a power of 2 and
logr N = n, ∃ ∆(N/r, r)&∆s where ∆s is a linking stage having the Delta property,
which can be combined as an MCRB network.
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Figure 4.4: A schematic of links in an MCRB(64,4)
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Characteristics of the MCRB-MIN

Kechadi studied the routing characteristics of the MCRB-MIN in [50]. In this
paper, the existence of conflict free routing conditions was proved. For a set of
concurrent requests R = {(Ai, Bi)|0 ≤ i ≤ N − 1} with Ai the set of sources and
Bi the set of destinations the following conditions were given and proved for a
conflict free routing in R, assuming that each source can issue at most one request.

d(Ai, Aj) �= ((di
n−1 − dj

n−1)r
n−1 + . . . + (di

k+1 − dj
k+1)r

k+1)mod N (4.1)

d(Bi, Bj) �= ((di
k−1 − dj

k−1)r
k−1 + . . . + (di

0 − dj
0))mod N (4.2)

di
K = dj

k, ∀k ∈ {0, 1, . . . , n − 1} (4.3)
di

K �= dj
k, ∀k ∈ {0, 1, . . . , n − 1} (4.4)

gcd(d(Ai, Aj), r) = 1 (4.5)

Further more, it is proved that the MCRB-MIN is capable of implementing
linear skewing schemes. Conditions for such an implementations can be found
in [50].

In the following two sections, two interesting special cases of the MCRB net-
work are presented. The first one is the MCRB(r2, r) which is proved to be more
complex than an identical size crossbar, and the AMCRB, which is a non-Banyan
network corresponding to the initial definition of the MCRB network proposed
by Kechadi.

4.4 The MCRB(r2, r)

While networks MCRB(r2, r) are more complex than the crossbar and thus are
not the subject of this dissertation, they deserve to be mentioned as they provide
some interesting characteristics.

These networks, of which the size is a square of the degree, such as
MCRB(16,4), MCRB(9,3), etc., seem to be interesting as they are non-blocking.
They can route all possible permutations without any conflict. Figure 4.6 shows
an MCRB(9,3).

In fact, as shown in figure 4.6, all MCRBs of a size which is a square of the
degree have 2 linking stages and 3 SEs stages. As the considered workload is
composed of permutations, no conflicts will occur on the first SEs stage, because
each processor sends only one request at each cycle. In addition, no memory
conflicts can occur, and finally as each SE of the last stage is a demultiplexer and
is connected to only one destination node, no conflicts can occur at the stage just
before it. This means that no conflicts can occur on the three SE stages of these
kinds of networks and also that they are non-blocking.
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Figure 4.6: The topology of an MCRB(9,3)

4.5 AMCRB (Augmented MCRB)

The following definition of the AMCRB-MIN corresponds to the initial definition
of the MCRB-MIN given by Kechadi in [50]. As indicated above, for complex-
ity reasons that will be presented later, the definition of the MCRB network in
this dissertation is somewhat different from this definition. However, Kechadi’s
definition is still a good choice for the performance improvement of the network
and can be considered as an augmentation technique. This is why the network
defined in [50] is called Augmented MCRB (AMCRB).

The AMCRB network consists of two superposed networks, an MCRB-MIN
and its r-complement, which is equivalent to the MCRB-MIN. In fact, the super-
position of the networks results in a non-Banyan network that is more complex
than the MCRB-MIN. However, the AMCRB-MIN can implement rerouting algo-
rithms for the resolution of a conflict or a non availability of a link. Figure 4.7
presents the topology of an AMCRB(16,2). Here are the propositions and defini-
tions necessary for the implementation of this network.

Proposition 6. For any two nodes x and y in a chordal ring network with bidirectional
links, there are two standard routing sequences α and α, its r-complement defining two
distinct routing paths between x and y.

Proof. y = (x − d(x, y))mod N can be written as x = (y + d′(x, y))mod N .
d′(x, y) = −d(x, y), which is the complement of d(x, y) and can be represented by
r-complement of d(x, y).

The previously defined standard routing strategy uses the shortest path to
transmit a message from a source to a destination. The path as it is defined, spec-
ifies the number of links of each dimension. In a chordal ring network the links
of the shortest path can be traversed in any order. However, the standard routing
defined in proposition 2 fixes the order in which the links of different dimensions
are traversed.
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Figure 4.7: The topology of the AMCRB(16,2)

Routing a message from a source to a destination in an MRCB-MIN consists
of performing at any stage k the label k of the next SE of the stage k − 1. If the
routing sequence is d(x, y)r = δnδn−1 . . . δ1δ0, then the label ik−1 of the next SE is
ik−1 = (ik + δk−1)mod N . This can be done locally at every SE. However, in the
case of a conflict in an AMCRB-MIN, this routing algorithm can be improved by
rerouting the conflicting messages. A rerouting policy for a standard routing is
described in the following.

Definition 27. Two control sequences α(a, b) and β(c, d) are said to be equivalent iff
a = c and b = d.

Theorem 1. Given an AMCRB-MIN, a control sequence α and its r-complement α are
equivalent.

Proof. Follows directly from proposition 2.

Theorem 2. Given an AMCRB(N,r), and a message with a routing sequence α(x, y)
that presents a conflict at a switching element SEij. If d(SEi−1j , y �= 0 and δi < r − 1
then the new rerouting sequence from SEij to y will be (δi + 1)α(SEi−1j, y).

Proof.Assume that the control sequence α(x, y) = (δn−1 . . . δi+1δi . . . δ0)r. If a
conflict occurs in the SEij of stage i, then the remaining digits of the control se-
quence, δi . . . δ0 will be replaced by δ′i . . . δ

′0 such that the two control sequences
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are equivalent. The first (n− i) digits are the same, this implies that δir
i . . . δ0 and

δ′iri . . . δ′0 have to be equivalent. From theorem 1 one can conclude that the new
control sequence is the r-complement of the first one. As the AMCRB-MIN con-
sists of two complemented networks, the remaining links can be selected on the
complement network according to the new control sequence.

The following example shows how this rerouting algorithm solves conflicts
that can occur at intermediate stages of an AMCRB-MIN. Consider an AM-
CRB(27,3), and two messages to be routed. The first message is issued from node
0 to node 14 and the second is from node 9 to node 13. Using the standard rout-
ing, the two messages will be routed as follows: the distance between the nodes
0 and 14 is d(0, 14) = 1123 and that between nodes 9 and 13 is d(9, 13) = 0113. The
corresponding paths are represented by solid lines in figure 4.8. Due to a conflict
occurring at SE9,1, one of the two messages needs to be rerouted. Supposing that
the first message is chosen to be rerouted, the link represented by d1 = 1 is re-
placed by d1 = 2 and d0 is replaced by its 3-complement which is d0=1 as shown
in figure 4.8.

0 2 4 6 8 10 12 14 16 18 20 22 24 26

0 2 4 6 8 10 12 14 16 18 20 22 24 26

Stage 2

Stage 1

Stage 0

Link Conflict Rerouting link

Figure 4.8: Rerouting in the AMCRB network

Finally, it is important to indicate a special case of the AMCRB network, rec-
ognized and studied in special contexts: the data manipulator.

Proposition 7. The topology of the Data manipulator defined in [33] is a special case of
the AMCRB-MIN.

Proof: follows directly from the two definitions of the networks and r = 2.
Feng’s network is a centralized controlled network used to implement data ma-
nipulating functions. This explains its pretended low complexity. In the case of
the AMCRB, crossbars are used in a distributed controlled MIN used as an align-
ment network.



4.6. CONCLUSION 67

4.6 Conclusion

In this chapter, an improvement technique for Delta-MINs, called over-sizing was
introduced. Improvement techniques are used in order to apply simple modifi-
cations to Delta networks so that increased performance can be achieved without
much loss in the architectural and algorithmic simplicity of Delta-MINs. Some
previous techniques were presented and then the over sizing technique was in-
troduced. The MCRB network, an over-sized Delta-MIN, as well as it character-
istics were presented and a non-Banyan version of it, the AMCRB was defined
before the conclusion.

In the last two sections, an evaluation and comparison methodology for MINs
performance and a new improved Delta family were proposed. In the next sec-
tion, the methodology will be applied to this new family which will be compared
to Omega network, a well know Delta network.
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Chapter 5

Performance evaluation results

5.1 Introduction

In this section we evaluate and compare the two MINs, i.e. the MCRB and Omega
networks using the previously defined performance factors.

Three different evaluations are presented, one general, i.e. a simple evalua-
tion of the networks with respect to the considered metrics, followed by a study
of the effect of the degree of a MIN on its performance and finally a study of the
scalability of MINs. In the first study, the two ways of using the UPF are con-
sidered, i.e. its use as a distance function for the comparison of networks and its
use to define a group of Pareto optimal solutions. For the other two comparisons,
only the comparison of UPFs as distance functions is used, because in these cases
a real comparison is required in order to find the best network among different
solutions, rather than a group of optimal solutions.

5.2 Mathematical validation of the simulator results

In this section the effectiveness of the proposed simulation approach is validated.
Patel’s formula and its approximation found by Kruskal and Snir for the accep-
tance probability are presented. These formulas are used in order to validate the
effectiveness of the simulation approach, so as to be sure of the results obtained
from the simulator.

In his definition and study of Delta networks [78, 79], Patel defines crossbars
which are the SEs used in these networks. He then defines the acceptance probabil-
ity PA as the “probability that an arbitrary request will be accepted”. In other words,
the probability that a request arrives at its destination. To calculate this prob-
ability, Patel calculates the simultaneous bank conflict probability of a crossbar,
and then approximates the behaviour of a stage of crossbars to the behaviour of
a single crossbar.

69
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His calculations give for an M × N crossbar, with a probability of request
generation at its inputs equal to m:

PA =
N

mM
− N

mM

(
1 − m

M

)M

(5.1)

Using equation 5.1, one can calculate the acceptance probability at each stage
in the network, and then calculate the throughput of the one size buffer SE net-
work. The acceptance probability of the final stage is then divided by what we call
the message generation load or the workload, which is the number of processors
generating messages per cycle.

Kruskal and Snir [53] presented an asymptotic analysis of the performance of
unbuffered Banyan networks, and they found an approximation based on Patel’s
formula for calculating the acceptance probability of a network, this formula is:

PA =
2k

(k − 1)m + 2k
p

(5.2)

where k is the degree of the crossbar, m is the stage number for which we
calculate acceptance probability, and p is the message generation probability.

In fact, the random and uniform distribution of source and destination node
message generating allows us to use Patel’s formula [78] presented in equation
5.1 to calculate the throughput of the network. This formula gives the probability
that a message existing on an input of a crossbar, or, by approximation, at a stage
in the network, can pass the stage without a conflict. So, to calculate the proba-
bility of having a message on an output of a crossbar, the result given by Patel’s
formula must be multiplied by M

N
, where the crossbar is an M ×N crossbar. Then

this result must be calculated considering the input probability of the stage. This
leads to:

pi
s =

⎡
⎣ N

pi−1
s × M

− N

pi−1
s × M

(
1 − pi−1

s

N

)M
⎤
⎦× pi−1

s × M

N

where pi
s is the probability of having a message on an output of one of the SEs

in stage i.

Using this result and by dividing the probability of having a message on the
output of the last stage by the message generation load we can find the through-
put of the network.

Usually, performance measures for MINs are driven by the following types of
requests [3] that an interconnection network may carry out.

• one-to-one request type where a source node sends a message to a
specific destination node.
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• Permutation request type where each active destination node is as-
signed to one and only one active source node.

• Broadcast request typewhere a source node sends the same message
to more than one destination.

• many-to-one request type where more than one source node send re-
quests to the same destination node.

Of these four request types, the above probability acceptance formulas can be
applied on the many-to-one request type, and the permutation request type.

The only difference that we found when the destinations are groups of per-
mutations is that, in an MCRB network, no conflict occurs in the last two stages
of SEs. In addition:

pl
s = pl−2

s × n (5.3)

Where l represents the last stage of the network. While in an Omega network,
no conflict can occur only on the last stage of the SEs, and

pl
s = pl−1

s (5.4)

Some examples of comparison of analytical and simulation results for MCRB
and Omega networks for the many-to-one request and the permutation request
types and for different input workloads (the far right columns of the tables), are
shown on tables 5.1 and 5.2. Patel’s formula was used in order to calculate the
MCRB networks’ throughputs, and Kruskal and Snir’s formula to calculate the
Omega networks’ throughput. This is because Kruskal and Snir’s formula can be
easily applied to the Omega network case as it is a square network.

Tables 5.1 and 5.2 show that the proposed simulation approach gives good re-
sults. We observe that simulation results depend little upon workload and hence
provide realistic assessment. The difference between calculated and simulated
results is smaller in the many-to-one request case, but even in the permutation
request case this difference does not exceed 10%. These good results allow us to
trust our simulation approach and thus allow us to test other networks and com-
munication patterns with confidence. In fact, simulation allows for a more flexible
characterization of networks than an analytical model, as it permits better control
over communication patterns and routing algorithms, so, real and popular com-
munication patterns as defined by [60] can be analysed.
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16 128
MCRB Omega MCRB Omega

Sim Calc Sim Calc Sim Calc Sim Calc
30% 84.91 83.53 77.22 76.90 76.10 76.17 64.04 65.57
50% 75.81 74.69 65.30 66.66 65.34 65.19 51.04 53.33

100% 57.98 57.96 44.96 50.00 47.41 47.18 32.65 36.36

Table 5.1: Comparison between simulation and calculation results for different
MCRB and Omega networks in the many-to-one requests case. “Calc” corre-
sponds to Calculation and “Sim” to Simulation

16 128
MCRB Omega MCRB Omega

Sim Calc Sim Calc Sim Calc Sim Calc
30% 95.60 92.77 85.88 79.99 86.39 82.29 70.98 65.57
50% 92.43 88.25 76.93 72.72 78.82 75.13 58.69 57.14

100% 84.25 77.92 58.13 57.14 63.79 59.00 39.31 40.00

Table 5.2: Comparison between simulation and calculation results for different
MCRB and Omega networks in the permutations request case. “Calc” corre-
sponds to Calculation and “Sim” to Simulation

5.3 Single criterion evaluations

To test the temporal aspects of the MINs that we are analysing, the MQM simula-
tor explained previously is used to route BPC permutations. In order to calculate
the number of cycles needed to route or reroute a certain number of permutations,
a circuit switching strategy is used. Thus, when a message is detected at the input
buffer of a SE at the first stage, a routing path is reserved if all the SEs describing
it are free. A conflict situation occurs when a message tries to use a buffer already
occupied by another message. In this case, the message stays in the input buffer
at the first stage, but it will be erased from all other buffers previously allocated.
When all routable messages arrive at their destinations, the simulator starts an-
other attempt to reroute the non-routable messages from the previous cycle. This
procedure will be repeated until all input messages arrivea at their destinations.

5.3.1 Integration Complexity

It is easy to verify that inter-stage complexity is lower than cross-points complex-
ity for both MCRB and Omega networks. Therefore, the study of the integration
complexity is limited to that of cross-points complexity. First of all, we calcu-
late the complexity in terms of cross-points and compare them to the crossbar
complexity. This step is important in order to eliminate networks of complexity
greater than the crossbar of the same size.
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The MCRB network is composed of logr(N) linking stages and logr(N) + 1
crossbar stages. The two end-point stages are composed of N multiplex-
ers/demultiplexers. Each multiplexer and demultiplexer has r cross-points. Thus
the complexity of the input stage and the output stage is equal to 2Nr. Each of the
remaining logr(N)−1 stages is composed of N crossbars of degree r2, which gives
a total complexity of Nr2 for each stage. Thus, the MCRB network complexity is

CMCRB = 2Nr + [logr(N) − 1] × Nr2 (5.5)

For this dissertation, the interesting parameter values of MCRB(N,r) are those
that lead to a complexity lower than N2, which is the complexity of a crossbar of
size N . Figure 5.1 shows that MCRB complexity is, for some values of N and r,
greater than that of the crossbar. For r ≥ 3, the interesting values of r for which
the complexity of the MCRB network is lower than N2 are r = log(N)

2
.

Complexity

4.5e+094e+093.5e+093e+092.5e+092e+091.5e+091e+095e+080

N

6000050000400003000020000100000r 250200150100500

X
MCRB

Figure 5.1: Crossbar and MCRB network complexity as a function of their size N
and the degree r (only MCRB). X stands for crossbar

Figures 5.2 and 5.3 show different projections of Figure 5.1. We observe that
for r = 2, MCRB(4,2) and MCRB(8,2) are more complex than the crossbar. When
N = 16 complexity values for the MCRB network and the crossbar are equal.
Therefore, before implementing an MCRB(N,r), one should make sure, using
equation 5.5, that its complexity is lower than N2.

All crossbars in the square Omega networks which are considered in this dis-
sertation are of size r2 and are distributed on log(N)

log(r)
stages each containing N/r

SEs, this gives the Omega network its complexity:

CΩ = rN logr(N) (5.6)
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Figure 5.2: Crossbar’s and MCRB network’s complexity as a function of the net-
work’s size and for r=2. X stands for crossbar
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From equation 5.6 one notices that the Omega network complexity is always
less than N2. The order of complexity between two MINs is defined as the ratio
of their complexities, as both of them will be normalized to the complexity of the
crossbar of the same size.

∆C =
CMCRB

CΩ
(5.7)

By substituting the values of CMCRB and CΩ from equations 5.5 and 5.6 re-
spectively, one can write

∆C =
log(r)

log(N)
(2 − r) + r (5.8)

For a certain value of r > 2, the term log(r)
log(N)

(2−r) is negative and smaller than r.
Thus, when N gets bigger, ∆C gets bigger too and so MCRB network complexity
is always greater than that of Omega networks. The question is then, how to
justify the increase in complexity. In other words, will the network’s performance
be better than that of the less complex network?

5.3.2 Throughput of MCRB and Omega networks

Figures 5.4 and 5.5 show the throughput of MCRB and Omega networks of de-
grees 2 and 4 as a function of their sizes. As stated before, this throughput is
studied using a workload that increases with the size of the network. This ex-
plains the downward trend of the throughput of all the studied networks.

As expected, the throughput of the MCRB network is higher than that of the
Omega network. This is a direct result of the fact that the initial workload of an
MCRB is distributed on a greater number of SEs than for a similar size Omega
network, and thus less conflicts take place.

To observe the difference between the cases, the throughput variation of dif-
ferent networks is plotted as a function of size in figure 5.6. The variation is cal-
culated as the difference (subtraction) of the throughputs of MCRB and Omega
networks.

The figure shows that, even if the throughput varies inversely with the in-
creasing of the MIN’s size, higher degree MCRBs have a greater throughput with
respect to Omega networks.

5.3.3 Permutation Capability of MCRB and Omega Networks

Figures 5.7, 5.8, and 5.9 show some examples of the permutation capabilities of
Omega networks and MCRB networks with different values of r. These figures
show the percentage of permutations that can be routed within a certain number
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Figure 5.4: The throughput of MCRB and Omega networks of degree 2 and dif-
ferent sizes
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Figure 5.8: Permutation capabilities of MCRB and Omega networks of size 512
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Figure 5.9: Permutation capabilities of MCRB and Omega networks of size 4096
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of cycles. This means that for a cycle i, the presented value is the percentage of
permutations that could be routed in all cycles i, i − 1, i − 2, . . . , 1.

These figures show that there is a considerable gain in the permutation capac-
ity of the MCRB network relative to the Omega network. Although the MCRB
network is very powerful in terms of permutation capability, which is expected,
it still has higher integration complexity. A detailed discussion of the relation be-
tween the improvement of MCRB network’s performance and its complexity is
presented later.

5.3.4 The Universality of MCRB and Omega networks

Larger size MINs have greater universality, this is due, as in the case of the
throughput, to an increasing workload which leads to a higher probability of con-
flicts.

Figure 5.10 shows that for r = 2 the maximum number of cycles needed to
route permutations in an MCRB is considerably less than for an Omega network.
The gap increases with the network size. This is good for the MCRB, especially
given that for r = 2 it is only two times more complex than Omega (see equation
5.8).
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Figure 5.10: The maximum number of cycles needed to route a certain number
of BPC permutation on MCRB and Omega networks. The y axis is the maximum
number of cycles needed to route tested permutations

The last sections showed that, except for the complexity, which is higher for
the MCRB than for the Omega network, the former performs better for the con-
sidered metrics. In the following sections, metrics will be associated together in
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order to study the effect of contradictory performance factors when evaluated
simultaneously.

5.4 Two and three criteria evaluations

In this section, Two and three dimensional evaluations will be presented. Net-
works of different sizes and degrees are to be tested. Note that not every com-
position of factors is available for use in comparison of MINs. For example, the
use of complexity with universality does not represent an acceptable test as MINs
of small size are not complex and do not need a lot of cycles to route the simple
permutations that they are capable of making.

5.4.1 Complexity and Throughput UPF

Comparing the UPFs of several MINs regarding only taking into account the com-
plexity and the throughput means that the universality of the networks is not an
important factor to be evaluated. On the other hand, the “betterness” of the net-
work is judged using a low complexity and a high throughput. Table 5.3 shows
the normalized values of throughput and complexity of considered MINs and
figure 5.11 is a plot of it.

MIN Min. Norm. Th. Norm. Comp Pareto
MCRB(256,2) 0.39 0.11 *
Omega(256,2) 0.63 0.06 *
MCRB(256,4) 0.11 0.19 *
Omega(256,4) 0.65 0.06
MCRB(512,2) 0.43 0.25
Omega(512,2) 0.66 0.13
MCRB(512,8) 0 1 *
Omega(512,8) 0.78 0.17
MCRB(1024,2) 0.46 0.56
Omega(1024,2) 0.69 0.28
MCRB(1024,4) 0.17 1
Omega(1024,4) 0.69 0.28

Table 5.3: The Pareto optimal MINs for throughput-complexity UPF

The figure can be analysed in two ways, either as a multi-objective optimiza-
tion problem or as a performance comparison problem.

For the first approach, MCRB(512,8), MCRB(256,4), MCRB(256,2) and
Omega(256,2) are Pareto optimal solutions. Of special interest are MCRB(512,8)
and MCRB(256,4). The later MIN has the smallest UPF value. MCRB(512,8) is an
optimal solution for the throughput while its complexity is very high. Note that
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puts and complexities
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the y axes represents the minimized normalized value of the throughput and not
the throughput itself, in other worlds, MCRB(512,8) is not non-blocking. How-
ever, among the studied networks, it has the largest throughput. On the other
hand, the Omega(256,2) is an optimal solution, even if its throughput is very low.
Its optimality is due to its very low complexity as shown in figure 5.11.

Considering the comparison as a distance function, one can note that
MCRB(256,4) is the best among the tested MINs and MCRB(1024,4) and
MCRB(512,8) have high UPFs and thus they are considered to be unacceptable
networks. The figure also shows the reason for penalizing these two networks,
that is, their complexities. In fact, these two MINs are among the most complex
networks in the sample of studied networks.

One attractive point when considering the application of the UPF as a distance
function for the comparison of MIN performance is the possibility of comparing
different MINs of different architectural characteristics. One can note on figure
5.11 that using this logic MCRB(256,4), MCRB(256,2), MCRB(512,2) are better than
Omega(256,2) and Omega(256,4).

The last point to be considered is the possibility of using the UPF distance
function in order to make a choice among the Pareto optimal values, which in the
studied case results in the MCRB(256,4) as a best MIN among the optimal possi-
ble solutions. This utilization may lead to the elimination of both MCRB(512,8)
because of its high complexity and Omega(256,2) because of its low throughput.

5.4.2 Universality and Throughput UPF

Here, the cost of the MIN is not an important factor to be evaluated. So, we
are looking for the MIN that gives the best universality AND throughput at the
same time regardless of the complexity. Table 5.4 shows the normalized values of
throughput and universality of considered MINs and figure 5.12 is a plot of it.

The best way to study this figure and to understand the use of the UPF to
evaluate and compare MINs performance would be the comparison of figures
5.11 and 5.12.

It is expected that MCRB networks show a very good performance when com-
plexity is not considered. This claim is clearly represented in figure 5.12. All
Omega networks are less powerful than all MCRB-MINs even with size differ-
ence between the two families.

MCRB(512,8) (which has one of the largest complexities among studied MINs)
becomes one of the most powerful networks for the universality-throughput UPF
case and becomes one of the two Pareto optimal solutions. From a Pareto opti-
mization point of view MCRB(512,8) and MCRB(256,4) are optimal solutions. On
the other hand, considering distance, both MCRB(512,8) and MCRB(256,4) are
equal with respect to the universality-throughput UPF.
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MIN Min. Norm. Th. Norm. Univ. Pareto
MCRB(256,2) 0.39 0.26
Omega(256,2) 0.63 0.33
MCRB(256,4) 0.11 0.11 *
Omega(256,4) 0.65 0.3
MCRB(512,2) 0.43 0.35
Omega(512,2) 0.66 0.56
MCRB(512,8) 0 0.15 *
Omega(512,8) 0.78 0.28
MCRB(1024,2) 0.46 0.56
Omega(1024,2) 0.69 1
MCRB(1024,4) 0.17 0.31
Omega(1024,4) 0.69 0.56

Table 5.4: The Pareto optimal MINs for throughput-universality UPF
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5.4.3 3 criteria evaluations

Here all the three metrics previously studied either separately or on two dimen-
sions are to be analyzed together. Figure 5.13 plots the values of the considered
MIN UPFs of table 5.5.

MIN Min. Norm. Th. Norm. Comp Norm. Univ Pareto UPF
MCRB(256,2) 0.39 0.11 0.26 * 0.23
Omega(256,2) 0.63 0.06 0.33 * 0.51
MCRB(256,4) 0.11 0.19 0.11 * 0.06
Omega(256,4) 0.65 0.06 0.3 * 0.52
MCRB(512,2) 0.43 0.25 0.35 0.37
Omega(512,2) 0.66 0.13 0.56 0.77
MCRB(512,8) 0 1 0.15 * 1.02
Omega(512,8) 0.78 0.17 0.28 0.72
MCRB(1024,2) 0.46 0.56 0.56 0.84
Omega(1024,2) 0.69 0.28 1 1.55
MCRB(1024,4) 0.17 1 0.31 1.13
Omega(1024,4) 0.69 0.28 0.56 0.87

Table 5.5: The Pareto optimal MINs for throughput-universality-complexity and
the UPF of a MIN sample

The analysis of this table will be given here as well as a comparison of some of
the networks with their performance given on figures 5.11 and 5.12. The analysis
of table 5.5 shows that MCRB(256,4) has the smallest UPF, and thus can be con-
sidered as the best among the studied MINs. This result has been already noted
with the previous evaluations.

Because of their high complexities, the MCRB(512,8) and MCRB(1024,4) which
seemed to be very powerful in the case of the universality-throughput UPF
are among the less powerful MINs in this inclusive UPF case. Note that the
MCRB(1024,4) was not as bad as it seems in this case for the case of the
complexity-throughput UPF case.

As for the analysis from a Pareto optimality point of view, we notice that the
Pareto optimal MINs for this inclusive case are at the intersection of the Pareto
optimal MINs found for the previous two cases. This is a direct result of the
Pareto optimal solution definition.

5.4.4 Conclusion

In this section, the UPF was used for the comparison of different Omega and
MCRB MINs. It was used as a distance function for the comparison of MINs, as
a utility to find optimal MINs, and also as a criterion to make a choice from the
group of optimal solutions.
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When Pareto optimality was considered, almost all optimal MINs were MCRB
MINs of different sizes and degrees. The Pareto optimal Omega network was
among the optimal solutions thanks to its relatively low complexity with respect
to the considered networks. When using the UPF as a utility in order to chose a
MIN from the optimal solutions, this Omega network can be eliminated. In fact,
the very high UPF value means that one of the considered metrics is relatively
bad, and thus, the solution can be eliminated.

In following sections, the UPF is to be used in order to evaluate and compare
some specific metrics for MINs. These are the effect of the degree on the perfor-
mance of a MIN and the MINs scalability. The UPF in these cases will not studied
as a Pareto optimal utility because the goal of this study is to find a best value
among different suggested solutions. The study, thus, is restricted only to the
distance evaluation of the UPF.

5.5 The effect of the degree of MINs on their perfor-
mance

As stated previously, a multistage interconnection network is usually defined by
its topology, routing algorithm, switching strategy, and flow control mechanism.
One of the factors defining the topology of a multistage interconnection network
is its degree. Today’s technological progress makes it possible to build and use
crossbars of size up to 128. Such crossbars can be used as SEs in parallel archi-
tectures such as multistage interconnection networks. In this section, the effect of
the SE size on the performance of the MIN is studied on the Omega and MCRB
MINs.

Networks of degrees 2, 4, and 8 were studied by Cheemalavagu and Malek
in [20]. In their paper, they were limited to 8 degree MINs because of the space
and time needed for the simulation. Furthermore, they used networks with and
without buffers. In this dissertation we investigate MINs of degrees of up to 64,
all of them unbuffered. In order to carry out this study, Delta and over-sized Delta
MINs of different degrees are tested.

The MINs tested are the Omega and the MCRB networks. Two stages MCRB
networks will not be tested as they are non-blocking and more complex than the
crossbar. BPC (Bit Permute Complement) permutations are used as work loads
[60, 69].

5.5.1 Universality

Concerning universality, the results that we got correspond to those found by
Cheemalavagu and Malek [20]. Figure 5.14 shows that the universality of net-
works of degree 4 is better than that for those of degree 2 and 8 for 64 size SW-
Banyans. Figure 5.15 shows that, always, for over-sized Delta networks less uni-
versality is obtained with crossbars of bigger degrees. The same figure shows
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that there is an optimal value of degree for the Omega network that gives the
best universality. This can be explained using figure 5.16 as follows: The figure
shows that according to the acceptance probabilities formulas presented above,
the acceptance probability of the MIN increases for higher degree, while the ac-
ceptance probability of a crossbar decreases. Thus, a certain balance between the
two probabilities is maintained for some degree values. When the conflict proba-
bility reaches to a high level larger universality is obtained.

This explains the existence of the optimal value for Delta networks. On the
other hand, as the number of crossbars in an over-sized Delta network is r times
the number of crossbars in a Delta network, this limit is not reached and the
universality of the network is always better when using crossbars of bigger sizes.
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Figure 5.14: Universality of 64 size networks as a function of the degree

5.5.2 Throughput

Figure 5.17 shows the throughput of different size networks as a function of their
degree. The figure shows that for over-sized Delta networks, throughput is bigger
when larger size crossbars are used. However, Delta networks have, once again,
an optimal degree value, which is 2 for size 64 networks, 2 and 4 for size 1024 and
4 for 4096 size networks.

Note that when a very big number of messages arrives at the first stage of a
network, using our approach to calculate the throughput, a considerable number
of messages are discarded. No conflicts can occur at the last stage as the desti-
nations are groups of permutations. This means that conflicts can occur only on
a limited number of stages in large degree MINs which might explain the slight
augmentation of the throughput of Omega(4096,64) as related to Omega(4096,16).
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5.5.3 Complexity and throughput UPF

Figure 5.18 shows a complexity-universality UPF plot. Note that on this figure
as in the previously mentioned approach, the performance values of the Delta
network have an optimal degree value. For small size networks, small degrees
give the best results, while for networks of size 1024, crossbars of size 2 and 4
give the same best performance. However, with 4096 size network the optimal
degree value is 4. On the other hand, an optimal degree value can be noted for
the MCRB networks of size 4096, which is r = 4.
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5.5.4 Universality and throughput UPF

Remember that complexity plays, when considered, an important role in de-
grading the network’s performance in relation to the complexity-throughput
UPF case. This is because over-sized Delta networks’ complexities increase very
rapidly with an in increase in degree.
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Figure 5.19: Universality-throughput UPF as a function of degree

On figure 5.19 the 4096 size Omega networks show more than one optimal
degree value. In fact, it gives the same UPF value for two different degrees. In
multi-dimensional evaluations, this is expected, as for different metrics different
degrees are optimal for a certain size MIN. For this special case, i.e. 4096 size
Omega networks the best throughput value is obtained for r = 16 and the best
universality value is obtained for r = 4. Two optimal values can thus be obtained,
for the case when both metrics are evaluated.

5.5.5 3 criteria UPF

Figure 5.20 presents the comparison and evaluation of a number of networks as
related to the three factors we are considering as examples, i.e. complexity, uni-
versality and throughput.

Once more, we can observe the important effect of complexity on the overall
system performance. This can easily be seen by comparing figures 5.20 and 5.18,
in which the curves have almost identical shapes (the shapes are more different
when complexity is not considered, see figure 5.19).

However, the figure shows that some optimal degree values of this case can
be different from those obtained in the case of complexity-throughput UPF. For



5.6. SCALABILITY 91

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 2  4  8  16  32  64

Degree

3-
di

m
s.

 U
PF

O,S=64
M, S=64

O, S=1024
M, S=1024
O,S=4096
M,S=4096

Figure 5.20: Inclusive UPF as a function of the degree

example, in the case of MCRB-MINs of size 4096 the optimal degree value is 8
while it was 4 when only complexity and throughput were considered.

5.5.6 Conclusion

In this section the effect of the degree of a MIN on its performance was studied.
The results that we got for the studied MINs confirmed results obtained in [20].
These results stated that in general an optimal degree value exists for which the
collective evaluation of certain popular metrics gives the best results.

5.6 Scalability

The speedup of an algorithm on a certain parallel architecture is defined as the
ratio of the algorithm’s best serial execution time to its parallel execution time
on the architecture under consideration. Efficiency is the ratio of speedup to the
parallel machine size.

While many scalability evaluation studies refer to the relationship between
the size of the resources of a parallel system and its speedup, efficiency, and/or
utilization, our proposition links it to the UPF.

Here we are studying the scalability of MINs in parallel machines. Any de-
sired number of measurable MINs performance metrics can be used in the scal-
ability evaluation. Also, the increase of workload in proportion to size in order
to maintain the same efficiency is taken into consideration. This is an important
condition to respect when studying scalability [41].
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As we are dealing with MIN scalability, we are interested in hardware related
scalability. Note that the scalability dependency on software is an important issue
as a system can be scalable for a certain number of algorithms and non-scalable
for other ones. Only one communication pattern is tested in this section and the
presented scalability results correspond only to this communication pattern.

Proposition 8. The UPF is a suitable metric for the evaluation of scalability of MINs.

Proof. Nussbaum and Agarawal [71] listed some requirements for a “useful
definition of scalability”. We will discus the compatibility of the UPF with these
requirements as well as with the general definition of scalability. First, the UPF is
a performance metric which can link performance to cost (complexity). Not only
the size of the MIN is considered, but a lot of architectural characteristics can be
considered, which gives a better idea about the scalability of a MIN.

Second, by definition, the UPF is an algorithm dependent performance factor
as it is a measures based metric. It also takes into consideration the necessary in-
crease in workload with the increase in size of the MIN. Still it does not depend on
efficiency, cost-effectiveness, or even speedup. It only compares the performance
of several different architectures.

On the other hand, physical constraints as defined in [71] are not studied, as
our study does not deal with wiring issues.

In the following, we will study the scalability of two families of MINs, the
Omega MINs, a member of the Delta MINs, and the MCRB network.

5.6.1 Universality Scalability

It is obvious that for an increasing workload, the universality of a bigger size
network is greater. Thus, measuring the universality scalability of a MIN can be
defined as a scalability less tendency to increase. In other words, better scalability
corresponds to less unscalability. Figure 5.21 shows the scalability of Omega and
MCRB networks of different degrees. It is clear that the MCRB network is more
scalable than the Omega network, i.e. the tendency of the universality to increase
is less than that of Omega networks. We observe that networks of greater degrees
are more scalable.

5.6.2 Throughput scalability

Greater sizes networks can transfer a bigger number of messages. However, be-
cause of a greater conflict probability, MINs of higher sizes have smaller through-
puts. Once again, we are facing a case of a performance metric that is supposed
to be maximized for a scalable network, while in fact bigger size networks have
smaller throughputs. Figure 5.22 presents the throughput of a number of MINs as
a function of their sizes. In this figure, all networks have almost linear scalability.
However, the decreasing tendencies of MCRBs and Omegas of degree 4 seem to
be better than for the other two networks.
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Figure 5.21: The universality scalability of some MINs
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Figure 5.22: The throughput scalability of some MINs
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5.6.3 Complexity scalability

As shown in figure 5.23 and considering the same rule as in the previous two
cases, Omega networks seem to be more scalable than MCRB networks. This is
normal as the MCRB complexity increases much more rapidly than the Omega
complexity as a function of the size.
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Figure 5.23: The complexity scalability of some MINs

The use of the UPF for the scalability evaluation of MINs is aimed to resolve
such a paradox where different performance metrics give different results or in
other words where factors scale differently when a sample of networks is consid-
ered.

5.6.4 Multiple-criteria scalability

In this section, more than one performance metric will be considered in order to
evaluate the performance and thus the scalability of the networks.

Figures 5.24, 5.25, and 5.26 show the performance evolution of the two 2-
dimension and one 3-dimension UPFs for a number of MINs. Note that the UPF
by its formula given in equation 3.5 is considered as a factor to be minimized.

The figures show that for the different tests, the evolution has the same shape,
especially for small size MINs. In fact, this is due to the domination of the nor-
malized values of the throughput of the networks for these small size networks. It
is certain that this effect could be compensated by giving the throughput a lower
weight (less importance) than other factors.

On the other hand, the Omega MIN of degree 4 seems to have the most linear
performance degradation. In other words, among the tested networks, Omega
MINs of degree 4 constitute the most predictable architecture for the construction
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of larger size networks. The fact that Ω(4096, 4) has the least inclusive UPF value
supports this conclusion.

Note that for both 2-dimension cases, the MCRB network of smaller degree
gives a more acceptable scalability than larger degree networks.
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Figure 5.24: The complexity-throughput UPF scalability of the studied MINs
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Figure 5.25: The universality-throughput UPF scalability of some MINs

Note that while the MCRB showed better scalability for one-dimension cases
of throughput and universality evaluations, in the case of higher dimension eval-
uations, Omega network performance seems to be better.
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Figure 5.26: A 3-dimensions UPF scalability of some MINs

5.6.5 Conclusion

In this section the UPF was used for the evaluation of the scalability of MINs.
Even if it is known that MINs are not scalable for scalable workload, their perfor-
mance evolution for such cases as a function of the size, cost and other scalability
parameters is an important factor for performance prediction and network char-
acterization. Thus, it was proved that the UPF is a suitable metric for scalability
evaluation and it was used in order to evaluate the scalability of two MIN fam-
ilies. When complexity, throughput and universality were considered together,
Omega networks were shown to be more scalable than MCRB networks, when
both scalability linearity and tendency were considered.

5.7 Conclusion

In this chapter, the methodology proposed in chapter 3 is applied to on Omega
network, member of the Delta-MINs and to MCRB network, member of the over-
sized Delta networks proposed in chapter 4. The proposed methodology, based
on a distance function called the UPF was applied to example networks in order
to establish a general purpose comparison, and then to study the effect of the
degree of considered MINs on their performance, and finally to evaluate their
scalability.



Chapter 6

Conclusion

6.1 Summary of the dissertation

This thesis discusses two main aspects: the multi-criteria performance evaluation
of multistage interconnection networks and the proposition of a new class of this
family of interconnection networks.

In the literature, a lot of work has been devoted to the performance evalua-
tion of communication systems in parallel computers. One family of these com-
munication systems is the interconnection networks, and more precisely multi-
stage interconnection networks. Multistage interconnection networks constitute
an important communication system in parallel machines due to their interesting
characteristics such as low complexity, acceptable throughput, constant general
communication time in case of conflict absence, etc.

However, almost all the work done in this domain restricted the performance
to one performance metric, or to different performance metrics but evaluated sep-
arately. A few studies considered the problem as a multi-criteria problem, i.e.
tried to evaluate the network considering several metrics at a time. Two exam-
ples were presented in this dissertation with a discussion of each of them. One
example, which is that published by Cheemalavagu and Malek[20] considered
the throughput latency ratio and was restricted to this ratio, i.e. while a lot of of
performance factors might interfere in the performance evaluation of interconnec-
tion networks, this study was restricted to only two metrics. On the other hand,
the multi-level filters methodology, proposed in [57] is a synthesis procedure that
seemed to need more formalization.

The constant need for more powerful communication systems for parallel
computers,the attractive characteristics of multistage interconnection networks
and the application possibilities in recent architectures such as SMP machines
and NoCs are the bases of the work presented in this dissertation. A new family
of multistage interconnection network has been proposed. A multi-criteria per-
formance evaluation methodology has been introduced and multi-criteria perfor-
mance evaluations of two multistage interconnection network families have been
established.
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In chapter 2 we tried to place our work in the context of research work on par-
allelism and parallel architectures. In fact, while SMPs in general are still using
crossbars and/or buses as communication systems, and while these architectures
are not always enchanting solutions for communication systems in parallel com-
puters, some NoCs are based on multistage interconnection implementations. A
survey of multistage interconnection networks was given, and the main aspects
of multistage interconnection networks as well as some important examples were
discussed in some detail. This was followed by the main context of the problem
this dissertation is dealing with that is, the performance evaluation of multistage
interconnection networks with respect to different performance metrics, in other
words, the multi-criteria performance evaluation of these networks. The above
mentioned examples found in the literature were discussed at the end of the chap-
ter.

In this dissertation the proposed solution to this problem was the considera-
tion of the multistage interconnection network performance evaluation problem
as a multiple-criteria decision making problem and was introduced in chapter 3.
Because of the conflicting nature of the solutions to this kind of problem (found
in almost every field of research), solving multiple-criteria decision making prob-
lems is more difficult than studying single criterion problems. In general the solu-
tion to these problems consists at transforming the problem into a single-objective
one. This is done by finding a function that represents the multidimensional val-
ues of each solution. While this function is not always easy to find, we propose,
and prove the possibility of the use of a distance function in the case of the perfor-
mance evaluation of multistage interconnection networks. We call this function
the universal performance factor. This function is based on measured values of
different performance metrics and obtained from a simulation and can be used
either as a distance function for the comparison of different architectures or as a
a solution of a multi-criteria Pareto optimization problem. The simulation tool
was discussed in detail. Its architecture, the simulated workload and the consid-
ered simplifying assumptions. For simplicity, most of the analysis of this thesis
assumed circuit switching routing. The chapter was ended by listing the perfor-
mance factors tested as examples for the evaluation procedure.

The second main aspect discussed in the dissertation is the proposition of
a new multistage interconnection network family. This is presented as an im-
provement technique of Delta networks. Many improvement techniques were
proposed in the literature, some of them are listed at the beginning of chapter 4.
Then we introduced the technique that we propose, which is the over-sizing of
the network. The general architectural presentation of the over-sized Delta net-
works is presented along with its characteristics, and the MCRB network is given
as an example of this new class. Two special cases of the MCRB network are pre-
sented at the end of the chapter, one is an interesting special case of the network,
which is when its size is a square of the degree. While this case is interesting in
general, it is not the subject of this dissertation as all considered networks are less
complex than the crossbar, and these networks are more complex than a crossbar
of the same size. The other case is the AMCRB, which results from the application
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of a further improving technique on the MCRB network. This network is not, a
priori, the subject of this dissertation as it is not a Banyan network.

The last chapter presents the results of the application of performance method-
ology on the case study networks that is, on the Omega networks and the MCRB
networks of different architectural characteristics, i.e. of different sizes and de-
grees. First, the simulation tool was validated. This was done by comparing
the different results obtained with the simulator with mathematical probabilistic
well known results. Then two cases of evaluation and comparison of interconnec-
tion networks were presented: a general case, studied from two points of view:
that of the multi-criteria optimization problem and that of the network compar-
isonproblem, i.e. the use of the UPF only as a distance function. The second
case is the study of the effect of the degree of interconnection networks on their
performance, and the final case considers the evaluation of the scalability of the
networks using the UPF function.

6.2 Future directions

The perspectives opened by our work are numerous and various. They can be
grouped into two main categories:

• Work that can be done on the proposed methodology so that it can be used
for further investigations and the evaluation of more complicated systems.

• Work to be established on the proposed architecture: the over-sized Delta
network as well as the MCRB network.

6.2.1 Open questions with respect to the evaluation methodol-
ogy

Communication patterns

In this dissertation, only one communication pattern was tested that is, the BPC
permutation pattern. This communication pattern was chosen because of its wide
coverage of frequently used communication patterns for scientific application.
Not only do other types of permutations have to be tested, but also special com-
munication cases such as broadcasting and hot-spots seem to be an important
issue that needs to be addressed.

Performance metrics

In this dissertation, a limited number of performance metrics is used for the per-
formance evaluation and comparison of the networks. These metrics were chosen
because of their wide use in the literature, representativity and wide coverage.
Howeve, more metrics could be used in order to have more accurate results.
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Switching strategy and bufferization

While circuit switching strategy was used for almost all tests in this dissertation, it
is known that packet switching improves the performance of interconnection net-
works. When packet switching is used, switching elements can be implemented
with buffers used in a case of a conflict by bufferizing one or more of the messages
that will be routed in the following cycles to their destinations. The effect of the
buffers is very significant and when comparing two different architectures, it has
to be taken into consideration.

Architectural issues

While the proposed methodology is intended to compare only multistage inter-
connection networks without any exterior effect, a real implementation of a com-
munication systems requires considering the overall computing system. Thus,
issues like the effect of the cache in parallel architectures must be considered. In
this case the read and write communication aspects, and thus the cache coherency
must be simulated. This is important when studying a whole system because on
one hand the use of a cache decreases the communication tasks on the network
because of the data existing in the caches, and on the other hand, when only
one network is used, the communications needed for assuring cache coherency
increases this communication workload.

Real time issues

Multistage interconnection networks are mainly characterized by a constant time
of communication through the network when no conflicts occur. This is an im-
portant issue for real time systems. Thus, conflicts constitute the main problem
for the use of multistage interconnection networks in real time contexts. In order
to study and compare networks in this context, a certain priority can be attributed
to a percentage of messages. This priority corresponds to the time limit during
which the messages are supposed to reach their destinations [48]. In our case, this
time will be measured as a number of interconnection cycles.

SystemC

SystemC is a language used in order to establish low level simulations. Such
simulations might be interesting for the study of networks on chips.

6.2.2 Open question related to the proposed network class archi-
tecture

AMCRB and MCRB(r2,r) networks were not studied in detail in this dissertation
because of their architectural characteristics, i.e. one is more complex than the
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crossbar and the other is non-Banyan. However these networks have very inter-
esting features that deserve a special study. In addition, hierarchic MCRBs and
IMCRBs (Incomplete MCRB) are the subject of current work because of their in-
teresting properties.
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Appendix: Some results concerning
the AMCRB-MIN

In this appendix, the results obtained on the AMCRB networks are presented.
The goal of this study is to evaluate the effectiveness of the proposed rerouting
algorithm used in case of a conflict.

6.3 Complexity of the AMCRB-MIN

The complexity difference between AMCRB and MCRB MINs can be calculated
by observing that the multiplexers of the first stage are of size 1 × 2r, the demul-
tiplexers of the last stage are of size 2r × 1 and finally, the SEs of the other stages
are of size 2r × 2r = 4r2. The complexity of the AMCRB is calculated using the
following equation.

CAMCRB = 4Nr + 4

(
log(N)

log(r)
− 1

)
Nr2 (6.1)

As in the case of the MCRB network, the crossbar forms a complexity upper
limit, and networks having complexity higher than this limit are not particularly
considered in this dissertation. Figure 6.1 presents the interesting complexity val-
ues of the AMCRB-MIN.

Interesting AMCRB-MINs can be found by taking cross sections on figure 6.1.
This will give figures 6.2, 6.3 and 6.4.

The figures show that AMCRB-MINs having complexity smaller than a corre-
sponding size crossbars are of size N ≥ 128 for degree 2 and N ≥ 256 for r = 4.
On the other hand, the complexity of the AMCRB-MIN is higher than crossbar of
the same size for all values r ≥ 8.

6.4 The efficiency of the proposed rerouting algo-
rithm

A non-routable message is one that does not correspond to the conditions of the
rerouting algorithm presented in theorem 2 page 65. While this is not the main
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interest of this dissertation, in order to have an idea about the effectiveness of the
rerouting algorithm, i.e. its capacity to reroute conflict messages, the case of an
AMCRB(128,2) will be studied as an example.

Figure 6.5 shows that, in general, the percentage of conflicts decreases through
the network. In fact, the decreasing role of the negative network makes the pos-
sibility of a conflict less than when messages are routed on only one network. In
other words the probability of a conflict is less as messages are distributed on two
separated networks.

The efficiency of the rerouting algorithm is evaluated by the fact that in the
worst case, i.e. starting from the first stage, it can solve around 50% of the con-
flicts, so the percentage of conflicts becomes only slightly more than 6% in the
considered case.

The algorithm’s capacity to solve conflicts decreases for the next stages as sat-
isfying the algorithm conditions becomes more difficult, so that no conflicts can
be solved at this stage, and because some conflicts, if any occur, can do so on the
negative network.
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